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Abstract

The production of high quality animations which feature gatling lighting
effects is computationally a very heavy task when tradédl@sandering approaches
are used where each frame is computed separately. The &chdst of the com-
putation must be restarted from scratch for each frame leadsinecessary re-
dundancy. Since temporal coherence is typically not eigdiptemporal aliasing
problems are also more difficult to address. Many small srirolighting distribu-
tion cannot be perceived by human observers when they asraatin temporal
domain. However, when such a coherence is lost, the reguwdtimmations suffer
from unpleasant flickering effects.

In this thesis, we propose global illumination and rendgafgorithms, which
are designed specifically to combat those problems. We &eltiés goal by ex-
ploiting temporal coherence in the lighting distributioativeen the subsequent
animation frames. Our strategy relies on extending intoptral domain well-
known global illumination and rendering techniques sucli@ssity estimation
path tracing, photon mapping, ray tracing, and irradiar@ehing, which have
been originally designed to handle static scenes only. €umtiques mainly fo-
cus on the computation of indirect illumination, which i€ tnost expensive part
of global illumination modelling.






Kurzfassung

Die Erstellung von hochqualitativen 3D-Animationen mispruchsvollen Licht-
effekten ist @ir traditionelle Renderinganwendungen, bei denen jedessBparat
berechnet wird, sehr aufwendig. Die Tatsache jedes Bilddtethneu zu berech-
nen fihrt zu unrdtiger Redundanz. Wenn temporale Koherenz verrgessint
wird, treten unter anderem auch schwierig zu behandelnudedeale Aliasing-
probleme auf. Viele kleine Fehler in der Beleuchtungsheneag eines Bildes
konnen normalerweise nicht wahr genommen werden. Wenn lediectempo-
rale Koherenz zwischen aufeinanderfolgenden Bilderrt faleten sbrende Flim-
mereffekte auf.

In dieser Arbeit stellen wir globale Beleuchtungsalgam#n vor, die die oben
genannten Probleme behandeln. Dies erreichen wir durchutmsng von tem-
poraler Koherenz zwischen aufeinanderfolgenden Einlzigti einer Animation.
Unsere Strategy baut auf die klassischen globalen Belengbkalgorithmen wie

” ”

"Path tracing”, "Photon Mapping” und "lIrradiance Cachingiifaund erweitert

diese in die temporale Daime. Dabei bescnken sich unsere Methoden hadgatslich

auf die Berechnung indirekter Beleuchtung, welche denrzeiisivsten Teil der
globalen Beleuchtungsberechnung darstellt.



Vi
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Summary

Synthesis of images predicting the appearance of the redtwwas many
important engineering applications including productigiesarchitecture, and in-
terior design. One of the major components of such predidtivage synthesis
is global illumination, which is very costly to compute. Theduction of those
costs is an important practical problem in particular foe gproduction of ani-
mated sequences because a vast majority of the existinglglhmination al-
gorithms were designed for rendering static scenes. Intipethis means that
when such algorithms are used for a dynamic scene, all catipns have to
be repeated from scratch even for minor changes in the scEms.leads to re-
dundant computations which could be mostly avoided by takito account the
temporal coherence of global illumination in the sequernicanimation frames.
Another important problem is the temporal aliasing, whishmore difficult to
combat efficiently if temporal processing of global illuration is not performed.
Many small errors in lighting distribution cannot be pexea by the human ob-
server when they are coherent in the temporal domain. Hawthey may cause
unpleasant flickering and shimmering effects when such areoite is lost.

In this thesis, we propose global illumination and rendgafgorithms, which
are designed specifically to combat those problems. We eelies goal by ex-
ploiting temporal coherence in the lighting distributioatlveen the subsequent
animation frames. Our strategy relies on extending intoptera domain well-
known global illumination and rendering techniques sucliessity estimation
path tracing, photon mapping, ray tracing, and irradiar@ehing, which have
been originally designed to handle static scenes only. @ahrtiques mainly fo-
cus on the computation of indirect illumination, which i® tnost expensive part
of global illumination modelling.

Parts of this thesis have already been published at diffe@nrferences or in
journals. This thesis is based on these contributions asrshothe followings:

e As the first contribution, we present accelerated rendesingalkthrough
animation sequences using a combination of ray tracing arad)é-Based
Rendering (IBR) techniques. A proper number of keyframeg toeir
placement within an animation sequence are decided usengetteption-
based Animation Quality Metric (AQM).

e As the second contribution, we introduce a new frameworkefificient
rendering of global illumination in dynamic environmentd/e propose a
combination of energy and perception based error metricMAQ guide
efficient lighting computation. In addition, we introduceasio-temporal
processing of photons at each triangle mesh element.
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e As the third contribution, we propose an efficient technitprénigh-quality

animation rendering which improves the efficiency of finahgaing method
and which is computationally expensive. We achieve rendespeedup by
localizing in the scene space costly recomputation of thed §athering us-
ing extended photon maps and irradiance cache techniques.

As the fourth contribution, we further extend the irradiamma@ache algorithm
to the underlying level of the incoming radiance field. Ineéogradiance di-

rectional samples, which contribute to the irradiance ea@lue, are stored
and reused in the subsequent frames. Each incoming radsamople is

updated uniformly in space and time. The algorithm can heaadjeneral

animation which includes motion of camera, objects, ank lgpurces.

As the last contribution, we extend the final gathering témina to handle
scenes efficiently with significant variations of lightingtibution. In such
a case, commonly used uniform sampling leads to poor coenesyof the
irradiance integration. We propose a different samplimgtsgy for strong
indirect illumination using an extended photon map.

Finally, we summarize our newly developed solutions focedfit rendering of
global illumination in dynamic scenes and conclude thisitheith a discussion
of possible directions for future work.



Zusammenfassung

Die realistische Bildsynthese, die dazu gedacht ist, dasieinungsbild der
realen Welt zu simulieren, hat viele wichtige Einsatzbareiim heutigen In-
genieurwesen wie zum Beispiel im Produktdesign, in Ardttitte und Innenar-
chitektur. Eine der bedeutendsten Komponenten der nsal&n Bildsynthese ist
die globale Beleuchtung, die jedoch sehr zeitaufwendigeneédhnen ist. Jede
Reduktion dieser Zeitkosten ist von groRem praktischerz&uinsbesonderéii
die Erstellung von animierten Sequenzen, da die meistestievanden globalen
Beleuchtungsalgorithmeriif die Berechnung statischer Szenen konzipiert sind.
Fur dynamische Szenen bedeutet das in der Praxis, dass aflelidengen selbst
bei kleinstenAnderungen an der Szenérfjedes Einzelbild wiederholt werden
mussen. Die Folge sind redundante Berechnungen, die zuntédre@mieden
werden lbnnen, wenn die temporale Kaitenz in einer Animationssequenz aus-
genutzt wird. Ein weiteres Problem in der realistischer8yhthese von Anima-
tionssequenzen sind temporale Aliasingeffekte, die neitmiehr Rechenaufwand
behoben werden assen, wenn temporale Katenz vernaclissigt wird. Viele
kleine Fehler in der Beleuchtungsverteilungnkien, solange sie karent in der
temporalen Dorane sind, vom menschlichen Betrachter nicht wahrgenommen
werden.

Diese Dissertation behandelt speziell diese Art von Probleund stellt ef-
fiziente globale Beleuchtungsalgorithmen vor. Unseret&gia liegt darin, bekan-
nte globale Beleuchtungsalgorithmen und Technik@&nstatische Szenen wie
zum Beispiel "Path tracing”, "Photon mapping”, "Irradiacaching” in die tem-
porale Donane zu erweitern. Der Schwerpunkt unserer Techniken liaged
hauptg&chlich in der indirekten Beleuchtungsberechnung, wedlgregb3ten An-
teil einer globalen Beleuchtungsberechnung darstellt.

Teile dieser Dissertation wurden bereits in verschiededemferenzen oder
Journalen publiziert. Die Disseration basiert auf dieskliRationen die wie folgt
gegliedert sind:

e Als ersten Beitrag g@sentieren wir ein beschleunigtes Verfahren zum Ren-
dern von "Walkthrough Animationen” mittels einer Kombirwat von Ray-
tracing und "Image-Based Rendering” (IBR) Techniken.

e Als zweite Kontribution stellen wir ein neues Grundgstr zur effizienten
Bildsynthese von globaler Beleuchtung in dynamischen Uimaggen vor.

e Der dritte Beitrag zeigt einen effizienteren Ansair fFinal Gathering”
Methoden, die zur Erstellung von hochqualitativen Animasisequenzen
eingesetzt werden.



¢ Als vierten Beitrag erweitern wir den klassischen "Irratta Cache” Algo-
rithmus zu einem "Radiance Cache” Algorithmus. Proben ddreffenden
Strahlungsdichte ("radiance”), die zu den "Irradiance GHdNerten beitra-
gen, werden separate gespeichert und in aufeinander fidgeBildern wieder
verwendet. Jede richtungsabigige Probe wird gleichéassig in Raum
und Zeit aktualisiert. Der Algorithmus kann dabér fede Art von Ani-
mationen eingesetzt werden, die Kamerafahrten, dynami®djekte und
Lichtquellen beinhalten.

o Als letztes zeigen wir, wie die klassische "final gatheriffigthnik erweit-
ert werden kann, um Szenen mit starken Beleuchtungsvariti effizient
zu handhaben. In solcheglfen ist die Konvergenz der Integratidber die
Strahlungsdichte (Berechnung der Beleuchtungsdichtaglisiklassischer
uniformer Abtastmethoden (uniform sampling) sehr langsaiir schla-
gen deshalb eine andere Abtaststrategie vor, die zur Beuaghvon stark
variierender indirekter Beleuchtung eingesetzt werdemkand auf einer
erweiterten "Photon map” basiert.

Zum Schluf3 fassen wir die neu entwickelteisungen zum effizienten Berech-
nen der globalen Beleuchtung in dynamischen Szenen zusamanteschliessen
diese Disseration mit einer Diskussiaher nogliche Richtungeniir zukiinftige
Arbeiten ab.
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CHAPTER1

Introduction

Realistic image synthesis has been a prominent reseanchtagpmputer graph-
ics for over thirty years. Realistic images are used in mamgartant applications
such as architecture and interior design, illuminationieagring, environmental
assessment, special effects and film production. One of dsi lconditions to
achieve high level realism is the lighting modeling, whishbiased on physics
laws governing light propagation in space and light reftacon scene surfaces.
Such physically-based modeling involves extremely higmpgotational cost be-
cause, for each point in a scene, light coming not only diydodm light sources
but also reflected (possibly multiple times) from surroungdsurfaces must be
considered. This problem is called the global illuminatmoblem. One of the
main goals of the global illumination research is to bring tomplex modeling
to tractable computation level for scenes with complex getoynlighting, and re-
flectance properties. Additionally, the rendering quatignnot be compromised
and images indistinguishable from the real world appeaatould be synthe-
sized.

The problem of computational cost becomes more pronoumckigih quality
animation rendering, when thousands of images must be gtegeto obtain a
very short animation.

1.1 Interactive vs. Off-Line Rendering

Existing global illumination solutions for dynamic envimments can be roughly
categorized as interactive and off-line. The interacteehhiques are designed
to trade the image quality for the response speed in ordeedars a sufficient
frame rate (many applications require constant frame &tg, 30 or 60 Hz for
broadcasting applications). The state-of-the-art apgrd@the interactive global
illumination is the Instant Global Illumination by usingetRReal Time Ray Tracing
technology which recomputes each frame from scratch andnesga PC cluster

1



Chapter 1: Introduction

to achieve interactive performance [85, 82, 81]The main objective of the in-
teractive techniques is to provide fast response to fraorfeaime changes in the
environment, but not to a sequence of such changes. The tehgotherence of
lighting can be exploited much better when longer image seges are consid-
ered. This requires the knowledge of changes in the enviemrfor such se-
guences in advance. Those conditions are met for the @fgliabal illumination
algorithms that are used in the final production of high dguanimations.

1.2 Off-Line Rendering

Although the off-line computation of top quality computari@ations makes it
possible to include costly lighting simulation techniguiesarely happens in in-
dustrial practice [1]. For example, in the film industry, amaaon approach is
to use only very simple rendering algorithms, which comgdieignore indirect
lighting and complex light scattering functions [1]. Sirsenes illuminated only
by direct lighting look unrealistic, much effort is spentpgtace additional light
sources which imitate the appearance of indirect light&ithough this approach
requires significant experience and is done manually, iilis1sore efficient than
using fully automatic but computationally expensive arigtglobal illumination
techniques. Even in the very recent movie “Shrek 2” (produmge DreamWorks),
global illumination has been used in a limited way to a sirigdence of indirect
lighting [69]. Another leading company of the movie prodantexclusively us-
ing 3D graphicsPIXAR, plans to add global illumination to their future films as
well. Their current research focuses on seamless inclugigiobal illumination
in their RenderMan system to handle complex scenes [10, 9].

The main problem of existing global illumination solutioisgpoor scaling of
the computation load with increasing scene complexitys ¢ften caused by wast-
ing computational efforts on unimportant scene detail$ taanot be perceived
in the final animation by human observers [58, 26]. Additibnaexisting ani-
mation rendering techniques process every single framepieidently, therefore
they cannot account properly for the eye sensitivity vasiad resulting from tem-
poral considerations [49]. While some efficient techniqueperception-based
guidance of the global illumination computation for statiages have been pro-
posed recently [20, 4, 56], relatively little attention Heeen paid to the temporal
aspect of such a guidance for dynamically changing enviemim In particular,
indirect lighting often changes slowly from frame to framedamany of those
changes might be too subtle to be perceived (changes irt dgkting are usually
quite well noticeable due to high-contrast shadows andligigis accompanying

for more complete surveys of interactive global illuminatitechniques, refer to [15, 84, 83].



1.3 Problem Statement

the moving objects). Since it is an obvious waste to repeattmputation of
indirect lighting for every frame, the performance of antrmoa rendering could
be significantly improved by exploiting the temporal colmere of indirect light-

ing. ldeally, lighting information acquired for the preded and following frames
should be reused as much as possible for reconstructingatdighting in a given

frame; however, the quality of the resulting animation ase®ed by human ob-
servers should not be compromised.

1.3 Problem Statement

The production of high quality animations featuring contipgllighting effects is
very time consuming using traditional rendering approadhevhich each frame
is computed separately. It leads to unnecessary, redundargutation because a
vast majority of computation must be started from scraterefich frame. Since
temporal coherence is typically not exploited, temporasahg problems are also
more difficult to combat. Many small errors in lighting disuition cannot be
perceived by human observers when they are coherent in ratgmmain. How-
ever, when such a coherence is lost, the result often beconpdsasant flickering
effects.

In this thesis, we propose global illumination and rendgafgorithms, which
are designed specifically to combat those problems. We &ltings goal by ex-
ploiting temporal coherence in the lighting distributioatlween the subsequent
animation frames. Our strategy relies on extending intoptera domain well-
known global illumination and rendering techniques suclilassity estimation
path tracing, photon mapping, ray tracing, and irradiarashing. All those tech-
niques have been originally designed to handle static soemlg. Our techniques
mainly focus on the computation of indirect illumination it is the most com-
putationally expensive part of global illumination.

1.4 Chapter Overview

Parts of this thesis have already been published at diffeaferences or in jour-
nals [50, 51, 52, 71, 70, 73, 72]. This thesis is based on tbeseibutions and
organized as follows:

¢ In Chapter 1 we introduce the general idea of global illumoraand dis-
cuss briefly its major applications. We identify some profdewith ex-
isting algorithms and summarize our solutions designedotabat those
problems.



Chapter 1: Introduction

In Chapter 2 we explain basic terminology used in global illuation. Then
we introduce the rendering equation which is the core of labgl illumi-
nation algorithms. We also present briefly a number of reteveorks of
global illumination and rendering algorithms.

In Chapter 3 we discuss previous work related to this thesie fakus
mainly on off-line global illumination and rendering satuts which lead
to high quality animations.

In Chapter 4 we present accelerated rendering of walkthr@urgmation
sequences using a combination of ray tracing and ImageeBRsader-
ing (IBR) techniques. A proper number of keyframes and thiicement
within an animation sequence are decided using the peoteptised Ani-
mation Quality Metric (AQM) [50].

In Chapter 5 we introduce a new framework for efficient reruigof global
illumination in dynamic environments. We propose a comtiameof energy
and perception based error metrics AQM to guide efficiertttligg compu-
tation. In addition, we introduce spatio-temporal progeg®f photons at
each triangle mesh element [51, 52].

In Chapter 6 we propose an efficient technique for high-quaitima-
tion rendering which improves the efficiency of final gathgrmethod and
which is computationally expensive. We achieve renderpegsdup by lo-
calizing in the scene space costly recomputation of the §atidering using
extended photon maps and irradiance cache techniques [71].

In Chapter 7 we further extend the irradiance cache algoriihriine un-
derlying level of the incoming radiance field. Incoming @ute direc-
tional samples, which contribute to the irradiance cacHeeyaare stored
and reused in the subsequent frames. Each incoming radsamople is
updated uniformly in space and time. The algorithm can haadjeneral
animation which includes motion of camera, objects, anut kgpurces [73].

In Chapter 8 we extend the final gathering technique to harcdiees ef-
ficiently with significant variations of lighting distribigin. In such a case,
commonly used uniform sampling leads to poor convergendeeoirradi-
ance integration. We propose a different sampling strateggtrong indi-
rect illumination using an extended photon map [72].

In Chapter 9 we summarize our newly developed solutions faieffit ren-
dering of global illumination in dynamic scenes and coneldidis thesis
with a discussion of possible directions for future work.



CHAPTER 2

Background

This chapter introduces the physical and mathematicaomehtals behind global
illumination algorithms. For more complete explanatiaes$er to well established
textbooks [12, 65, 25, 33, 19, 54]. Table 2.1 summarizes sygnbsed in this
chapter.

2.1 Lighting Terminology

The goal of global illumination algorithms is to simulatd pbssible paths of
lighting transport in a scene. The transport is formulateidg physical quantities
introduced in radiometry, which is a scientific disciplineating with the physical
measurement of light. In this section, we briefly explaintasic radiometric ter-
minology used in global illumination algorithms.

Flux
Flux (@) is the radiant power iWatt (W) It is the total energy leaving from /
arriving at a surface per unit time/(sec).

Irradiance and Radiosity
Irradiance ) is the incident flux per unit surface ardd’(m?) at a surface loca-
tion z:

dd

(2.1)

Radiosity () is the outgoing flux per unit surface ard& (m?) at a surface loca-
tion x:

Blz) = . (2.2)



Chapter 2: Background

Symbol | Description Unit
x Position
i Normal
WJ; Direction of incoming radiance (away from surfage)
Wo Direction of outgoing radiance (away from surface)
dw Differential solid angle
Q Hemisphere of directions
) Flux |14
E Irradiance W/m?
B Radiosity W/m?
L Radiance W/m?/sr
L. Emitted radiance W/m?/sr
L; Incoming radiance W/m?/sr
L, Outgoing radiance W/m?/sr
fr BRDF
p reflectance
n Index of refraction
Table 2.1: Symbols used in this chapter.
Radiance
Radiance L) is flux per unit projected area per unit solid andlg/m?/sr):
. d*®
Lz, &) = cos 0d Ad (2:3)

wheredd denotes the differential solid angle in the directiorandé is the angle
between the directio@ and the surface’s normal. Radiance is the most important
guantity in the image synthesis because it does not change light is traveling
in space (it is assumed that there is no participating mediuspace). Addition-
ally, the human eye is directly sensitive to radiance.

We can compute irradiance at a locationby integrating incoming radiance
over all directiond? if incoming radiance field is known:

Blz) = /Q Li(a, @) (@ - 79)d; (2.4)

where(d; - 1) = cos 6.

2.2 Luminaires

Light is emitted from a light source which might be artifici@n incandescent
bulb or a fluorescent lamp) or natural (the sun or fire). In tlubagl illumination



2.3 Bidirectional Reflectance Distribution Function (BRDF)

algorithms, the intensity of a light source is given in fluxheTfollowing light
source types are considered within the scope of this thesis:

Point Light

A point light is an idealized light source whose size is irtéhi small. Despite of
this unrealistic assumption, it is often used in computapgics to simplify the
lighting computation. The power of light is usually unifdgdistributed in all

spherical directions, but goniometric diagrams can be tsagecify more com-
plex angular power distributions [78].

Area Light

An area light source is used when the spatial dimensionafilyminaires cannot
be neglected. The luminaire can be of arbitrary shape, hutple geometry such
as a square and disk is commonly preferred because samjgiorigtlams are also
simple. Note that in contrast to point light sources, thebptmlity of sampling

directions must be proportional to the cosine of the outg@ingle for area light
sources. More details on light source sampling are giverentién 2.6.

Directional Light

A directional light has a fixed direction and is often usednwéate the sunlight.
Because the distance to the sun is very large, all directidribe emitted rays
from a directional light source can be assumed parallel th ether.

2.3 Bidirectional Reflectance Distribution Function
(BRDF)

The Bidirectional Reflectance Distribution Function (BRRIescribes how light
reflects on a surface. It is defined as the ratio of reflectexnad and irradiance:
Loy dLy(v,d,) dL,(x,d,)

Il B0 Bo) = R B Tl 3@ - )
wherei is the normal at a point. Using the BRDF and incoming radiance,
reflected radiancd,, is computed as:

(2.5)

Lw@) = [ flo. 5B 5) (2.6)

= / fr(x;ﬁzu‘*‘_ja)l/z(x’&z)<ﬁz . ﬁ)du_)’z (27)
Q

The physically correct BRDF must satisfy the following twmperties:
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Helmholtz Reciprocity
This law states that the BRDF is independent from the dwectif light flows,
i.e., the incident and outgoing directions can be exchaigdt BRDF:

fr(x, &, &) = fr(w, Wy, ;). (2.8)

All two-pass global illumination algorithms utilize thigqperty by tracing light
paths both from the light sources and the eye.

Energy conservation
This property ensures that a surface cannot reflect morgtigan it received:

/ £, B, @) (& - 7)< 1,V (2.9)
Q

2.3.1 Idealized Light Reflection Models

Although the BRDF is a generalized reflection function anuregresent any type
of distribution functions, it is often decomposed into iliieed reflection models
to simplify the computation.

-)c:(-

BRDF Diffuse Specular Glossy

Figure 2.1: The BRDF can be represented as a sum of diffegflattion types.

Diffuse Reflection

When light arrives at a diffuse surface, it is reflected in &iéctions. It is caused
by multiple scattering of light in the microstructure of afawe. A special case of
diffuse reflection is Lambertian, when light is uniformlyflexted over all hemi-
spherical directions:

f’r‘(xyﬁiau_jo) - pd% (210)
wherep, is the diffuse reflectance.

Specular Reflection
On a mirror-like surface, the incident and reflected ligatifi the same plane along
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with the surface’s normal, and the incident light angle nuead in respect to the
normal vector is equal to the outgoing light direction. Tlk#ected directionJ,
can be expressed using the incident light direcipand the normal vectoi:

By = 2@, - )i — ;. (2.11)

Refraction

A transparent surface such as water and glass refractsdighe interface with
the air (or another media). The incident angle, and the refracted anglé,,
measured with respect to the normal are define&bgll's law

71 sin 0y = 1 sin Oy (2.12)

wheren; andn, are the corresponding indices of refraction for the mediacdih
sides of the interface surface. The refracted direciipnan be computed as

By = — (G, — (@ - 7)) — \/1 - (@)2 (1-(@-7)2) |/ (2.13)

2 2

Glossy Reflection

Most of surfaces have glossiness which can be determinebatperfect diffuse
and specular reflection. Several functions have been pealtoscapture realistic
glossiness using physically based or empirical approachesmple reflectance
function based on the Phong model is shown [39] as

frlx, &, &,) = ps cost § (2.14)
cos = R(J;)-dp,cos0 >0 (2.15)
wherep; is the glossy reflectance ardis the exponential coefficientR(d;) is

the mirror reflection direction afi;. The function exhibits all properties required
by the physically correct BRDF as discussed in Section 2.3.

2.4 Rendering Equation

Kajiya introduced the rendering equation [35] which is thadamental formula
for all global illumination algorithms. In other words, daglobal illumination
algorithm is designed to compute the rendering equatiocieffily and accurately.
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The rendering equation represents outgoing radiahgeat any location and is
formed as the sum of emitted radiande, and reflected radiance computed as
the integral of incoming radiance convolved with the swef8&RDF f,.(x, J;, J,):

LO(JI,(DO) = Le(x,cﬁo) + / fr(x,@’z,ﬁo)Lz(x,cUz)(@’z . ﬁ)du_)'z (216)
Q

Note thatZ;(z,d;) depends orl., for other surfaces. It effectively means that
those radiances are coupled and unknown.

2.5 Monte Carlo Integration

In this section, we briefly discuss Monte Carlo integratiochtéques which are
commonly used to solve the rendering equation. The advardalylonte Carlo
integration is that it does not impose any constraints onrttegrand in terms of
its continuity or smoothness. It is only required that thiegnand can be evalu-
ated at a given point. Monte Carlo integration easily exténdsgh dimensional
problems without introducing exponential growth of the qartation [76]. In the
following parts of this section, we shortly review the tenmliogy of probability
theory and introduce a basic Monte Carlo estimator.

Discrete Random Variables
First, let us consider a random variable which can take afmitmber of possible

values. For a discrete random variable withpossible outcomes, the expected
value (or mean) of a random variable can be estimated as

N
E(z) =) pi; (2.17)
=1
wherep; is a probability associated with any event with outcaorne
Continuous Random Variables

Now we extend our discussion to include continuous randambkes. The prob-
ability P that a variabler takes a value in the rangde, b] is defined as follows:

b
P(z € [a,b]) :/ p(x)dx (2.18)
wherep(x) is aprobability density functiofPDF) such that

/00 p(z)dx = 1,Vx : p(x) > 0. (2.19)

o0
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Similar to the case of discrete random variables, the expedlue of a given
function f(x) can be computed as

Euuﬂzi/f@m@mm. (2.20)

We can also calculate the expected value of a function byhgathe mean of
a large number of random samples from the function. It wilherge toward
the correct answer as the number of samples approachegsyir{tiaw of Large
Numbers):

Blf(a)) = 5 > f(wi) @.21)

Monte Carlo Integration
Now we would like to compute an estimate of the integral of action f(z).
From Equations 2.20 and 2.21, the following equation candred:

/f(:zc)dx - /%p(w)dx ~ %; ﬁfi; (2.22)

The rightmost term in Equation 2.22 is called the Monte Castoeator for an in-
tegral [ f(xz)dx. The accuracy of the estimator depends on the number of sampl
N, and the error is proportional to/+/N.

2.6 Sampling Random Variables

In Monte Carlo integration techniques [36, 19], samplingd@m variables is an
important problem. Random numbers are used to decide tla¢idocin a given
pixel of a rendered image, a position inside an area lightcgwa direction of a
reflected and transmitted ray, the terminating conditioa cdy path, and so on.

2.6.1 Explicit Sampling

We often need to sample directions in spherical coordin@es). Two uniform
random numberg, € [0, 1] andé, € [0, 1] can be mapped to spherical coordinates
keeping the property of the uniform distribution for somadtions. In terms of
coordinateg, y, z), the direction becomes

&= (z,y,z) = (sinf cos ¢, sin O sin ¢, cos ). (2.23)
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Spherical Sampling
A point light source distributes the fraction of the poweniall possible directions
from its position. A sampling direction is given as

(0, ¢) = (cos (1 — 2¢,), 27&). (2.24)

Diffuse Sampling

For sampling reflected directions on a diffuse surface anittedrdirections on an
area light source with the diffuse light distribution, theiform sampling should
be weighted by the cosine function of the sample directioespect to the surface
normal:

(0, ¢) = (sin~!(v/&), 27&). (2.25)

Phong Specular Sampling
The modified Phong reflectance function shown in Equatiod 2ah also be ex-
plicitly sampled as

(6, ) = (cos (&7, 27Es). (2.26)

This mapping originally distributes points around thexis, so we need to rotate
the sampling direction to the actual mirror direction widspect to the incoming
direction.

2.6.2 Rejection Sampling

Explicit sampling requires an analytical formula for theense of the cumulative
distribution function which is often not possible analglly. In such a case, re-
jection sampling technique can be used. In this techniqugpkes are repeatedly
generated and discarded until a specified property is cddaitn case the ratio
of sample acceptance is low, this sampling technique mawpdfédient. On the
other hand, this technique is very easy to implement and sviarkany probability
distribution function.
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2.7 Variance Reduction Techniques

The main problem with Monte Carlo integration is the slow cengence rate
1/+/N. It means that in order to halve the error, we must use fouesias many
samples. To improve the quality of an estimate, severaawuag reduction tech-
niques are proposed, which we summarize briefly in this secti

Importance Sampling

The main idea of importance sampling is to concentrate maorgtes in important
regions of a function than in remaining regions. The vargaoan be arbitrarily

low by choosing a good PDF used to distribute samples in thetion domain. It

can be shown that the optimal PDFfic)/ [ f(z)dxz. However, its denominator
requires the knowledge of the integral value, which is thal gbthe computation.
In practice, we select PDFs using the knowledge of the BRD& sifirface, the
intensity of light sources, and so on.

Stratified Sampling

Stratified sampling is another powerful variance reductemhnique. In this tech-
nique the domain of the integral is divided into subdomaifike main goal of

this domain subdivision is to reduce the integrand vanighith each subdomain.
Stratified sampling leads to a significant variance redua¢tamd its performance
strongly depends on the choice of subdomains (strata). teververy poor strata
selection, the variance of stratified sampling cannot besevtinan a naive Monte
Carlo sampling. It is more efficient to increase the numbernaita than to use
more samples per stratum. For this reason, only one samp&trpum is usually

used. The problem with stratified sampling is that the nunobsubdomains must
be known in advance.

In the following sections, we discuss selected global ilhation algorithms
based on Monte Carlo methods which lead to the solution oféhdaring equa-
tion.

2.8 Monte Carlo Ray Tracing

Monte Carlo ray tracing techniques are the extended algostbf a classic ray
tracing [96] to capture global illumination effects. Theslmaidea is a point sam-
pling by tracing random rays in a scene and the weighted swsaraples to com-
pute the integral of the rendering equation. The advantaésis idea are an
easy implementation, memory efficiency, and easy handlirgpmplex geome-
tries and materials. The main disadvantages are the hugputational cost and
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stochastic noise. In the past 20 years, several algorittans heen proposed as
described below.

Distribution Ray Tracing

Distribution ray tracing was introduced by Cook et al. [13]1i884. It extended
traditional ray tracing to capture effects such as soft stesg motion blur, and
depth of field by stochastic sampling in each of those domains

Path Tracing

Kajiya introduced the path tracing [35] in 1986 as a solutibtine rendering equa-
tion. The algorithm can simulate all possible light patha stene and capture full
global illumination effects. In the path tracing, a randay is shot from the eye
and traced a reflected and/or refracted ray until the rayahlight source or is ab-
sorbed on a surface. A number of such random paths througkeaqantributes
the power to the outgoing radiance for a given pixel. The npaoblem of the
path tracing is that the solution variance is high. It is sagithe high frequency
noise in a rendered image. If a light source is very small caregh to a scene, the
probability that a path hits the light source becomes verglsnThe next event
estimation [19] helps to overcome this problem by explieingling of all light
sources in a scene.

Bidirectional Path Tracing

To improve the performance of path tracing, the bidireciopath tracing was
proposed by Lafortune and Willems [38] and Veach and Gui@d@$ [The idea
of the bidirectional path tracing is to trace paths from bibth eye and the light
sources and connect nodes of each path with proper weightsnpute their
contribution to a given pixel. The algorithm works signifntly better than path
tracing for a certain type of paths in case that it is diffidolreach light sources
from the eye path. However, it still suffers from high fregeg noise, which can
be reduced below the perceptibility level by shooting a hogenber of rays for
each pixel.

2.9 Photon Mapping

The photon mapping was introduced by Jensen [32, 33] in 1896.based on
Monte Carlo ray tracing algorithm and can efficiently rendemaage with global
illumination in complex models with arbitrary BRDFs. The stamportant fea-
ture of this algorithm is decoupling the illumination repeatation from geom-
etry. The algorithm stores lighting information in a polrased data structure,
the photon mapThis point-based data structure enables to handle verpleom
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geometry.

The method consists of two passes: (1) building the photgnusang photon
tracing and (2) rendering an image using the cached infooman the photon
map. We describe the details of those two passes in the fioldptwo sections.

2.9.1 Photon Tracing

In the first stage of the photon mapping method, photons aced from light
sources toward a scene, and the photon-hit points on dwdaces are registered
in the photon map. To accelerate the search in the photon mapeauce the
memory storage, the kd-tree data structure is used and phet@ stored in a
heap-like memory layout. This stage is very fast comparingpé second pass.

To improve the rendering efficiency, two photon maps aretbudusticand
global photon maps. The caustic photon map collects photons inatedgiafter
they are reflected or refracted by surfaces with speculéat ligflectance proper-
ties. The global photon map stores all photons hitting défsurfaces. Since this
map is not directly rendered but rather queried in the finghgang procedure, a
moderate number of photons is sufficient.

2.9.2 Rendering

In the rendering stage, caustic effects are reconstrubredigh a direct density
estimation performed for photons in the caustic photon mébpis enables the
reconstruction of quick changes for spatial lighting peisewhich are typical for
caustic effects. To obtain high quality caustics (to redheestochastic noise with-
out excessive blurring of caustic details), a huge numbegahoftons are needed.
This can be achieved by reinforcing shooting caustic pletorthe direction of
specular objects in a scene. This is an easy task for photopagating directly
from light sources to specular surfaces. Recently, it ha&nlshown that selec-
tive photon tracing [17] can be used to take into account ncoraplex photon
paths involving collisions with diffuse or glossy surfategore reaching specular
surfaces [27].

2.10 Irradiance Caching

Soft indirect lighting is reconstructed from the global pdvo map through the
irradiance cache technique [91, 90, 33]. For each cachdidocarradiance is
integrated over a scene by sampling the incoming energyefected directions as
illustrated in Figure 2.2. Each sample involves a heavyrsaetion computation
performed by tracing a ray and the estimation of energy inogrfrom the point
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Figure 2.2: Irradiance? and incoming radiance samplés (one sample per
strata) at an irradiance cache location marked by the blatk d

hit by a ray. The photon map is used for the incoming lightiegonstruction

using the nearest neighbor density estimation method [R®feduce the density
estimation cost, Christensen [8] proposed to precompudiance and store the
resulting values at sparsely selected photon locationdfausd surfaces. When
the final gathered ray hits an object, the precomputed mrash value for the

nearest photon location is used. To reduce the varianceabf sampling, the

hemisphere of all possible directions is split into stratagd a small number of
sample directions (usually one) are randomly chosen foh ea@tum (refer to

Figure 2.2).

This stratified sampling works well for scenes with low véioa of lighting
distribution. However, it leads to an enormous number of@amwhen density
of photons in the global photon map significantly changeseeh scene regions.
Ideally, the angular density of samples should correspotiiat density of photons
stored in the map.
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Related Work

The problem of global illumination for dynamically changienvironments has
attracted significant attention in the research commuaitg a number of solu-
tions that attempt to exploit temporal coherence in ligiptiave been proposed. In
this survey of previous work, we limit our discussion to bffe methods whose
emphasis is high animation quality. In addition, we assuha &all animation
paths are known in advance.

In the following sections, we describe solutions tailoredd keyframe-based
approach to an animation. We also present extensions afsiagibi-directional
path tracing, and final gathering rendering to handle imaggences. At the end
of this chapter, we discuss more recent attempts of exptpitie characteristics
of human visual system to improve the performance of anonagndering.

3.1 Keyframe-Based Animation Rendering

Keyframe-based animation rendering relies on exact coatiputfor a fixed num-
ber of framesKeyframepand reusing the results obtained for the remaining frames
(inbetween framgs This idea has been also used in the context of lighting com-
putation which are performed only for keyframes and intéajea for inbetween
frames [53, 97]. Usually the number of inbetween frames betwa pair of
keyframes is the same for the whole animation, and there isamtrol of the
validity of applying the keyframe lighting to the inbetweltames [97]. This ap-
proach can result in visually noticeable errors in the ligdpdistribution, which is
affected by changes in the environment that occur in thesgoof an animation.
Obviously, the errors in lighting that are explicitly cadday the scripted ani-
mation of light sources can be compensated by increasinguimber of keyframes
for the affected animation segments. However, the questises how many ad-
ditional keyframes must be placed, so that approximatiortbe lighting recon-
structed for inbetween frames remain unnoticeable. It enawore difficult to

17
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predict how the moving objects will affect the lighting dibution based merely
on the animation script.

A significant step toward adaptive keyframe selection haenlmone by Nimeroff
et al. [53]. They proposed a powerful range-image-baseddveork for handling
indirect lighting in dynamic environments. The indiregHhting is sparsely sam-
pled in time and then interpolated to reconstruct full glabamination for se-
lected base images. The time steps for recomputing theeictdighting are found
by recursive subdivision. At each time step, the lightingasculated for a num-
ber of vertices using deterministic wavelet radiosity [63], then the differences
between the corresponding vertices are computed. If |@lifferences than an as-
sumed threshold are found for a certain percentage of esrtiee time sequence is
subdivided. The drawback of this approach is that diretitirgy is not considered,
therefore it could effectively wash out even significanteténces in indirect light-
ing [23]. Additionally, the tone reproduction [75] is not@@d to the resulting
lighting. Applying tone reproductions is difficult in theew-independent frame-
work as proposed by Nimeroff et al. [53] because the eye atiaptconditions
cannot be established.

The interpolation of indirect lighting between two time [gtds an important
feature of Nimeroff’s framework. The continuity of changeghe lighting distri-
bution between time steps is modelled, and popping effestdting from switch-
ing between two distinct lighting distributions as in [9&cbe avoided. However,
in all discussed approaches, the accuracy of indirectiighteconstruction fluctu-
ates between frames, achieves the highest level for theddagk, and then grad-
ually decreases for the remaining frames usually as a fomcii their distance to
the keyframes along an animation path.

Clearly, even for the simple approach with reusing lightiog inbetween
frames, some error metrics are needed to guide the keyfrdewerpents. Some
perception-based animation quality metrics are requicednable direct judge-
ment whether the errors introduced by exploiting the terapooherence are be-
low the sensitivity level of human observers. In additiog, gerforming some
limited computation for all frames (not just keyframes)rglt changes in light-
ing can be identified more easily. We propose an algorithnigdes along those
guidelines in Chapter 4.

3.2 Spatio-Temporal Radiosity Solutions

Deterministic and Monte Carlo radiosity techniques are comignused in many
commercial packages and research rendering systems. A coprdenomina-
tor for those technique is that mesh is used for lighting cotatoon and recon-
struction. The extension of radiosity techniques to hadgltgamic environments
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proved to be quite successful. Early solutions [6, 22, 48jeneambedded into
the progressive radiosity framework and relied on shoatimegcorrective energy
(possibly negative) to scene regions affected by the emment changes. Much
better performance was obtained by more recently introditeehniques that are
based on hierarchical radiosity [18, 61, 16, 55]. A linecphierarchy proposed
by Drettakis and Sillion [18] enables fast identificatiorlinks affected by a scene
modification and leads to image updates at interactive fatemoderately com-
plex environments. However, the memory requirements gitan this technique
are extremely high because, apart from storing the acthkslused for energy
gathering, also passive (refined) links and shafts for thigeescene are stored.
The problem of storing shafts was recently reduced by Sdéblosfid Pomi [61].
They store shafts only locally for regions affected by getsysnehanges. Damez
and Sillion [16] explicitly incorporated time in the hiecdnical radiosity frame-
work and showed substantial improvements in the rendem@mfppnance of ani-
mated sequences. However, it was achieved at the expensgaoffecant increase
of memory requirements which become impractical for comgleenes. Pueyo
et al. [55] proposed a radiosity algorithm which focuses xpl@ting the tempo-
ral coherence of subsequent animation frames for statieparameters. All
discussed radiosity technigues work well only when thetilghchanges are well
localized in a scene. Otherwise, recomputing the lightnogifscratch is a better
choice.

In Global Monte Carlo Radiosity [2], the temporal coherentceastly visibil-
ity computations is efficiently and conservatively expoit However, the radios-
ity solution is performed independently for each frame, alhdadiosity solutions
are stored simultaneously in the memory. The algorithm geas ‘global lines,
which are cast independently from surface positions, witm#orm density all
over the scene. They can be generated, e.g., by joining nadars of points
taken in a sphere bounding the whole scene. The temporataudeis exploited
by reusing the visibility information between static suda stored in global lines.

The high quality of the lighting reconstruction is not guaeed in those mesh-
based object space approaches. In particular, changeseat tghting effects
such as shadows and highlights resulting from object madi@nusually highly
visible because they are important visual cues (in gengpalular effects are dif-
ficult to model for radiosity techniques). To avoid similaoplems, a majority
of high quality rendering solutions computes direct ligigtifor every frame us-
ing view-dependent techniques such as sophisticatediseankthods [1] or ray
tracing [89, 32].

In Chapter 5, we propose our mesh-based solution which igbasélonte
Carlo light tracing. It avoids many of discussed problems.
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3.3 Spatio-Temporal Bi-Directional Path Tracing

In the previous section, we discussed radiosity algoritimagich spatio-temporal
processing was performed in the object space. In this seatie consider a view-
dependent algorithm called-directional path tracing BPT) [38, 77] which was
extended by Havran et al. to handle dynamic environmentis [@&his algorithm,
the bookkeeping of global illumination samples is orgadizethe image space.
The BPT algorithm is considered within a more general renddramework for
computing multiple frames at once by exploiting the coheeshetween image
samples (pixels) in the temporal domain. For each samplesepting a given
point in the scene, its view-dependent components are egdat each frame
and their contribution is added to pixels identified througd compensation of
camera and object motion.

The global illumination computation in the framework prged by Havran
et al. is based on the BPT algorithm [38, 77] and usesrib#i-frame visibility
data structure(MFVDS) to query visibility for all considered frames at anc
Each bi-directional estimate of a given pixel color is rali$er several frames
before and after the one it was originally computed for. Taseethese estimates,
the BRDF values at the first hit point of the eye path need toebemputed to
take into account the new viewpoint. The correspondingregts are then added
to the pixel through which the hit point can be seen for theswmered frame.
Since it involves only the evaluation of direct visibilityoin the viewpoint and
a few BRDF recomputations, reusing a sample is much fasser thcomputing
from scratch. Reusing samples for several frames also nthkesoise inherent
to stochastic methods fixed in an object space and enhaneapugiity of the
resulting animations.

The main advantage of this framework is a significant speedwgmimation
rendering, which is usually over one order of magnitude spezt to traditional
frame-by-frame rendering, while the obtained quality isaals much higher due
to a significant reduction of flickering. Many standard taskeendering such as
shading, texturing, and motion-blur can be efficiently parfed in this rendering
architecture.

3.4 Spatio-Temporal Final Gathering

In the rendering of production quality animation, globdlishination computa-
tions are usually performed using two-pass methods [69lr0fhe first (prepro-
cessing) pass, the lighting distribution over scene sedas sparsely computed
using radiosity [42, 67, 11] or photon mapping [33, 8] methodh the second
(rendering) pass, more exact global illumination compaiais performed on a
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per-pixel basis using the results obtained in the first pdssimprove the spa-
tial resolution of lighting details for a given camera viethe final gathering
[57, 42, 67, 11] is commonly used. Usually the direct ligbtia explicitly com-
puted for each pixel, and the indirect lighting is obtainkesbtgh the integration
of incoming radiances, which is computationally expensive

The final gathering has been initially introduced in the eahbf the radios-
ity algorithm to overcome the problems arising with the mbssed storage of
lighting [57, 42, 67, 11]. More efficient versions of this firgathering have been
recently proposed specifically for Hierarchical Radiosvith Clustering [59, 60].

The final gathering costs also can be reduced by usingrithéiance cache
data structure [91, 90] which is more suitable for ray trgammethods. Within this
method, irradiance samples are lazily computed and syazaehed in an object
space for a given camera position (a view-dependent proc&hg indirect illu-
mination is interpolated for each pixel based on those ahainadiance values.
It is significantly faster than the final gathering computatfor each pixel. The
irradiance cache technique efficiently removes shadintpet$ which are very
difficult to avoid if the indirect lighting is directly recatructed based on the ra-
diosity mesh or the photon maps. However, this high qualifiyting reconstruc-
tion needs long computation time mostly because of theiarag integration
that is performed for each cache location in a scene. Allglmal gathering ap-
proaches can be used for a walkthrough animation, howéwayr,are not suitable
for the rendering of dynamic environments.

Recently, Martin et al. [45] proposed a final gathering aitfpon in the frame-
work of space-time hierarchical radiosity. Martin et alassified the hierarchical
radiosity links into thegood linksif the error of gathered lighting is within given
bounds and théad linksotherwise. For the good links, the final gathering step
is not required, and resulting lighting is accumulated iexure using linear in-
terpolation within a given patch. For each shooter polygssoaiated with a bad
link, the graphics hardware is used to estimate the visyjtili receiver patch tex-
els using the projective shadow technique. In the temparadain, the bad links
are classified intsstaticanddynamic The costly visibility computation is per-
formed once for a given time interval for static links andeeted for each frame
for dynamic links.

The final gathering method proposed by Martin et al. leadsgraificant ren-
dering speedup (1.7-7 times in the examples given by thees)tiHowever, the
method shares typical drawbacks of hierarchical radiasitytions such as poor
handling of non-Lambertian surfaces and significant sagsts required by the
link data structures. Those costs are even more significatited presented so-
lution because the history of links is also stored, i.ekdiare not deleted when
refined for possible reuse in different time intervals.

In Chapter 6, we propose our final gathering approach whicloéghe tem-
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poral coherence and is embedded into the photon mappingniegdlgorithm.

3.5 Perception-guided Animation Rendering

The main goal of perception-guided animation renderingnrieques is to save
computational cost without compromising the resultinghvaation quality as per-
ceived by human observers. Recently, some successful éssumipperception-
based rendering of static images have been presented [36].4However, ex-
panding those techniques to handle the temporal domainimemeostly an open
problem.

Yee [97] proposed an interesting application of a visuardtbn model to im-
prove the efficiency of indirect lighting computations iretRADIANCE system
[89] for dynamic environments. Yee demonstrated that gresrors can be toler-
ated for less salient image regions in which the densitydifact lighting samples
can be substantially reduced. However, variability in thkestion of the region of
interests (ROI) for different observers or even for the saserver from session
to session can lead to some degradation of the animatioitygiraregions that
were not considered as important attractors of the visuahabn.Yee reported
that such degradations of quality could be perceived whensttme animation
sequence was viewed more than once by the same observer.
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Exploiting Temporal Coherence In
Walkthrough Rendering

In this chapter, we consider accelerated rendering of Wwedkigh animation se-
guences using a combination of ray tracing and Image-Bassdi€ting (IBR)
techniques. Our goal is to derive as many pixels as posssiohg inexpensive IBR
techniques without affecting the animation quality. A gton-based spatio-
temporal Animation Quality Metric (AQM) is used to autoneaily guide such
a hybrid rendering. The Image Flow (IF) [30] obtained as apbyduct of the
IBR computation is an integral part of the AQM. The final aniio@a quality is
enhanced by an efficient spatio-temporal antialiasing ctwvhitilizes the PF to
perform a motion-compensated filtering.

4.1 Introduction

The central part of our approach is the Image Flow (IF) whibamputed as a
displacement vector field in the image plane due to the matidime camera along
an animation path (refer to Figure 4.1). The displacemaesitidution is provided
for all pixels and all frames in an animation sequence. This Fomputed using
IBR techniques, which guarantees very good accuracy ardpiged processing
for synthetic images. The IF is used in our technique in thieviong tasks:

e To perform the temporal considerations of our perceptiaseld animation
quality metric (Section 4.2).

e To reproject pixels from the ray-traced keyframes to thegexbased inbe-
tween frames (Section 4.3).

e To enhance the animation quality by performing antialigfiased on motion-
compensated filtering (Section 4.3.3).

23
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Figure 4.1: Displacement vectors between positions of treesponding pixels
which represent the same scene details in the subsequemdtam framed,, 1,

I, andl, . The planar image-warping equation [46] is used to derigpldce-
ment vectors that are computed in respect to pixel positiordis. The computa-
tion requires the range data ffy, and the camera parameters of all three involved
frames. Note that the RGB values are not necessary to conajsiacement
vectors.

In this chapter, we limit our discussion to the productiomigh quality walk-
through animations when only camera animation is consitlémefer to Chap-
ters 57 for the discussion of global illumination in mor@geal animation cases).
We assume that a walkthrough animation is of high qualityplving complex
geometry and global illumination solutions, thus a singéenfe rendering incurs
significant costs. The other reasonable assumptions ar¢hgnanimation path
and all camera positions are known in advance, that rayngar other high
quality rendering methods) for selected pixels is avadatiiat depth (range) data
for each pixel is inexpensive to derive for every frame (euging z-buffer), and
that the object identifiers for each pixel can be easily asmddor every frame
(e.g., using item buffer [95]).

The material in this chapter is organized as follows. In Bect.2, we briefly
describe the animation quality metric used for the keyfraelection. We describe
efficient methods of inbetween frames computation in Seci@. Section 4.4
shows results obtained using our approach. Section 4.3uexcthis chapter.
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4.2 Animation Quality Metric

Automatic assessment of animation quality as perceivetiéhntiman observer is
becoming very important in various applications dealinghwiigital video encod-
ing and compression techniques. The most successful estiicsare based on
the computational models of human vision [43, 93, 74] anddesegned specifi-
cally for digital video applications.

In this study, we deal exclusively with synthetic images] are are looking
for a metric well tuned to our application requirements, reae the expense of
some loss of its generality. As the framework of our aninmatijuality metric
(AQM) we decided to expand the VDP [14] into the temporal domahe cen-
tral part of the AQM is a model for the spatiovelocity Contr&sinsitivity Func-
tion (CSF), which specifies the detection threshold for a @is as a function
of its spatial and temporal frequencies. The visual patetocity required by
this model is estimated based on the average IF magnitudeéetthe currently
considered frame and the previous/subsequent frames {oefégure 4.1). Also,
visual masking is modelled, which affects the detectioeshold of a stimulus
as a function of the interfering background stimulus whglelosely coupled in
space. The AQM models temporal and spatial mechanismsrielsrwhich are
used to represent the visual information at various scabelscgientations in a
similar way as the primary visual cortex does. For more dedailescription of
the AQM processing refer to [50].

As input to the AQM two comparison animation sequences arveiged. For
every pair of input frames a map of probability values is gaterl as output,
which characterizes the difference in perceivability. STimap is used in our walk-
through animation rendering algorithm to identify pixets fwhich IBR tech-
niques do not provide sufficient quality and more precise matation must be
performed. We apply the AQM to guide inbetween frame contprtawhich we
discuss in Section 4.3.2.

4.3 Inbetween Frames Rendering

For animation techniques relying on keyframing the renmtpdost depends heav-
ily upon the efficiency of inbetween frame computation beeathe inbetween
frames usually significantly outnumber the keyframes. lis thork, we apply
well-known off-the-shelf IBR solutions suitable for inketen frame computa-
tions, which are based on simple data structures and do goiresintensive
preparatory computations. We use a combination of theviatig standard tech-
nigues:

e To account for proper IF computation and occlusion relatime select 3D
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warping and warp ordering algorithms developed by McMill&6], which
require just the reference image and the correspondingerdata.

e To reduce gaps between stretched samples during imaggeaeiwa we
use the adaptive “splatting” technique proposed by Slehdé [62].

e To remove holes resulting from occluded objects we compasie two
warped keyframes as proposed by Matlal. [44]. Pixels depicting objects
occluded in the two warped keyframes are computed usingaaing.

This choice is the result of extensive analysis of the suitalof existing IBR
techniques for walkthrough applications which we presg¢me49]. Figure 4.2
summarizes the processing flow for the inbetween frame a#oiv using the tech-
nigues we selected.

The quality of pixels computed using the IBR techniquescietéby us can
be deteriorated occasionally due to such reasons as cmatuisi the keyframes of
the scene regions that are visible in the inbetween franpesudar properties of
depicted objects, and so on. In the following section, weuwdis our solutions to
modifying bad pixels which could affect the animation qtyadis perceived by the
human observer. One of important factors toward reduciagittimber of bad pix-
els is the selection of keyframes along the walkthrougkettajry. In Section 4.3.2
we propose an efficient method for adaptive keyframe seleatihich is specif-
ically tuned for deriving inbetween frames using IBR tecjuds and is guided
by the AQM predictions. In Section 4.3.3 we briefly discuss spatiotemporal
antialiasing solution, which is applied as a post-processtep to all animation
frames.

4.3.1 Quality Problems with Inbetween Frames

The goal of our animation rendering solution is to maximize humber of pixels
computed using the IBR approach without deteriorating thienation quality.
However, the quality of pixels derived using IBR technigigegsually lower than
ray-traced pixels, e.g., in the regions of inbetween frambih are expanded
(zoomed-in) in respect to the keyframes.

Human vision is especially sensitive to distortions in imaggions with low
IF velocities. As a part of our antialiasing solution we eag# IBR-derived pixels
in such regions with ray-traced pixels. The replacemeneisgomed when the
IF velocity is below a specified threshold value, which weneated in subjective
and objective (using the AQM) experiments (for more detaafsr to [50]).

Specular effects often attract the viewer’s attention aredod high local con-
trast, so special care should be taken to process them properexisting IBR
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keyframe #1 keyframe #]

view A view
desired inbetween

warped keyframe #1 composited warped keyframe #2
inbetween frame

Figure 4.2: Derivation of an inbetween frame based on twdrkeyes, and
the corresponding range data (the distance is shown in cak)s At first, the
keyframes are 3D warped to the inbetween frame viewpoinen]lsomposition
of the keyframe warps is performed accounting for the pregmution of occlu-
sion problems.

methods, handling of non-diffuse reflectance functionsiireg very costly pre-
processing to produce a huge number of images needed toabisp mirror
reflections [47, 41]. Because of these problems we decideddaay tracing for
pixels depicting objects with strong specular or transpapeoperties. We per-
form such a computation only for those objects for which wadible artifacts are
predicted by the AQM.

Scene fragments that are visible in the inbetween frameshndre not present
in the keyframes cannot be properly derived using the IBRrigpies. We apply
ray tracing to compute the missing image fragments. To redhe number of
pixels which must be ray traced we propose a technique fqutageselection of
keyframes, which we discuss in the following section.



28

Chapter 4: Exploiting Temporal Coherence in Walkthrough Rendering

4.3.2 Adaptive Selection of Keyframes

The selection of keyframes should be considered in the gbaféhe actual tech-
nique used for inbetween frame computation. Our goal is t dim inexpensive
and automatic solution for the initial placement of keyfesnwwhich improves the
IBR rendering performance. We assume a fixed number of likégframes and
we want to minimize the number of pixels which cannot be priypgerived from
the keyframes due to visibility problems [46]. Since in oaimaation rendering
solution all such pixels are computed using ray tracing fbinbetween frames,
our objective is to reduce their number. In this section, vgeuks an adaptive
refinement of keyframe placement which is performed takirtg account per-
ceptual considerations, and is guided by AQM predictions.

After the initial uniform frame placement, every resultisggments of length
0 = N + 1is processed separately through application of the folgwecursive
procedure:

1. Generate the first framg and the last framd, in segmentS using ray
tracing. The keyframes that are shared by two neighboriggnsats are
computed only once.

2. Derive two instances of the central inbetween fraffe,, and I}y, for
segmentS by 3D warping [46] the keyframes:

o Io: I/yq = 3DWarp(ly), and
o In: Ifyq = 3DWarp(Iy).

3. Use the AQM to compute the probability mafy,,, with perceivable dif-
ferences betweeffy ., and/fy .

4. Mask out fromP,,,, all pixels that must be ray traced because of the IBR
deficiencies (discussed in Section 4.3.1). The followirdeoifor masking
out pixels is taken:

(a) Mask out fromP,,,, pixels with low PF values.

(b) Mask out fromP,,,, pixels depicting objects with strong specular
properties (i.e., mirrors, transparent, and glossy ob)eciThe item
buffer [95] of framel|y/y is used to identify pixels representing ob-
jects with such properties. Only those specular objectsrasked out
for which the differences betwesd), ,, andIjy , as reported iy,
can be readily perceived by the human observer. In Sectibrwé.
provide details on setting the thresholds of AQM respongechvare
used by us to discriminate between the perceivable and sepable
differences.
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(c) Mask out fromP,,,, holes composed of pixels that could not be de-
rived from keyframed, and/, using 3D warping.

5. If masked-outP,,,, shows the differences betweéf,bm and ][’gvm for a
bigger percentage of pixels than the assumed threshold:valu

(@) SplitS at framel[y o into two subsegments; (o, . .., Ijn/9) andsS,
([[N/g], . ,[N).

(b) Process recursively; andS;, starting this procedure from the begin-
ning for each of them.

Else

(@) Compositel[’N/Q] and [[’;W] with correct processing of object occlu-
sions [44, 62] to derivé|y ).

(b) Ray trace all pixels which were masked out in the step fisfgroce-
dure, and composite these pixels witR5).

(c) Repeat two latter steps for all remaining inbetween game.,
]1, e ,I[N/Q]_l andI[N/2]+1, - 7IN_1 inS.

To avoid image quality degradation resulting from multipdsamplings, al-
ways the fully ray-traced keyframdg and/y are warped in step 5c to obtain all
inbetween frames if. Pixels to be ray traced, i.e., pixels with low PF values; pix
els depicting specular objects with visible differencasc{sobjects are selected
once for the wholeS' in step 4b), and pixels with holes resulting from the IBR
processing must be identified for every inbetween framersagis.

We evaluate the AQM response only for frahg .. We assume that deriva-
tion of I;/9 applying the IBR techniques is the most error-prone in theleh
segmentS because its arclength distance along the animation paither ¢hel,
or Iy frames is the longest one. This assumption is a trade offdetwhe time
spent for rendering and for the control of its quality (weadiss the costs of AQM
in Section 4.4), but in practice, it holds well for typicaliaration paths.

Figure 4.3 summarizes the computation and composition oinbatween
frame. We used a dotted line to mark those processing sthgeare performed
only once for segmen$. All other processing stages are repeated for all inbe-
tween frames.

4.3.3 Spatiotemporal Antialiasing

As a final step, the animation quality is enhanced by an effigpatiotemporal
antialiasing, which utilizes the IF to perform a motion-quensated filtering [63].
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The filter parameters have been tuned using the AQM preditad animation
quality as perceived by the human observer. These parasratapt locally to the
visual pattern velocity which is estimated based on the I8hasvn in Figure 4.1.
For more details on our spatiotemporal antialiasing teqimairefer to [50].

Figures 4.4a and b show a single frame from an animation seguéat was
obtained using ray tracing with antialiasing and that froor technique of in-
between frame computation described in in this sectionureigt.4c shows the
frame depicted in Figure 4.4b, which was processed usingspatiotemporal
antialiasing. Although, the frames in Figures 4.4a and dlemany perceiv-
able differences when observed as still images, they avalysindistinguishable
when observed within animation sequences.

Figure 4.4. Selected animation frame computed using: a)reyng with an-
tialiasing, b) composition of IBR-derived and ray-tracegets, and c) as in b),
but processed by our spatiotemporal antialiasing solutidote that frames in a)
and c) are visually indistinguishable when observed withenxanimation context.
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4.4 Results

As the case study in this research we selected a walkthronigimagion for two
different scenes: theTRIiuM of the University of Aizu and &oowm (refer to
Figures 4.3 and 4.4). The main motivation for this choiceemire interesting
occlusion relationships between objects which are chgilgfor IBR. In the case
of theATRIUM scene, a vast majority of the surfaces exhibit some vieveddent
reflection properties, including the mirror-like and trpasent surfaces, which
made inbetween frames calculation more difficult. Underhscenditions, the
AQM guided selection of keyframes and glossy objects withbetween frames
to be recomputed was more critical, and wrong decisionsamwirg these issues
could be easy to perceive. For tReoM scene we disabled specular properties,
and we designed an animation path which causes great eariatihe IF velocity.
Our goal was to investigate the performance of our animatowlering solution
for the conditions in which eye sensitivity changes draosly.

For our experiments we selected a walkthrough sequence®frathes for the
ATRIUM, and 448 frames for theroom. The resolution of each frame w40 x
480 (to accommodate for the NTSC standard). At the initial kagfe selection
step, we assumed an animation segment length-ef25 frames. For theaTRIUM
walkthrough we kept the length of every segment fixed, g+ A, because
changes of the average IF velocity computed for every fraraeaatively small.
For theroOM scene the average IF velocity variates significantly, so dyested
the length of every segmenf using an algorithm presented in [50]. The goal
of such adjustment was the reduction of the percentage efgixith occlusion
problems which arise in IBR techniques.

As described in Section 4.3.2, for every segm&nive run the AQM once
to decide upon the specular objects which require recortipataThe AQM is
calibrated in such a way that 1 JND unit corresponds to a 758lbgtnility that
an observer can perceive the difference between the comdsp image regions
(such a probability value is the standard threshold valuaigcrimination tasks
[14]). If a group of connected pixels representing an objeca part of an object)
exhibits differences greater than 2 JIND (93.75% probatulitdiscrimination) we
select such an object for recalculation. If for an objectdifierences below 2 IND
are reported by the AQM then we estimate the ratio of pixelsi@ting such
differences to all pixels depicting this object. If the cais bigger than 25%, we
select such an object for recomputation - 25% is an expetafigrselected trade-
off value, which makes possible a reduction in the numberpeicalar objects
requiring recomputation, at the expense of some potentkceivable image
artifacts. These artifacts are usually hard to notice wlles observer’s attention
is specifically directed to the given image region.

After masking out the pixels to be recomputed, the decisiofucther split-
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ting S is made using AQM predictions for the remaining pixels. Thedgctions
are expressed by the percentage of unmasked pixels for \eqgbrobabilityp of
detecting the differences is greater than 0.75. Based oeriements that we con-
ducted, we decided to split every segmg&mwhen the percentage of such pixels is
bigger than 10%. When computing the AQM predictions that wedus decide
upon segment splitting, we assumed good tracking of movisggy patterns with
smooth-pursuit eye movements. The filled squares in Figlifsssand 4.6a show
such predictions for the inbetween frames located in thedhaidf every initial
segmentS. Segments with AQM predictions over 10% were split and tHedil
diamonds show the corresponding reduction of the predipedeivable differ-
ences. We also performed experiments assuming higheslefegtinal velocity
for our walkthrough animation. The filled triangles in Figar4.5a and 4.6a show
the AQM predictions when the retinal velocity is equal to tRéeye movements
are ignored). For all segments selected for splitting basesmooth-pursuit eye
movement assumption, the AQM predictions also exceedethtashold of 10%
when the eye movements were ignored.

The overall costs of inbetween frame computations are glyoaffected by
the average number of pixels that must be ray traced. Thehgrapigure 4.5b
shows the percentage of pixels depicting specular objéetisare replaced by
ray traced pixels in thaTRiumMm walkthrough sequence. This graph also shows
the percentage of replaced pixels due to IBR occlusion prab] and the high
sensitivity of the visual system for image patterns movinthvow velocity (the
velocity threshold of 0.5 degree/second was assumed).008lyi a given pixel
was replaced only once, and we assumed the following pringessder of pixels
replacement: 1) pixels depicting slowly moving patternspiels with possible
reflection/refraction artifacts, and 3) pixels with ocetusproblems. Figure 4.6b
shows the equivalent results for the sceaom.

To evaluate the efficiency of our animation rendering systentompared the
average time required for a single frame of our test walkighs using the fol-
lowing rendering methodsiRT - fully ray traced frames with antialiasing (using
adaptive supersampling) which are commonly applied in thaditional render-
ing animation approacltrT - fully ray traced frames (one sample per pixel), and
IBR+RT frames generated using our approach with mixed ray traceldiBR-
derived pixels. Table 4.4 summarizes the obtained resaftshie ATRIUM and
RooM walkthroughs. In the caserR+RT, we included the computation involved
in IBR rendering (which requires about 12 seconds to warp Gordposite two
keyframes), motion-compensated 3D filtering which addeohv@nhead of 10 sec-
onds per frame (refer to Section 4.3.3), and AQM processinighvakes 243 sec-
onds to process a pair of frames (refer to Section 4.2). ThMAQmputations
are so costly mainly because of the software implementetHeasier Transform
(FFT). Since our frames are of resolutiét0 x 480 we had to consider images
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Scene ART RT IBR+RT
[minutes] | [minutes]| [minutes]
ATRIUM 170.0 40.0 20.5
ROOM 6.9 15 1.1

Table 4.1: Average computation time per frame for variousnation rendering
solutions. All timings were measured on the MIPS 195 MHz pssor.

of resolution1024 x 512 for the FFT processing. The AQM processing can be
shortened by about 50% considering jos2 x 480 fragments of frames. This is
acceptable in many cases because near the frame boundanggirels cannot
be properly derived using the IBR approach (refer to the edieyframes shown
in Figure 4.3), so they do not contribute to the AQM response.

The most significant speedup was achieved by using our $gampmral antialias-
ing technique and avoiding the traditional adaptive sugragding. Our inbetween
frames rendering technique added a further 25-50% of sjpesitli respect to the
RT approach. The tested scenes were hard for our algorithnubea the strong
specular reflectance properties exhibited by many of thiases ATRIUM), and
the slow motion of the camera, in which case eye sensitigitygh Room). Also,
the chessboard-like pattern of textures in HgeoM scene made it quite challeng-
ing in terms of proper antialiasing. Even better perforngaoan be expected for
environments in which specular objects are depicted by aemadel percentage of
pixels, and camera motion is faster.

4.5 Conclusions

In this chapter, we proposed an efficient approach for rendesf high quality
walkthrough animation sequences. Our contribution is wettging a fully auto-
matic, perception-based guidance of inbetween frame ctatipa, which mini-
mizes the number of pixels computed using costly ray traang seamlessly (in
terms of the perception of animated sequences) replacedipeixels derived us-
ing inexpensive IBR techniques. Also, we have shown two mao applications
of the image flow obtained as a by-product of IBR processitgiak applied to:
1) estimate the spatio-velocity Contrast Sensitivity Fiorctvhich made it pos-
sible to incorporate temporal factors into our percepyubfised image quality
metric, and 2) perform the spatiotemporal antialiasindgwaitotion-compensated
filtering based on image processing principles. We integratl these techniques
into a balanced animation rendering system.
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Exploiting Temporal Coherence in
Photon Density Estimation

In this chapter, we introduce a novel framework for efficighdbal illumination
computation in dynamic environments. We propose a combimaif energy-
and perception-based error metrics which efficiently giigleting computation.
Using these metrics, the spatiotemporal coherence initigltistribution can be
better exploited and accurate lighting computation can lit@ined without de-
grading the animation quality as perceived by human obsgrvas a result, a
perceptually-homogeneous quality of indirect lightingamstruction across the
spatial and temporal domains is obtained.

5.1 Introduction

The goal of this work is to improve the performance of glotiahnination compu-
tations for high quality animation sequences by exploithggtemporal coherence
in indirect lighting distribution. The mesh-based vievdépendent Density Esti-
mation Particle Tracing (DEPT) algorithm [79], which we extl in this work
to handle animated objects, is used as a global illumindtemework, but the
proposed solutions could be easily applied to other stdichalgiorithms such as
the photon map [32]. Initially, the lighting function is spaly sampled in space
for all frames (not just for fixed keyframes as in [53, 97],eefo Section 3.1
for a discussion of those techniques) within a given aniomtiegment. Then,
based on the obtained results, the decision is made whéthesegment can be
expanded or contracted in the temporal domain. Since thdityabf samples
may depend on the particular region in a scene for which @éudliighting condi-
tions change more rapidly, different segment lengths acseh locally for each
mesh element (used to store particle hits), based on thatiariof the lighting
function. Energy-based statistical measures of such ha@tions are used to
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calculate the number of preceding and following frames fbiolr samples can be
safely used for a given region. More samples are generatbe ifjuality of the
frames obtained for a given segment length is not sufficieiné perception-based
Animation Quality Metric (AQM) [49] is used to choose the eage number of
photons per frame for each segment to prevent perceivalgedation of ani-
mation quality. Spatial filtering is performed for those seaegions in which a
sufficient number of samples cannot be collected in the teahgomain. For the
final rendering, the indirect lighting is reconstructedngsihe outlined techniques
while specular effects and direct lighting are computedefary frame separately
by ray tracing.

The material in this chapter is organized as follows. In Back.2, we de-
scribe our indirect lighting algorithm. In Section 5.3, weepent extensions of
this algorithm to process photons in temporal domain. Irti8e&.4, we describe
our algorithm of perception-based lighting simulationdtiframes within an ani-
mation segment. In Section 5.5, we analyze the accuracyglttirig simulation in
our approach. In Section 5.6, we present the results olataisieg our approach.
In Section 5.7, we conclude this Chapter and investigatedwtork directions.

5.2 Indirect Lighting Solution

As a framework for global illumination computation, we ckake Density Es-
timation Photon Tracing (DEPT) algorithm [79]. The DEPT m#ar to other
stochastic solutions in which photons are traced from Igghirces towards sur-
faces in the scene, and the lighting energy carried by eveoyom is deposited at
the hit point locations on those surfaces [29, 64, 86]. A #nghoton bucketing
on a dense triangular mesh is performed, and every photoiseéarded imme-
diately after its energy is distributed to the mesh vertidé8icient object space
filtering substantially reduces visible noise, while theessive smoothing of the
lighting function can be avoided by adaptively controllithg local filter support
which is based on stochastically-derived estimates ofdbal lillumination error
[79, 86].

An important feature of the DEPT technique is that the butlested lighting
reconstruction and filtering are very efficient, and the guaif the reconstructed
lighting is quite good. Thus, the resulting illumination psacan be displayed
immediately, and many variants of lighting reconstructiorthe context of tem-
poral photon processing for animations can be inexpensaedlyzed to choose
the best solution. This is in contrast with other photonitrgd¢echniques which
involve costly density estimation techniques such as tinegkenethods [64, 86],
or the final gather step [32] in order to obtain images of goaality.

Another advantage of the DEPT computation is that a reasemadsh-based
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approximation of the direct lighting is available (althduig the final frames the
direct lighting is recomputed on a per pixel basis), whichiegquired to model

the local eye adaptation conditions. The eye adaptatioractexistics are needed
for proper tone reproduction [75] during the illuminatiommdisplay, and for the
prediction of the eye sensitivity to the errors in indireighting. The reduction

of these errors is the main objective of the perception-tasedance of temporal
photon processing.

Figure 5.1: Indirect lighting changes can be significantynaimic environments.
Note the color bleeding effect in the room corner caused kystiongly illumi-
nated torus in a). The effect disappears as the torus mowagiav).

The extension of the DEPT algorithm to handle animated sempseof dy-
namically changing environments requires the storage ofqfts that are reused
in neighbouring frames. The photons are stored on a per fizases. For each
photon, information on its spectral energy distributiostisred to account for re-
flected light and allow effects such as color bleeding (rédefigure 5.1). Also,
the hit point coordinates in the form of two barycentric atioates are stored to
facilitate distributing the photon energy to the mesh wedj and to keep the pho-
ton position within the mesh elements in relative rathenthmabsolute terms.
Finally, the mesh element identifier is stored, which fornsaais together with
the photon barycentric coordinates for re-using a giverntq@méor neighbouring
frames. We assume that the motion of objects between theguést frames is
small enough that even the photons which are “attached” tomganesh elements
approximate the indirect lighting within these elementdlwa Section 5.3.1 we
present our solutions that prevent re-using of photons &ghbouring frames
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when the variations in indirect lighting are significant egh to be perceived by
the observer.

Since mesh elements are the framework for our temporal pseg, the pho-
tons are sorted according to the elements which they hitrt4pman storing pho-
ton records, an additional table which summarizes the nawigghotons per ele-
ment is also kept for every frame. Those tables are later tesefficiently derive
some statistics on lighting variations in the temporal donfiar a given element
(refer to Section 5.3.1). With the help of these statistiesoan detect significant
changes of lighting. In this case reusing photons for reitoosng the lighting
in adjacent frames might be restricted. Using the tableshempurpose of such
statistics means that effectively the exact positions @t@h hit points within an
element are ignored (only the photon number counts), howthe processing of
complete photon records can be avoided. In the followindieeave describe
those statistics in more detail. We also explain the spatipbral processing of
photons for dynamic environments.

5.3 Spatiotemporal Photon Processing

In our technique we assume that photons are traced sparsedll fanimation
frames and our goal is to minimize the number of those photatisout com-
promising the animation quality. To achieve this goal weleitghe temporal
coherence of indirect lighting and for a given frame we algosider photons that
were traced for neighboring frames. ldeally, as many frastesild be processed
as it is required to reduce the stochastic noise below thsitsety level of the
human observer. However, the expansion of the photon ¢afem the temporal
domain might be limited due to changes in dynamic envirortsérat affect the
lighting distribution. A contradictory requirement arsseetween maximizing the
number of collected photons and minimizing the number ofineouring frames
(the time span) for which these photons were traced. A trdfiselution to this
problem relies on balancing the stochastic noise (reguftioam collecting too
few photons) and the errors in reconstructed illuminatioauged by collecting
too many invalid photons in the temporal domain) to make ¢harsifacts as lit-
tle objectionable as possible for the human observer. Theep&on-based AQM
is used to find the minimal number of photons per frame whicrecuired to
make the noise undetectable. An energy-based stochasircneetric, which is
applied to each mesh element and to every frame, is used ¢ giné photon
collection in the temporal domain. We found this mesh-elein®vel of applying
the energy-based metric to be very efficient, and therefbemdoned the use of
perception-based guidance of photon collection at thisléwmsl which would be
far more expensive.
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We describe our energy-based error metric which contr@se¢mporal pho-
ton processing and reduces the probability of using invalidtons in the scene
regions in which lighting changes rapidly in Section 5.3rlSection 5.4 we dis-
cuss our techniques of spatiotemporal photon processihghwguarantee that
the quality of the indirect lighting reconstruction is cgisnt through the whole
animation.

5.3.1 Error Metric for Temporal Processing

As we argued in the previous section, collecting photonséntémporal domain
makes sense only if the lighting distribution does not cleatog rapidly for sub-
sequent frames. We attempt to detect such changes locathedevel of single
mesh elements. The practical question how to distinguisrattiual changes in
lighting from the stochastic error arises. This problemsigexially difficult in our
technique because we compute a very small number of photorevéry frame,
which results in high levels of noise. In practice, this me#mat only lighting
changes that are significantly higher than the noise levelbeadetected, which
requires estimating the noise.

If we assume for a moment that the lighting does not changedsst subse-
guent frames, then hitting mesh elements by photons can belted well by the
Poisson distribution [3]. Since the mesh elements are simalprobabilityp of
hitting a given mesh element by a photon is also small,j.&; 1 as required by
the Poisson process. Also, different photons hitting a nedsment are mutually
independent, i.e., the probability of the same photonrfytd mesh element again
as a result of its multiple reflections is small. The Poisswtridution only has
a single parameter, the meanwhich can be estimated as the mean number of
photons hitting a mesh element. The standard deviatioan simply be derived
aso = /uu. Thus, the noise level can be estimated.as ko, where e.g.k = 2
(for u = 0 we assigrr = 1). Based on this estimate we assume that if the number
of photonsr hitting a mesh element does not satisfy the condition

pw—ko<xz<pu+ko (5.1)

a change of lighting can be expected and the photon colleétiothis mesh el-
ement is disabled. For a given mesh element the me@nestimated for the
currently considered frame and the values @ire obtained for the corresponding
mesh element in the preceding and following frames. The teatgollection of
photons is initiated from the current frame and proceedsuitssequent frames as
long as Condition (5.1) is satisfied. The photon processipgi®rmed indepen-
dently in the directions of the preceding and following fesn Thus, the photon
collection for a given mesh element may be asymmetric wibeet to the current
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frame when Condition (5.1) is violated earlier in one of thdgections than in
another one.

There are many possible sources of error, which may prefenapplication
of Condition (5.1) from working robustly for all mesh elemenftFirst of all the
estimate ofu might be inexact since we use a Monte Carlo solution at very ear
stages of convergence. To reduce the influence of outlieth@mstimate of:
we consider the mean number of photons hitting a given meshegit for three
subsequent frames. We apply this procedure to derfee the same reason. More
than three subsequent frames might be considered but teendbktimate might
be affected by changes in lighting. Clearly, the procedureka/the better the
more photons per frame are computed.

If the average number of photons per mesh element is smaigjrasgk > 2
might be considered to compensate for inaccuracies irutlestimates. Also,
small lighting changes on the levelko are usually less perceptible than the tem-
poral aliasing which becomes visible when the temporal @abllection is pre-
maturely disabled. In practice, we assume the minimal ¢xdéthe temporal
processing to be at least 3 frames. Even if the lighting doms change drasti-
cally for a pair of subsequent frames, the visibility threlsls are usually elevated
due to the temporal masking for up to 100 milliseconds [24i{hc& new lighting
details cannot be seen well for 2-3 animation frames theitighreconstruction
accuracy can be relaxed for those frames, and tracing addltphotons can be
avoided.

In the following section we describe the algorithm of aniimatrendering,
which extensively uses the procedure of adaptive photdaat@n in the temporal
domain described in this section.

5.4 Algorithm

The animation sequence is split into animation segmentshadre then pro-
cessed sequentially one by one. The organization of a stegjment is depicted
in Figure 5.2.

The framekK divides the segment into two halves of lendth... /2 each. The
goal of the segment processing is to reconstruct indirgbtilg for all F},,., + 1
frames. To enable temporal processing of the whole segineptiotons collected
for neighbouring segments for up 16,., frames precedind<d and up toF}, .«
frames following K are also considered. For the very first and last animation
segments the lack of those extra frames is compensateddaygnaore photons.

The processing of every animation segment consists of fiyjerrateps:

1. Initialization: determination of the number of initighptons per frame, and
processing of those photons for all frames in the currentse.
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Figure 5.2: Organization of an animation segment.

2. Adjustment of the segment length depending on the terhpariations of
indirect lighting which are measured using energy-basddria (refer to
Section 5.3.1).

3. Adjustment of the number of photons per frame based on@d Aesponse
in order to limit the perceivable stochastic noise to an ptaide level.

4. Spatiotemporal reconstruction of indirect lighting falt mesh elements
guided by the same energy-based criteria as in Step 2.

5. Spatial filtering step for those mesh elements that didwext the percep-
tual and energy criteria in the previous two steps.

In practice, Steps 1-3 are performed not only for the cursegment but for
the subsequent segment as well, which results in the priogest all photons
that are used for indirect lighting reconstruction in thereat segment at Step 4.
Obviously, photons for the preceding segment that hasdlreaen processed are
also available for the temporal processing of frames in tireenit segment.

In the following sections we describe all steps in detail.

5.4.1 Initialization

In the initialization step we decide how many photdvs,... per frame have to be
shot for a given animation segment. Also, the initial segntemgth F,,,.. heeds
to be chosen based on the anticipated complexity of theihiglthanges during
an animation. The initial settings @,,.. and V.., are adjusted later for every
animation segment using the energy-based and percepsedberror metrics.
However, the better the initial guess is, the smaller nurobbéerations involving
those metrics is needed. In our approdgh, is set manually by the user for the
first processed segment. The adjusted, for a previous segment is assigned
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as the initial length of a subsequent segment. BaseH,Qn chosen for a given
segmentV.me IS decided automatically as follows.

An initial value for V... Should take into account basic lighting character-
istics of the considered animation segment. To derive suchitial guess we
applied the energy-based measure of the error of indirgbtitig simulatiof £.

We observed that by setting the maximum error valiyg, to lie inside the range
of 1-5% we usually obtained images of good quality. Furtloengutation basi-
cally did not introduce any improvement as perceived by tivadn observer [79].
In practice, we assume a less conservafivg, = 5%. Now, if we would run the
DEPT computation untit ~ FE,,,, we would find the number of photon$,,..
that is required to achieve this accuracy. Since we wantdomngtruct indirect
lighting for a given frame using photons computed for upftQ../2 preceding
and F,,.x /2 following frames, we could estimat®¥.me = Nmax/(Fmax + 1). In
practice, we do not want to run the computation for a singhenie long enough
to reach the error level,,... However, we can directly get a good estimate of
Nrame Much faster by using the basic property of stochastic smutonvergence
stating that the error is proportional to the inverse squaat of the number of

traced photons [36]:
E | Nmax
Ernax - Nframe

This means thadV;,..,. can be estimated by running the pilot DEPT computation

until £ =~ EpaxV Frax + 1.

Finally, for all frames in the current animation segmeé¥.... photons are
traced, and their hit point records are sorted for every nedsiment.

5.4.2 Choosing the Animation Segment Length

The main goal of adjusting the maximum segment length), is to reduce the
animation artifacts caused by collecting photons in theptenal domain over too
many frames, as this may lead to an invalid lighting recartsiton. For the scene
regions in which the temporal changes of the lighting fumrctre fast, the collec-
tion of photons can be performed only for a small number ossglient frames.
Conversely, for the scene regions in which the temporal cbsiage slow the pho-
tons should be collected for as many frames as possible t@weeithe stochastic
noise.

In Section 5.3.1 we described our procedure of adaptivegohoollection in
the temporal domain. The maximum number of frames for whicbtpns are
collected using this procedure is limited by the segmengtler,,... Increasing

1The detailed description of the stochastic method useditnat the lighting simulation error
in the framework of the DEPT algorithm can be found in [80].
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FL.ax incurs additional costs of processing a larger number ohés, and is jus-
tified only when collecting photons froih,,., frames is possible for a significant
percentage,,. of the mesh elements. In practice, the user sets a certashthr
old valuepy,,, €.9., 40%, and',,. is increased until the condition,,. < piy. IS
met. Such a test is performed only once per segment, wheigthten is recon-
structed for the central keyframi€. Note that increasing,,., causes moving<
apartF,,../2 frames from the end of the previously processed segmentdor f
the beginning of animation sequence for the very first preegsegment). The
FL..x value obtained fo¥ is then used for all frames in the current segment.

5.4.3 Choosing the Number of Photons

The main goal of adjusting the number of photons per frameg,.. is to keep

the noise below a perceivable level. Increasiig,.... for each frame in a given
segment is an expensive operation and should be perforned &djustment of
FL..x performed in the previous step did not provide the requirgchation quality

as perceived by the human observer.

The AQM is used to measure the errors of the indirect lightexpnstruction
which enables the perception-guided selectioWVgf,,.. to minimize the computa-
tional costs without degrading the animation quality. THgM\requires two ani-
mation framed; and/; as input, and will then predict the perceivable differences
between them. Ideally, a frame resulting from the tempolradtpn processing
should be compared to some exact reference solution. Siratessreference so-
lution is not available in practice, we decided to measuealifferences in indirect
lighting reconstructed for the central franié by splitting the photons collected
for all frames in a given segment into two halves (the evenatphotons). The
indirect lighting in/; (K) and I;(K) is reconstructed using these halved sets of
photons. In order to measure the level of noise in the camdtin which the
actual temporal photon processing is performed for all atiom frames, the pro-
cedure of adaptive photon collection in the temporal dorsairsed for the; (K)
and/,(K) computation as well (refer to Section 5.3.1).

The approach of halving sets of photons is quite conseevatcause accord-
ing to the Monte Carlo methods theory [36] the stochasticafmdirect lighting
reconstruction in the framé( K') that is obtained for 100% of photons is smaller
by the factory/2 with respect td/; (K) andl,(K). The perceivable differences as
predicted by the AQM usually are reduced by an even larg¢ofaicthe number
of photons is doubled.

As the result of AQM processing a ma@aqu is generated which shows
the prediction of perceivable differences in indirect ligly between all corre-
sponding pixels in; (K) andI;(K). As a scalar metric of the frame quality the
percentagelaqn Of Maqu pixels with differences over one unit Just Noticeable
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Difference (JND) is assumed [49]. The user chooses a cafenahold valuely;,,
of the AQM predicted differences, and whéggnm > diney Nirame 1S doubled and
the whole procedure is repeated ualtilpn < dip,-

To reduce the costs of Human Visual System (HVS) modelliegAQ@M pro-
cessing is performed only once per segment for the centaldi’. Thus, the
Nrame Value obtained fof< is assumed to be valid for all frames in a given seg-
ment. In practice, this trade-off approach works well beeathe differences in
indirect lighting are usually small for a given animatiorgseent whose length
FL..x Was adjusted to reduce such differences (refer to Sectib)s.

5.4.4 Indirect Lighting Reconstruction

After establishingF,... and Ny further processing of all frames in a given seg-
ment becomes straightforward. At first, the valid photores @llected for each
mesh element, using the procedure of adaptive photon tiolter the tempo-
ral domain described in Section 5.3.1. Then the standarcepae for deriving
illumination at mesh vertices is applied (refer to Sectia2)5

5.4.5 Repairing Noisy Pixels

The procedure described in the previous section may patsntesult in locally
noisy image$ for the scene regions (e.g., moving objects) in which theéréud
lighting changes much faster than for the remaining partsreironment. For
such regions collecting photons in the temporal domain islhg limited to a
few subsequent frames. Obviously, the noise level couléfeaed by increasing
Nrame Which is costly. Note that in the procedure of selecti¥g,... using the
AQM we allow perceivable differences for updg,. pixels (refer to Section 5.4.3).
When the perceivable problems concern only a small fractianesh elements,
then for efficiency reasons, increasing.... for all frames in a given segment
should be avoided.

Our solution relies on using the spatial filtering perforniethe object space
selectively for those mesh elements for which the expansidhe temporal do-
main was not possible, resulting in a small number of cafldqthotons. We apply
the filtering algorithm which was originally proposed in [790 achieve the re-
quired level of accuracy of reconstructed lighting at a givertex, photons hitting
a regionh centered at this vertex are considered. Stochastic variestimates of
the local illumination are used to decide upon the sizé.of his effectively re-
duces noise, however some bias is introduced to the recmtetr lighting (refer

2As a matter of fact for a vast majority of tests that we perfedywe were not able to notice
such problems.



5.5 Accuracy Considerations

47

to [79] for a formal derivation of a mathematically-soundamsere of illumination
accuracy and a detailed description of the filtering aldponiy.

Using spatial filtering is equivalent to trading in the sphtetails of indirect
lighting in order to remove excessive noise. If this apploecnot acceptable,
a final gathering step [32] could be performed. However, wekerdit apply this
solution because of its significant cost. We found that tlaialdfiltering approach
as applied in the indirect lighting reconstruction prodaigeod results in terms of
the animation quality as perceived by the human observer.

5.5 Accuracy Considerations

The accuracy of the indirect lighting reconstruction using algorithm described
in Section 5.4 is limited by the spatial resolution of the mesed for collecting
photons. Consequently the solution is biased. On the othet titee mesh reso-
lution can be set arbitrarily fine and more photons can beetta&or those mesh
elements that still collect too few photons in the tempoahdin, the spatial fil-
tering discussed in Section 5.4.5 can be used to removeerisdise. Another
source of the bias is the temporal blur resulting from théeabion of invalid pho-
tons in the temporal domain. The level of blurring can be aul®d in the energy
terms and traded for the stochastic noise by decreasingailne wf parametek
in Condition (5.1).

The AQM is used to measure the perceivable differences legtiveo equally
biased indirect lighting solutions, which means that albsweed differences be-
tween frames/; (K) and I,(K) result from the stochastic noise (refer to Sec-
tion 5.4.3). Effectively the AQM provides a conservativegiing condition for
photon tracing when the noise falls below the sensitivityeleof the human ob-
server. Tracing more photons cannot improve the perceiuatity of the indirect
lighting reconstruction due to limitations in the spatiadsh resolution.

5.6 Results

We present results that we obtained for theom scene (about 5,300 mesh ele-
ments). Also, we briefly summarize the results obtainedriotlaer scenaTrRIUM
(about 45,000 mesh elements), which are qualitatively gsanjlar and therefore
do not need to be discussed in full length. Both scenes wesigred in such
a way that moving objects significantly affected the liggtutistribution. Also,
some scene regions are illuminated exclusively by indirghting which imposes
higher requirements on its reconstruction. We begin witltdssing the experi-
mental results for the adaptive algorithm of temporal phgimcessing discussed
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in Section 5.3.1. Then we discuss the step by step resulésnelot for the spa-
tiotemporal photon processing discussed in Section 5.4.

The simplest scenario of temporal photon processing is hsider the fixed
number of preceding and following frames. However, thisrapph may lead to
significant errors as illustrated in Figures 5.3. FigureassBows the correct ref-
erence frame obtained for the converged DEPT solution.ignsitene a spot light
illuminates the bottom of the aircraft, and the highlighttbe floor is caused by
the light reflected from the aircraft. Note that as the restihon-adaptive tem-
poral processing for alF,,.. = 30 frames the highlight is significantly washed
out (Figure 5.3b). When applying our adaptive photon calbectechnique (Sec-
tion 5.3.1) the highlight shown in Figure 5.3c is similar teetreference frame
in Figure 5.3a. Figure 5.3d shows the AQM produced mé&g,\, in which red
color marks pixels for which visible differences are preed:

Figures 5.4a and b summarize the AQM predicted percentagx@l daqu
with perceivable differences derived froMqy for various settings 0fVi.ame
and F,,,. for non-adaptive and adaptive photon collection approsichAs can be
seen in Figure 5.4a for the non-adaptive approach, expgrdin, initially leads
to reducingdaqw, but then the collection of invalid photons results in irasiag
daqu for large F},.<. The corresponding characteristics for the adaptive aguro
shown in Figure 5.4b are extremely favorable because tharskpn ofF}, ., al-
ways leads to the reduction @fqn, Which means that collecting invalid photons
is mostly avoided.

Following the subsequent processing steps described itioS8ee4 we ob-
tained the following animation settings for thR@om scene. As the result of the
initialization procedureVe,..,. = 10,000 and F,,., = 15 were chosen. The ani-
mation was split into three segments and the final settinggated for the central
segment frame&’; are summarized in Table 5.1. In segménit Ny, is smaller
and F},,., more expanded because strong direct lighting washes o goper-
fections of the indirect lighting reconstruction. Also,arfges of lighting are less
dynamic in this animation segment.

Nframe Fmax
K; | 40,000, 30
K, | 40,000| 30
K3 | 10,000| 44

Table 5.1: Final settings for trROOM scene animation.

Figure 5.5 summarizes the results obtained Agr using the energy-based
procedure of photon validity estimation for subsequeninfa described in Sec-
tion 5.4.2. We assumed,,, = 40%. The maximum segment lengf},.. = 30
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Figure 5.3: Example frame from throOoM sequence a) reference solution
for 2,000,000 photons without temporal processing, b) adaptive (note the
washed-out highlight under the plane) and c) adaptive photdlection in the
temporal domain fof ., = 30 frames andVy,...,. = 40,000 photons, and d) the
map of AQM predicted perceivable differences (marked ir) ltween a) and c).
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Figure 5.4: The AQM predicted percentage of pixélg, with perceivable
differences for a) non-adaptive and b) adaptive temporatqgrh collection ap-
proaches for increasing,,., and various settings aV;.... (as specified in the
legend).
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Mesh elements [%)]

30

Temporal expansion [# frames]

Figure 5.5: Distribution of mesh elements for frafig as a function of the num-
ber of preceding (negative values) and following framesafbich temporal pho-
ton processing was possible. Variofis., were considered as specified in the
legend.

was chosen (refer to Table 5.1), in which cagg = 36% andp,.. = 30% were
obtained for the preceding and following directions, respely.

Figure 5.6 summarizes the results obtained using the p@ocelpased proce-
dure of noise level estimation as described in Section 5 8as assumed that
dume = 3%, Which means in practice that the perceivable differenbes; < 1%
with respect to the reference solution are usually obtain&ble 5.1 summa-
rizes the number of photons;..... chosen for every segment based on the graphs
in Figure 5.6. For such animation settings the spatial filgedescribed in Sec-
tion 5.4.5 was not necessary.

Figure 5.7a shows an animation frame obtained using thmgetpresented
in Table 5.1. Figure 5.7b depicts the corresponding frantaioed using the
traditional approach without any temporal photon progegsiStrong temporal
aliasing was observed when the animation composed of suatygitames was
viewed. We also tried the traditional approach with... = 845,000 which
corresponds to the average number of photons collecteckitethporal domain
using our approach. While the static image is of a quality caraple to the
frame in Figure 5.7a some temporal aliasing can be seerclelen the resulting
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Figure 5.6: The AQM predicted percentage of pixéls, with perceivable dif-
ferences as a function &¥;,,.,. for the central segment framés.

animation is viewed.

The results obtained for theTRIUM scene are very similar to the ones for
ROOM. For a majority of segmentd;,..,. = 20,000 and F,,.x = 44 were cho-
sen using our automatic procedures described in Sectioni®.general, Vi, ame
fell into the range of 10,000—40,000 photons whilg,, lay between 30 and 44
frames. The activation of spatial filtering (Section 5.4€5) to some minor im-
provement of the animation quality. Figure 5.8 shows an etarof a frame with
spatial filtering and the only differences with respect te torresponding frame
without filtering can be seen on the stairs which feature kmash elements and
little visual masking.

A summary of timings of indirect lighting computation is givin Table 5.2.
As can be seen, tracing photons and their temporal procgssiather inexpen-
sive. The higher cost of temporal processing for Alm@ium scene is due to the
larger number of processed mesh elements. The I/O costeddladisk access
are given for two extreme scenarios denoted in Table 5i8sandMAX (pro-
vided in brackets). In the former case photons are accessedthe disk only
once and then cached until all frames using those photores li@en processed.
This means that all photons processed for a given frame reggta in memory,
which is a common requirement for many photon-based teciesiguch as the
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Figure 5.7: Example frame from tltreoOM sequence a) with temporal processing
for Ngpame = 10,000 and F., = 44 and b) without temporal processing for
Nrame = 24, 550. The same computation time was spent to generate thosedrame
but in b) the average overhead time of 1.31 seconds, whichreeasred in a) for

the temporal, AQM, and 1/O processing (refer to Table 5.2aswsed to trace
more photons.

photon map [32]. This is usually a reasonable assumptiomdortechnique as
well. For example, the maximum memory storage per framelfertrRIUM se-
guence was about 120 MB (one photon hit point requires 2Cshyftetorage). In
the case denoted byiAx) in Table 5.2 it was assumed that all photons are always
loaded from disk for each frame. Such a situation may arisedmplex scenes
when a high accuracy of lighting reconstruction is requitadvhich case a large
number of photons that are bucketed into a fine mesh must lsdawad (refer
to Section 5.5). Note that even in such a case our timingstdeast three times
better than shooting a similar number of photons that wesct#d in the temporal
domain for every frame, which requires 87 and 133 secondshforooM and
ATRIUM scenes, respectively. Ray tracing of a single frame reg@ré seconds
for ROOM and 158 seconds f@&TRIUM.

5.7 Conclusions
We proposed a novel global illumination technique for dyim@emvironments

which is suitable for high-quality animation rendering. @énabination of efficient
energy- and perception-based error metrics was used te glugdcomputation as
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Figure 5.8: Example frame from thh@RIUM sequence with temporal processing
and spatial filtering fotVy,4,,. = 20,000 and F,,,, = 44.

Scene | Photon| AQM | Temp. /0 Total
tracing proc. | MIN (MAX) | MIN
ROOM 257 | 0.27 | 0.32 | 0.72(21.56)| 3.88
ATRIUM | 2.95 | 0.21 | 1.85 | 0.88(26.93) 5.89

Table 5.2: Timings of the indirect lighting computation tosingle frame obtained
as the average cost per frame for the whole animation. Alings are given in
seconds and were measured on a 800 MHz Pentium Il processor.
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a function of local spatiotemporal variations of the ligigtidistribution. As a re-
sult the animation quality as perceived by a human obsesveomsistent across
all frames both in spatial and temporal dimensions. Alse gificiency of compu-
tation is improved and the temporal aliasing is reduced vatipect to traditional
approaches which ignore temporal processing.

As future work we want to investigate our technique in thetegnhof MPEG
coding. The accuracy of the lighting reconstruction candjasted in order to ob-
tain a degradation of the animation quality that is peradize being as homoge-
neous as possible for an assumed animation compressionAés@, by removing
non-visible lighting details from animations the compresgperformance can be
improved.



56 Chapter 5: Exploiting Temporal Coherence in Photon Densit Estimation




CHAPTERG

Local Update of Global lllumination
In Final Gathering

Rendering of high quality animations with global illumirat effects is computa-
tionally expensive using traditional techniques desiginedtatic scenes. In this
chapter, we present an extension of the photon mappingitdgoto handle dy-
namic environments. First, for each animation segmenstiite irradiance cache
is computed only once for a scene with all dynamic objectsoreed. Then, for
each frame, the dynamic objects are inserted and the ime€lieache is updated
locally in the scene regions whose lighting is strongly etiéel by the objects. In
the remaining scene regions, the photon map is used to ttheecradiance val-
ues in the static cache. As a result, the overall animatiadegng efficiency is
significantly improved and the temporal aliasing is reduced

6.1 Introduction

The algorithm of choosing the final rendering for high qualinages is called
final gathering[57, 42, 67, 11] (also refer to Section 3.4 for more detail$3u-
ally, the direct lighting is computed for a surface regiopresented by a given
pixel, and the indirect lighting is obtained through thesgmration of incoming ra-
diances. The cost of those computation is very high. Thosgpatational cost
can be reduced by using theadiance cachedata structures [91, 90] to store
irradiance samples sparsely in the object space. The caatlees are used to
interpolate the indirect lighting for each pixel and are ganed lazily. The coarse
distribution of lighting, which is used for the irradianagegration, can be com-
puted in the preprocessing stage using a deterministioohastic radiosity [65],
photon maps [33], and so on. The irradiance cache technitjoeetly removes
shading artifacts which are very difficult to avoid if the irett lighting is directly
reconstructed based on the radiosity mesh or the photon.rhimpgever, this high
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quality lighting reconstruction needs long computationgimostly because of the
irradiance integration that is repeated for many samplatpan a scene.

In this work, we extend the concept of irradiance cache foraghyic environ-
ments to improve the rendering performance and reduce thedsl aliasing. In
addition, we extend the photon mapping algorithm to obtaimenefficient global
illumination computation for such dynamic environments.

The material in this chapter is organized as follows. In Bad.2, we present
our extensions to the photon mapping and irradiance cagjugitdms to handle
animation sequences efficiently. In Section 6.3, we disoussolutions to com-
bat temporal aliasing. In Section 6.4, we present the resldtained using our
techniques, and we conclude this chapter in Section 6.5.

6.2 Algorithm

In our approach we use a two pass photon mapping algorithin J&3he first
pass, photons are traced from light sources and stored iphb®n map. In the
rendering pass, the lighting computation is performed isply for direct illumi-
nation and glossy/specular reflection, diffuse indirecinilination, and caustics.
The two first lighting components are computed for each frémmm scratch us-
ing ray tracing. The diffuse indirect illumination is contpd using the irradiance
cache [91, 90]. lllumination values stored in the cache areputed through in-
tegration of the scene illumination, which is reconstrddi®m the photon map
using the nearest neighbor density estimation techniqueh &n integration is
not performed to render direct caustics, which are direatonstructed through
density estimation of the caustic photon map.

In this chapter we focus on exploiting the temporal cohesepfcphotons to
speedup the costly irradiance cache computation and taweghe quality of in-
direct lighting reconstruction. We introduce the notiorstdtic irradiance cache
which is computed once for an animation segment. For the steidiance cache
computation we remove all dynamic objects (i.e., objectsging their position,
shape or light reflectance properties as a function of timapfthe scene and we
trace the so-callestatic photons

The illumination component reconstructed from the statadiance cache is
perfectly coherent in the temporal domain and results inflibker-free anima-
tions. However, the dynamic illumination component causgdynamic objects
must be also considered. For this purpose digpamic photonsvhich interact
with dynamic objects are computed for each frame and aredtor a separate
photon map. The map may store photons with negative enedy jBich are
needed to compensate for occlusions of the static partseas¢bne by dynamic
objects. For example, the negative photons are stored iretfiens of indirect
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Figure 6.1: Processing flow in the computation of globalniioation for an an-
imation frame: a) the final frame, b) direct lighting, c) irelit lighting, d) static
indirect lighting computed using the static irradiancelegoe) dynamic indirect
lighting computed using the dynamic irradiance cache, anldef dynamic indi-
rect lighting computed through the photon density estioraind summed with
the static indirect lighting which is shown in d).

shadows cast by dynamic objects. We describe the dynamiomhapproach in
more detail in Section 6.2.1.

Figures 6.1 illustrate the illumination reconstructiorngsour technique. Fig-
ure 6.1a shows the final animation frame whose lighting waspased from the
direct illumination and specular reflection (Figure 6.1bygahe diffuse indirect
illumination (Figure 6.1c). The dynamic component of thdiiact lighting is
reconstructed at two levels of accuracy depending on thaendle of dynamic
objects on local scene illumination. In the regions with lingher influence (we
discuss the problem of detecting such regions in SectiorB6tBe dynamic ir-
radiance cache is recomputed, which leads to better agcufaeconstructed
dynamic lighting (refer to Figure 6.1e). In the remainingise regions as shown
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in Figure 6.1f the illumination stored in the static irraé@ cache (shown in Fig-
ure 6.1d) is corrected by adding its dynamic component reicocted from the
dynamic photon map using density estimation. A direct Migation of the dy-
namic illumination component is not shown because its whare rather small
for the most parts of the scene and are negative in the regictisded by dy-
namic objects. We blend lighting reconstructed using thasedifferent methods
(Figures 6.1e and 6.1f) to assure smooth transition of theltiag lighting.

While the static photons processing is performed in the sameas tracing
ordinary photons for the static scenes [33], the dynamidqi®are treated dif-
ferently which we describe in the following section. In Sext6.2.2 we discuss
our extensions of the irradiance cache to handle dynamicstaitt illumination
components. We describe our animation rendering algonth8ection 6.2.3.

6.2.1 Tracing Dynamic Photons

We introduce the dynamic photon map which is an extensiohég@hoton maps
to handle dynamic environments. It is leveraged to estirttegandirect illumi-
nation contributed only by dynamic objects (i.e., objedtarging the position,
orientation, shape, and material properties). The dynginaton map stores dy-
namic photons which intersect with dynamic objects at lease.

Figure 6.2 illustrates the paths of two dynamic photons exrrtom with two
dynamic objects, which are shown as an ellipsoid and a cird@lbe dynamic
photons are traced from light sources toward the scene &g itnaditional photon
tracing approach [33]. When a photon hits a dynamic objeetrély is marked
as a dynamic ray, and then it is reflected or transmitted viighpositive energy,
or simply absorbed. In the first intersection with the dynaobject, a negative
ray is spawned at the intersection point. This ray piercegdymamic object and
it is traced further as an usual ray with the only differericat it carries negative
energy (in Figure 6.2 all negative rays are depicted usirghea lines). When a
dynamic photon hits on a diffuse surface, it is stored in tr@agnic photon map.

Special care is required in handling the direct photon p#tim light sources
to the scene. Since we separately compute the direct illatoim, a dynamic
photon directly hitting an object is not stored in the dynapioton map to avoid
doubling the computation of the direct illumination (refemoints a, b andg in
Figure 6.2). Also, for the negative rays their intersectwath dynamic objects
must be ignored because their purpose is to subtract thgyefrem the static
irradiance cache, which is computed for the scene withooadyc objects. For
example, note that the ellipsoid is simply ignored on the whihe negative ray
which travels between a pair @ints h andi. Finally, note that the negative
ray is not spawned aoint e when the dynamic ray hits on the another dynamic
object. This can be interpreted as the redirection of eneigigh in the case of
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static scene traveled along the path betwgeints b, c, andd into the new path
betweerpoints a, e, andf in the complete scene with dynamic objects.

The key point of construction of the dynamic photon map igdoesonly those
photons which indirectly intersect with a dynamic objecleatst once.

Li ght source

C
@ | I
\
\

O Positive photon
® Negative photon

Figure 6.2: Tracing the dynamic photons: Example photohgat

6.2.2 Static and Dynamic Irradiance Caches

We also extend the irradiance cache to handle dynamic emaeats. We use
two (static and dynamic) irradiance caches for the efficientering of indirect
illumination in dynamic environments. The static irraditarcache is computed for
the scene with static objects only, i.e., all dynamic olgj@ce removed. This cache
can be computed only once for an animation sequence whetmbgtonditions
do not change significantly. Otherwise, the animation messtit into shorter
segments with coherent illumination. For example, a newcsitgadiance cache
must be computed when a light is turned on in the dark room.

When the camera path is known in advance, which is usually éise €or
the off-line animation rendering, all values in the irratta cache can be pre-
computed. It is also possible to lazily reconstruct theisiatadiance cache in a
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frame-by-frame manner. However, in such a case all photonthé static scene
must be kept in memory.

On the other hand, the dynamic irradiance cache is alwayly l@zomputed
for each frame from scratch for those scene regions whasaittlation changes
significantly (e.g. for dynamic objects themselves andrtheighborhood). The
irradiance in the dynamic irradiance cache is computedgugie global photon
map of the current frame for the complete scene with staticdymamic objects.
This approach is similar to the traditional irradiance @atgthnique with the only
difference that in our approach the computation is not paréal for the whole
scene but rather for its selected regions. The problem ottiiyeng such regions
is discussed in detail in the following section.

Note that the sample locations in the dynamic irradiancéease different
for each frame, and they depend on the dynamic changes ofiilation. By
contrast, the sample locations in the static irradiancéeace the same for each
considered animation segment.

Figure 6.3 shows the locations of sample points in the staid dynamic
irradiance caches for the scene depicted in Figure 6.4.

a) b)

Figure 6.3: Locations of sample points for the a) static andyimamic irradiance
caches.

6.2.3 Rendering

A practical two-pass rendering algorithm using photon magsesented in [33].
In this algorithm the outgoing radiandg is computed as a sum of four terms: di-
rect illumination L4, soft indirect illuminationL;, causticsl., and specular com-
ponentL,:

L, = Lqg+L;+ L.+ L,
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In this chapter we focus on the computation of indirect ilination ;, which
is usually quite expensive to compute. We further spliinto two components:
L, which is strongly affected by dynamic objects abdwhich is less affected
by them. The choice betwed), and L; depends on the influendeof dynamic
objects on changes of illumination in the scene as follows:

Ly ‘[>T7L7
o f(g(D)) = L,+ Tu > 1 > 1,
Z (1= f(g(1))) = Ly

L > 1.

wherer; andr, are the lower and upper threshold values foand f(¢(7)) is a
blending function betweeh, andLZ, in the transition scene regions. The blending
function must be introduced to avoid discontinuities irntigg distribution due to
inaccuracies i, and L, estimates. In particular, the dynamic component pf
which is computed using density estimation is prone to soabguracies. We use
a cubic equation as the blending functiffi) and the scaling functiop(z) to
map the influence valugsinto the range from 0 to 1:

f(x) = —22°+ 327
T —T

gla) = :
Ty — T

The influencel is computed using the following density estimation equatio
based on the dynamic photon map:

1 N

I'=—3 Y maz(|Ad,, |, |AP, |, |AP,,))
p=1

whereA®, is a power of the photop, andr, g andb denote the red, green and

blue components in the power pf The absolute value of photon energy is used

because the dynamic photon map contains photons with bsttiyecand negative

energy.

L, is computed using the dynamic irradiance cache as desarilibé previ-
ous section for the scene regions with- 7; and the dynamic objects themselves.
Because such regions are strongly affected by dynamictshj@e use an accurate
method for the lighting computation.

To computel,, first all irradiances of the static irradiance cache areatpd
by adding the differential power estimated by the densityregion of the dy-
namic photon map. We apply the density estimation only inpibsitions of the
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a) b)
C) d)
Figure 6.4: Decomposition of indirect illumination into &) and b)L, compo-

nents, and c) the resulting image. The corresponding inflel@&mction/ is shown
in d).

static irradiance cache because we assume that in the sgoag less affected
by dynamic objects we do not need to recompute cache paositidren., is com-
puted using interpolation of sample values stored in theatgutistatic irradiance
cache.

Figures 6.4 illustrate the concept of splitting the indinrdamination into two
localized in the scene componertg (Figure 6.4a) and.; (Figure 6.4b). The
final image (Figure 6.4c) is obtained by combinifg and L, with the direct
illumination. The influence functiod is shown in Figure 6.4c, where brighter
regions correspond to higher valuesiof

6.3 Temporal Consideration

It is very important to reduce temporal aliasing in rendesadnation frames be-
cause the human observer is very sensitive to such artifibesstochastic noise,
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which is inherent in Monte Carlo rendering, may result in atable degrada-

tion of animation quality if proper temporal antialiasirechniques are not used.

The photon mapping approach usually successfully elimstite high spatial fre-
guency noise in the reconstructed lighting distributiorowgver, the remaining
low frequency noise can be still quite objectionable in thetext of animation.

We reduce the aliasing problem by introducing the conceptatfc irradiance
cache, which means that the static part of illumination i skkene is perfectly
coherent for the subsequent animation frames. For the digritimmination com-
ponent we use two simple techniques applied talthand L, computation.

The dynamic irradiance cache used to deryeis computed by gathering
incoming radiances, i.e., shooting a number of random natgsthe scene. The
noise inL, can be substantially reduced by fixing the directions of gartiy rays.
This simple solution works well for the pseudo-random amatsited sampling.

Our second antialiasing technique deals with shooting alyn@hotons. Be-

cause illumination changes iy are computed through density estimation of the

dynamic photon map, ideally those photons should be coherahe temporal
domain as much as possible. One way to achieve this goal setquasi random
walk for photon tracing. Then, the index of the quasi rand@guence should
be reset for each frame. Of course, the resulting photorsgth not exactly the
same because the presence of dynamic objects in the sceakléast should be
quite similar. Another solution is to process photons intthiee domain as in [51].

6.4 Results

We experimented with animation rendering for scepesL andTABLE (refer to
Figures 6.4 and 6.5, respectively).

Since the most time consuming part of the animation rendesrhe irradi-
ance cache computation we estimated the number of recothpradiance sam-
ples per frame (refer to Table 6.1). The reference solutemomputes the irra-
diance samples for all visible scene regions of each frama Bcratch. On the
other hand, our method recomputes them only for the regiomgly affected by
dynamic objects. Our method usually requires 3—4 timesitesdiance samples
per frame than the reference solution.

Reference Our method
Scenel 6,719 1,543
Scene? 6,081 1,635

Table 6.1: The number of recomputed irradiance samples aere.
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& .

d)

Figure 6.5: Example animation frames a) and c), and the sporeding influence
I b) and d).

Table 6.2 compares the rendering time of indirect illumiomatper frame for
our method and the reference solution for sceaeL. The frame resolution is
320 x 240 pixels. Our method needs extra 1.4 seconds for tracing dyraimotons
as well as 1.4 seconds for tracing global photons (shownarcttiumn PT). The
computation time for the influenckis rather significant in our approach because
we used a large number (300) of nearest photons for its etstimand a large
searching area for every pixel. The timing bf is much smaller than in the
reference solution. Before computidg, we must update the static irradiance
cache using density estimation but this takes only 1 sec®able 6.3 compares

PT L; (sec.)
(sec.) | I L, L,
Our method| 1.4+1.4| 16 40 5.5
Reference 1.4 - 205

Table 6.2: ScensALL: Timings per frame.
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PT L; (sec.)

(sec.) | I L, L,
Our method| 6.6 + 33| 12 59 54
Reference 6.6 - 224

Table 6.3: ScengaBLE: Timings per frame.

the timings for scen@ABLE. In the experiment performed our method is 1.4 to
3.2 times faster than traditional approach for computationdirect illumination.

6.5 Conclusions

We presented an efficient technique for high-quality aniomatendering. For this
purpose we extended the photon mapping approach to dynamimements.

Significant speedup of the computation was achieved byieglin the scene
space the costly recomputation of the irradiance cacheo, Aésnporal aliasing
was reduced by introducing the concept of static irradiasazhe which can be
reused across many subsequent frames until the scenegigitnditions do not

change significantly.
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CHAPTERY

Exploiting Temporal Coherence in
Final Gathering

In high quality animation rendering, computationally empie final gathering
technique is commonly used (refer to Section 3.4). We exthisdtechnique to
the temporal domain by exploiting coherence between theesikent frames. We
store previously computed incoming radiance samples ainelstethem evenly
in space and time using some aging criteria. The approacassdupon a two-
pass photon mapping algorithm with irradiance cache (reféSections 2.9 and
2.10), but it can be also applied in other gathering methdts.algorithm signif-
icantly reduces the cost of expensive indirect lighting patation and suppresses
temporal aliasing with respect to the state of the art fraapdrame rendering
techniques.

7.1 Introduction

The irradiance caches can be reused for the efficient rerglefiwalkthrough an-

imations in static environments [91]. However, for dynamnvironments, such a
simple reusing technique may lead to invalid lighting. listthapter, we address
this problem and propose some extensions of irradiancescaemagement into
the temporal domain, specifically in the context of photorppiag technique.

Not only do we try to reuse the irradiance cache locationsalao we update the
cache values required in dynamic environments. For eachefrand each cache
location, a certain percentage of stored incoming radigaceples is updated po-
tentially for those scene regions in which lighting chanaeesthe most significant.
Additionally, in response to changing lighting and cameoaitions, new cache
locations are lazily inserted and unnecessary cache twatre removed. It re-
duces computational time significantly compared to frampdrme rendering. In
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addition, better animation quality can be obtained due ¢atéimporal coherence
between cache locations and cached incoming radiance ssmpl

Our space-time approach presented in this chapter focubgsipon efficient
computation of soft indirect lighting. Direct illuminatioand caustics as well as
all directional effects such as specular reflections ancheéibns are computed
from scratch for each frame.

In the first stage of the photon mapping algorithm, photorsterced from
light sources toward the scene, and photon hit points anstezgd in a kd-tree
structure, called photon map. Because this stage is dogegquarkly (compared
to the second pass), photons can be easily recomputed forfreace. The only
attempt at reusing photons for several frames was done forpemotion blur
for caustics [5]. In our approach, the photon map is compér@a scratch for
each frame, which guarantees that selectively updatedanmgpradiance samples
in the final gathering computation are correct.

In the following section, we extend the concept of irradeeache into the
temporal domain, in which case cached irradiance valuesamagge from frame
to frame due to dynamic changes in a scene.

7.2 Temporally Coherent Gathering

In this section we describe our approach to updating irremiacache values for
the subsequent animation frames. Our goal is to exploit teatwoherence of
incoming radiance samples contributing to each cache vahis requires sharing
information on the samples between neighboring frames aledtsvely replacing
those samples that become invalid due to changes in the dyearironment.

In Section 7.2.1 we describe data structures used for theming radiance
samples. Then in Section 7.2.2 we present our strategigsd@te those samples
selectively. In Section 7.2.3 we discuss the problem of simgpthe ratio of sam-
ples to be updated and we propose an algorithm for adaptigetim of such a
ratio for each cache.

7.2.1 Cache Data Structures

In the traditional irradiance cache algorithm [91, 90] piosiing each cache is a
view-dependent process. Then the numerical integrationooiming radiance is
performed by tracing rays towards the environment and giaipdighting infor-
mation. To produce high quality images a huge number of my®ced, and the
incoming radiance samples are immediately discarded a#teh cache value is
computed. In papers [66, 37] those samples are stored argjeeted to improve
interpolation between caches.
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In this research we show that storing incoming radiance $ssrip not only
feasible, but also offers many advantages for efficient ation rendering. For
each sampling direction, we store incoming radiance paakdéour bytes using
the common exponent method [88] which reduces the storageedhird of that
when using the standard floating-point format. The errohefitradiance estima-
tion caused by the inaccuracy of this format is negligibleshese an irradiance
value is the sum of a large number of incoming radiance sanplee distance to
the nearest intersection point is stored to reevaluate @nednic mean distance
[91] (the reciprocal of the sum of reciprocal distances)pper hemispherical di-
rections, which is required to compute optimal cache loreti The age of each
sample, which is a function of the number of frames since #mepe was com-
puted, is stored in a flag. This value is used to create an ajppated probability
density function which is used to decide in which order dits should be re-
placed (refer to Section 7.2.2). To save storage, we useatie fiag to indicate
whether the sample hits a moving object. This informationsed to adaptively
estimate the number of rays to be updated (refer to SectiB)7 The data struc-
ture for the incoming radiance sample is as follows:

struct Radi anceSampl e {

RGBE Li; /1l incom ng radi ance
/1 packed in 4 bytes
floatl1l6 D ; /1 distance to the nearest

/'l intersection point

/'l packed in 2 bytes
ushort flag; // nunber of franmes and

/1 the flag of hitting on

/1 dynam c objects

b

Each incoming radiance sample occupies 8 bytes. Usual@+2000 samples
per cache are required for a still image to remove artifacks #dne number of
irradiance values varies in each scene. We store the ingprattiance samples
on a hard disk. The overhead of the disk 10 is negligible beedhe samples are
accessed only once per frame when they are updated. In 8&ctiave provide
information on storage requirements for our test scenes.

We use the kd-tree data structure to store cache locatidhg iobject space.

7.2.2 Age Driven Cache Update

In this section we describe our solution for updating inaagniadiance samples
based on their age. For the purpose of illustration we shoWwiguire 7.1 our
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frame 1 frame 2 franme 5
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Figure 7.1: Sampling scheme for the irradiance cache. Ugmperinternal cache
structure with 16 stratified sampling directions in the ugpemisphere for frames
1, 2, and 5. The values in the grid cells are compute@*&s Lower row: The
corresponding cumulative distribution functioresd.f).

sampling scheme for a simple cache, which is composed of iflsa. The
grid depicts the stratified sampling directions over thearpgpemisphere. The
number in each cell shows the corresponding sample age whiteasured us-
ing the exponential functiod?s¢, where theage value is stored in the structure
Radi anceSanpl e. The graphs in the bottom row show the corresponding cu-
mulative distribution functionsc(d.f) of the sampling direction based on the
value of2%9¢. This value for the updated cells is reset to zero for theenurr
frame. Because all directions are computed from scratchfrione0O(the first
frame in each animation) the age values are set to O for dH.c€he age of all
cells is increased when the subsequent frame is processetie® cells in the
grid in Figure 7.1 indicate the selected cells for which im@og radiance value as
well as other records in the structuRadi anceSanpl e (refer to Section 7.2.1)
are updated by shooting a new random ray within the cell fat ftame.

Our purpose is to pick a number of sampling directions andacepthe old
samples by re-shooting the ray for each selected directibhe random per-
mutation algorithm that randomly changes the order of el@mes well suited
to our goals because we want to randomly pick directions with constraint
that they should not be the same for each frame. When we haegements
Vg, U1, - .., Um_1, @ random integer valu& in 0 < X < m — 1is chosen and the
last element,,, _; is swapped withyy. This process is repeated for the remaining
elementsyg, vy, ..., v,_2 until the number of the remaining elements becomes
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one. Figure 7.2 shows the pseudo-code of the random peforugdgorithm.

randonperm ()

el enments v[size]

m = size

while (m> 1)
X = uni form random i nt eger nunber

in the range of 0 and m1

swap v[m1l] and v[X]
m_

Figure 7.2: Pseudo-code of the random permutation algorith

It is straightforward to apply this algorithm to the elementhich have non-
uniform probability. Each time a random cell is selecte@ ¢hl.f. is rebuilt and
the uniform random valug&' in 0 < X < total_cumulative_value is mapped to
the cell in the grid.

120 T T T

100

80

60

40

Cumulative Value

20

0 4 (2,2) 8 12 16
Direction

Figure 7.3: A random numbe¥ is mapped to the index of a cell (2, 2) and a new
c.d.f. (the bold dashed line) is rebuilt after the selected cek @haded area) is
removed.

Figure 7.3 illustrates how the random value is mapped torttiex of a cell for
frame 5 in Figure 7.1. Because thal.f. is already sorted, the binary search can
be efficiently exploited for this complete balanced dataeAbne cell is selected,
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this cell is excluded from the.d.f. and a newc.d.f. is built for the remaining
cells as shown in the bold dashed line in Figure 7.3. This gseds repeated
until a sufficient number of directions are chosen. The psexatle in Figure 7.4
summarizes the overall algorithm.

This scheme makes sample directions uniformly distributeghace and time.
The recently selected cells are less likely to be selectad ththers in the subse-
guent frames.

render _ani mati on ()
render the first frame using traditiona
i rradi ance cache
for all remaining franes
phot on tracing
updat e_irradi ance_cache()
render the current frane

updat e_i rradi ance_cache ()
for every irradi ance cache E
create a cdf
n = the nunber of updated sanpl es
(refer to Equation (2))
updat e_i ncom ng_sanpl es(E, cdf, n)

updat e_i ncom ng_sanples (E, cdf, n)
while (n > 0)
pick a cell based on the cdf
shoot a gathering ray to the cel
del ete the entry of the selected cel
fromthe cdf and rebuild it
n__
eval uate irradi ance val ues

Figure 7.4: Pseudo-code of the overall algorithm

7.2.3 Adaptive Cache Update

So far we described in which order directions should be kgma Another ques-
tion is how many rays should be replaced for each cache.tiv#ly, this should
depend on the magnitude of changes in lighting: More raysilshioe replaced
when and where lighting changes quickly and less rays maybegh for slowly
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changing environments. We tried both uniform and adaptiwalver of replace-
ment rays. The uniform number approach is very intuitive kadls to refreshing
the same number of rays for every cache. For example, wheretattbes number
of replacement rays to 10% of the total number of strata, émelering speed is
roughly ten times faster. Moreover, it ensures that evergation is likely to be
refreshed after about 10 frames (the reciprocal of 10%)s teans that temporal
error propagation by reusing invalid samples for more th@ifrdmes is not very
likely.

16 T T T T
avg age

14 P ¢ ,maxage ;- .

12 | /’/ v \\4” V v Y \I/ \ ]
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Figure 7.5: The average and maximum age of samples measurraa &nimation
composed of 100 frames. The total number of considered sadigctions for
each cache was 500 and 10% of samples were replaced for eanb.frThe
average age is about 5.6 frames and the maximum age is 14sframe

Figure 7.5 shows the graph of the average and maximum agédifesdtions
when 10% of samples is replaced. We assumed that 500 dimeaie stored for
each cache and 50 directions are updated per frame. Thegavage of about 5.6
frames is obtained experimentally for an animation compagel00 frames and
it differs only slightly from the theoretical average agé §ames computed as:

50500 @
—Lw=lT 55 7.1
500 7.

The graph of the maximum age indicates that every ray isské&é at most
after 14 frames compared with the optimal 10 frames casesd bgperimental
data show that our algorithm works well in practice.
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a) b) c)

Figure 7.6: Adaptive cache update for scene regions in winidinect illumina-
tion changes rapidly: a) reference frame-by-frame sofytamd temporal update
solutions for b) uniform and c¢) adaptive number of refreghiays. Notice the
incorrect shadow which is cast by the ball in the corner inlhis shadow mostly
disappears in c).

The reason of the low average and maximum age at the leftnamsbpthe
graph is that all directions dtameOare computed from scratch.

We also tried an empirical adaptive approach which adjistsumber of the
replacement rays based on the number of rays which hit dynabjects. We
estimate the number of directions to be updated as:

Nupdate(z) - (Tmax - 7_Inin) * X + Tmin * N (72)

where N is the total number of gathering rays, thg, and .., are user speci-
fied percentages of the minimum and the maximum of updatesiaagz is the
number of rays which hit on the dynamic objects. This simpigigical strategy
works very well, especially in the scene regions near mowingcts. Figure 7.6
shows an example where a red ball leaves the corner and iisgralh the floor.
Figure 7.6a represents the reference solution of the sdifigct illumination. Fig-
ure 7.6b is rendered using a uniform number of refreshing fay every cache.
This solution leads to incorrect results at the corner neamboving red ball due
to a too small number of refreshing rays in this region. Feguéréc shows the
result of the adaptive scheme which is very similar to thenezfice solution.

7.3 Handling Irradiance Caches

In the previous section we discussed the issues of singleecapdate and the
goal of this section is the problem of cache locations. Weigoan two issues



7.3 Handling Irradiance Caches

77

specific to our approach that arise when the irradiance cdateestructures are
reused between frames. In Section 7.3.1 we discuss how wiéhaaches lo-
cated on moving objects. Then in Section 7.3.2 we presergajution to remove
redundant caches as camera and lighting change.

7.3.1 Transforming Caches on Animating Objects

Separating the irradiance cache data structure from thengei one is advanta-
geous because optimal cache locations can be selectecimattayly from the ge-
ometry. However, it is cumbersome in dynamic scenes beaagdes on moving
objects may no longer lay in the same position on a given serflar subsequent
frames. To solve this problem, we store the object ID for ezathe. This allows
us to move caches to different locations in the next frameis Téquires trans-
formation of a local coordinate system for each cache togovesthe directional
distribution of incoming radiance samples. Although theagling coordinates on
the moving objects are not precisely the same, artifact® wet visible in our

test scenes if a reasonable number of refreshing rays ienoh{esg., 10% of total
gathering rays) even for the scene in which the ball is rgltamd the normals on
the ball change quickly (refer to Figure 7.6). For fast mgvabjects a complete
update of all incoming radiance samples can be also corsider

7.3.2 Removing Redundant Caches

When objects are moving, the optimal distribution of cacloatmns is changing.
If an object approaches another surface the value of a hacrme@an distance
becomes small and the valid domain of the irradiance cactleaseased, which
leads to denser cache locations in such regions. Becaaskaince cache algo-
rithm has a unique lazy construction mechanism, new cadleesiraply inserted
when valid caches are not found near the query location. Tobklgm occurs
when the object moves away from a surface. In this case, thadmc mean
distance of each cache becomes large and the valid cachendmmigeases. In
such regions, some caches become redundant. This problBuastsated in Fig-
ure 7.7a where the rolling red ball leaves many redundaritesaalong its motion
trajectory.

It is difficult to find an optimal layout of caches which comiglly covers all
visible surfaces and leads to a minimal number of cacheswitaffecting image
quality. Our solution is inspired by neighborhood-basedtsication approach
[87] developed in point-based rendering to remove supearfiymwints. We sim-
ply remove caches when too many valid caches are found at kmaikgons. For
each cache location, a nearest neighbor search is donee tfuimber of found
neighbors is bigger than some threshold number (for exabp)ethis cache is
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removed. Figure 7.7b shows the result of applying this ptace and as can be
seen many redundant caches are successfully removed. ikiptia¢ data struc-

ture for each cache to be removed is not efficient, so at firshewk all redundant

caches and hide them for the subsequent cache density gjuafier all caches

are examined, marked caches are removed and the kd-trelamcbd in a packed
heap data structure.

e " b

Figure 7.7: Irradiance cache locations: a) redundantisraz caches resulting
from the ball motion on the floor, b) result of removing thewadant caches.

7.4 Results

We tested our algorithm for three different scemesx, LIGHT andRoOOM (refer
to Figures 7.8, 7.9 and 7.10, respectively). For #leex scene indirect lighting
changes significantly in the proximity of regions traverdsdthe object. As a
result of the motion of the red box towards the light sourterg color bleeding
effects can be seen on the ceiling. For theHT scene the light source turns
toward the left red wall, which results in strong color bleepfrom that wall. The
ROOM scene is substantially more complex and we consider botmthteon of
light (sun position) and of objects (rotating fan) simukansly. In all our test
scenes indirect lighting changes quickly and those chaafjest either a large
portion of the scene, so these test scenes are very diffsétscfor our algorithm.
We expect that in many practical applications the indiriggtting changes will be
more moderate.

The animation sequences were rendered by our experimemtdérer on a
Pentium 4 Xeon 1.7 GHz, 1 GB memory, Debian GNU/Linux. In betx and
LIGHT scenes 192 incoming radiance samples are considered tocaabe, and
768 samples are used in tReomM scene. Incoming radiances are refreshed using
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a) d)

c) f)

Figure 7.8: Selected frames for tB®Xx animation sequence. In the left column
the final frames are shown while the right column shows theesponding indi-
rect lighting solutions computed using temporally cohégathering.
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c) f)

Figure 7.9: Selected frames for thesHT animation sequence. In the left col-
umn the final frames are shown while the right column showscthreesponding
indirect lighting solutions computed using temporally ecdnt gathering.
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Figure 7.10: Selected frames for tReom animation sequence.
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Scene Tt Ty T; T total
BOX Ref | 21.6| 1.0| 19.3 41.9 1 h3min
Our|21.6| 1.0 6.7 (x2.9)| 29.3 (x1.4) 45 min
LIGHT | Ref | 24.3| 1.1| 34.3 59.8 1 h 31 min
Our|244| 1.1 6.6 (x5.2)|] 32.2 (x1.9 49 min
ROOM | Ref | 34.6| 11.6| 674.6 720.9 18 h 14 min
Our| 34.6|11.6| 74.3 (x9.1) 120.8 (x6.0)) 3 h 14 min

Table 7.1: Timings for scenesoX, LIGHT andrRooM shown in Figures 7.8, 7.9
and 7.10, respectively. All timings except the last columa given in seconds.
The row “Ref” presents timings of the reference solutionwinich all frames
are computed independently. The row “Our” presents timiofysur solution.
The columns show the average time per frame for each compofign photon
tracing and precomputation of irradiance [T}, - direct illumination,T; - indirect
illumination. The columr{’ is the average time per frame for all components, i.e.
T =T, + T, + T;. The values in the parentheses show the acceleration $actor
compared to the corresponding reference solution. Theclalsimnn shows the
total timings for rendering all frames.

the aging method. The,;, andr,., parameters for adaptive control in Equation
(7.2) are set to 0.05 and 1.0, respectively. The image rasoléor both anima-
tionsBOX andLIGHT is 320 x 240 and the one farooM is 564 x 240.

Detailed timings are shown in Table 7.1. The photon tracimgj the precom-
putation of irradiance [7] (refer to the timings in colunfi),) are repeated for
each frame. The precomputation of irradiance is time comsgiifabout 40—60
% of T},;), but it vastly accelerates the computation of the indiftination in
both the reference solution and ours. So we used this teganajrender all an-
imations. Columrl}; shows timings for the direct lighting computation which is
repeated for each frame from scrat@h, and7; are usually a small fraction of the
total computation time for complex scenes. We did not oéur experimen-
tal code to speed up those computations. Coldimshows timings for indirect
lighting reconstruction including the overhead of temppracessing. Significant
speedup of 3-9 times with respect to the reference framkamge solution was
achieved. Columfl’ summarizes the overall processing time per frame. Note that
our algorithm performs much better for the more comm®oM scene.

The number of irradiance samples and the resulting storg@nements are
shown in Table 7.2. Since the irradiance cache data aredsitotbe object space
the storage requirements weakly depend on the frame résolifor example, in
the ROOM scene the number of irradiances becomes 1.7 times biggensizn
the image resolution is quadrupled. Recently, Gautron.efzdl] demonstrated
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Scene| N #E Size
BOX 192| 4,009, 6.2 MB
LIGHT | 192 | 4,377| 6.7 MB
ROOM | 768| 11,599| 71.3 MB

Table 7.2: The size of the irradiance caché: the number of incoming radiance
samples per an irradiande(refer to Equation 7.2), £ - the number of irradiance
values, Size - the storage requirement of incoming radiaaogples.

Tmin | RMS Error| T;
10 % 0.5% 7.3
5% 0.6 % 6.7
25% 0.8% 6.1
1.25% 1.1% 5.9

Table 7.3: The RMS Error measured in respect to the referaoge-by-frame
animation for thesox scene for various settings af,;,, which decides upon the
minimal number of updated rays (refer to Equation 7.2)., = 100% was as-
sumed. As in Table 7.T; denotes the average time per frame (measured in sec-
onds) for the indirect illumination computation during daming.

that spherical harmonic bases can be used to store comaciyadiance field
over the hemisphere. We could also consider this approaohriapplication to
reduce the storage costs.

The visual quality of an animation produced by our technigueetter than for
the reference solution (obtained with traditional irratia cache) because tem-
poral flickering is significantly reduced. When single frana@s compared they
look almost perfectly the same as the reference soluti@R¥S errors are 0.6%,
0.5% and 2.7% for th@oX, LIGHT andROOM scenes respectively). All frames
are of similar quality because our algorithm does not acdataierror and re-
freshes all gathering rays. Table 7.3 summarizes changged®MS error as a
function of r,,,;, for theBox scene. Similar results have been also obtained for the
other test scenes.

Figure 7.11 depicts the values of incident radiance sammles the hemi-
sphere for a selected cache location. The samples are edptuthe middle of an
animation sequence in order to check whether errors in tadile do not accumu-
late as a function of time. As can be seen the directionaibligton of samples is
very similar for the frame-by-frame computation and our hoet. The graphs in
Figure 7.12 show changes of the irradiance value as a funefitme for both ap-
proaches. The irradiance is measured for 90 subsequenggrafimne same cache
location as in Figure 7.11 is considered. Again, the cowadpnce between the
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two graphs is good. A small time lag between the two graphsbeaobserved
because samples are reused only in the “chronological’torde

Y e —

Figure 7.11: Distribution of incoming radiance samplesrdkie hemisphere for a
selected cache location at the floor, which is shown as thengtet in the bottom
image: a) the frame-by-frame computation and b) our metthoélaof samples is
refreshed for each frame according to the aging criterion).

7.5 Conclusions

We presented a simple, general, and effective method fopating soft indi-
rect illumination in dynamic scenes. Our algorithm regsiite build a cumulative
distribution function €.d.f) for each irradiance cache to decide the order of di-
rectional incoming radiance samples updates based onabeir The gathering
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Figure 7.12: Changes of irradiance value as a function of tonthe Box anima-
tion at the cache location shown in Figure 7.11. The grapth®frame-by-frame
approach is drawn as the solid line, while the dashed lineasl for our approach.

rays are updated taking into account the probability inalekef. within the limits
of user-set minimum and maximum refreshing sampling ratiQs, and 7.5 ).
By contrast to traditional approaches which compute gldhahination for ev-
ery frame from scratch, our algorithm updates a rather smatiber of incoming
radiances. It speeds up expensive indirect illuminatiommatation 3—9 times
compared to the currently fastest rendering algorithm.oAtemporal flickering
of indirect lighting component is substantially reducee doithe use of temporal
coherence. This is achieved by sharing the same cachedonsaind incoming
radiance samples between subsequent frames. Our algacdhnimandle gen-
eral animations including light source motion. Camera atimnadoes not affect
cached indirect illumination and new irradiance cachesreerted only when oc-
cluded parts become visible for subsequent frames. Ouritigofits well to the
photon mapping algorithm [33] in which direct illuminationaustics, specular
reflections and refractions are computed on a frame-bydrhasis while diffuse
interreflections can be accelerated using our technique.

As future work we plan to experiment with more compact repngstions for
incoming radiance using wavelets or spherical harmonitg [Also, we plan to
investigate the applicability of our technique to rendeder@ately glossy surfaces
using directional information which we store in our cachtaddructure. This will
require the development of new criteria controlling theslgnof cache locations,
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which will be sensitive to surface glossiness. To reducentin@ber of caches
required for high quality rendering of moderately glossyfaces we plan to use
the final gather reprojectiotechnique [37].



CHAPTERS8

Importance Sampling in Final
Gathering

In this chapter, we propose an efficient algorithm for hamglstrong secondary
light sources within the photon mapping framework. We idtroe an additional
photon map as an implicit representation of such light sesir@t the rendering
stage, this map is used for the explicit sampling of strordjratt lighting in a
similar way as it is usually performed for primary light soas. Our technique
is fully automatic, improves the computational performanand leads to better
image quality than traditional rendering approaches.

8.1 Introduction

A naive sampling with a uniform distribution of sampling elttions in a space
may lead to very poor convergence of the irradiance integrathich manifests
in noisy pixels for scenes with significant variations ofliogng distribution. An
efficient way to improve the performance of the irradiandegmation is to sample
more densely those scene regions which significantly dartito illumination at
a given cache location. For glossy surfaces, an easy impma@tsampling scheme
can be considered by grouping sample directions arounckfleetion direction in
respect to the eye position. However, for diffuse surfattes jmportance criterion
fails. In this chapter, we propose an efficient importancegang scheme which
handles this difficult case. Our solution is embedded in®ghoton mapping
algorithm framework [33].

Slowly changing (soft) indirect lighting is reconstructedm the global pho-
ton map through the irradiance cache technique [91, 90,r88jr(to Section 2.10
for more details). For each cache location, irradiance tisgrated over a scene
by sampling the incoming energy for selected directionsrefiuce the variance
of such sampling, the hemisphere of all possible directisisglit into strata, and

87
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a small number of sample directions (usually one) are ramglohosen for each
stratum (refer to Figure 2.2).

This approach works well for scenes with low variation ohligmg distribu-
tion but leads to a huge number of samples when density obpkan the global
photon map significantly changes among scene regions. Tddaardensity of
samples should correspond to the density of photons storéetimap. However,
the estimation of photon density would require projectihgremse photons on the
hemisphere centered at a given cache location and it is tsibycdNVe propose
a simpler solution which involves splitting photons intootwmaps in the global
photon map. In the first map called thagh-energyphoton map, photons in very
bright scene regions are stored. The second map calletbwhenergyphoton
map stores the remaining photons, which effectively leadshtall spatial varia-
tions of their density. In terms of irradiance integratitins map can be properly
sampled by a small number of uniformly distributed samplifigections. The
high-energy map involves explicit directional samplingvéods regions of high
photon concentration with controllable angular densityrn@diance samples. In
the following section, we introduce our algorithm for spiig the global photons
into those two maps.

8.2 Algorithm

In the first step of our algorithm a voxel grid which contaihe whole rendered
scene is built. Each voxel has a counter which is the numbghofons hitting
on surfaces in this voxel. During the photon tracing stagjepleoton hit points
are initially stored in the low-energy photon map. Howewvdnen the number of
photons stored in a given voxel is equal to a specified thtdskadue c,,,., all
subsequent photons are stored in the high-energy photon map should be
chosen so that photons are captured in this map only forgtsenondary lights.
In practice, the user decides on the threshold irradiankeeVva,,,., which is then
used to compute the correspondifng, using the following relation:

c . EmaxA
max A@

(8.1)

whereA® is the radiant power carried by each photon ang 7?2 is an estimate
of the surface area in the voxel of the edge lerigth £, can be automatically
selected as a function of the average scene irradiahgg which is estimated for
a certain percentage, of the pilot photons as:

nA®

Atotal

Eovg (8.2)
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Figure 8.1: Distribution of photon hit points stored in thghenergy photon map
for the scene shown in Figure 8.3. The black dots in the upmderdgion around
the primary light source represent photons from this map.

wheren is the number of photon hit points fer, of all traced photons (usually
we assumey, = 10%) and A, is an estimate of the surface area for all objects
in the scene.

Figure 8.1 shows the distribution of photons stored in tlghfenergy photon
map, which was obtained using this procedure. Althoughdbieeme is fast and
sufficiently accurate for our purposes, more elaborate otthio examine the
density of photons are presented in [68].

During the rendering stage, the high-energy photon maped ts explicitly
sample irradiance at a given pointin the scene by shooting rays toward the
random locations inside the corresponding voxels. The reurabrays per voxel
can be either proportional to the photon count in each voxi¢lban be just a fixed
number. The reflected radiance at the locatidar strong secondary light sources
is represented as the integral of the differential irraded¥ for each high energy
voxel:

L(I,w):/Qf(x,w,w/)V(x,w')dE(:z:,w’) (8.3)

Here Q) is the set of high energy voxels and(x,w’) is the visibility function
(V(z,w") = 1 when the ray traced fromin the direction.’ arrives to the selected
voxel, otherwisé/ (z,w’) = 0).
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Figure 8.2: The schematic view of computing the differdntimadiancedE for
the selected voxel. The black dots inside the voxel reptgdswston hit locations
with marked incoming directions.

Figure 8.2 illustrates the schematic view of the differahtradiancelE com-
ing from a selected voxel. The differential irradiant® is computed as:

dE(z,0") = Lij(z,")(w" - N)dd' (8.4)
. W' NHA
az = WA (8.5)

The reflected radianck;(z, w”) from a secondary light source (a selected voxel)
is approximated by the density estimation of the high-epetgppton map.N and
N’ are the normal vectors at the locatierand the selected location inside the
voxel, respectively. Here,” = —u' and! is the distance between the location
and the location inside the voxel. The meaningdofs the same as in equation
(8.1).

8.3 Results

We tested our algorithm for scenes shown in Figures 8.3 ahdAl images are

rendered on a Pentium 4 Xeon 1.7 GHz, Debian GNU/Linux PC.
Forimages in Figure 8.3 the irradiance integration is penkd for each pixel

(the final gathering procedure). Figure 8.3a presents thdtref stratified sam-
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a | b)

Figure 8.3: Final gathering procedure. Size: 32@40 pixels, a) 768 stratified
samples/pixel, rendering time 21 min and b) 278 (48 stratifiamples + 230
explicit samples) samples/pixel, rendering time 9 min.

pling for 768 samples per pixel using the traditional glgbabton map. Although

rendering requires 21 minutes, stochastic noise is stiltgieable. Figure 8.3b
shows the results obtained using our technique. The imagmdered using 48
stratified samples towards the low-energy photon map andefflcit samples

towards high-energy secondary light sources. The renglénmne is 9 minutes.

Although in our approach nearly three times less samples hagn computed the
overall image quality is significantly better than in Fig@.&a.

In Figure 8.4, we demonstrate our algorithm in a more compk®ene. The
image is rendered using the irradiance caching. Becauseddence integration
is performed only on the irradiance cache locations, sicguifi speedup of the
computation is achieved. 300 stratified samples towardsotheenergy photon
map and 98 explicit samples towards the high-energy photap ane used for
each irradiance integration. The total number of cachetimeais 13,666 and the
rendering time is 10 minutes for the image resolution of &, %2480 pixels.

8.4 Discussion

Our algorithm separates the global photon map into the lod+agh-energy pho-
ton maps. The former map is used for the irradiance integmads in traditional
photon mapping algorithm. Because of the lower variatioptadton distribution
in this map a high accuracy of such integration can be easfiieaed using only
a small number of sampling directions. The high-energy pheohap associated
with the voxel grid identifies strong secondary light sosreghich are explicitly
sampled by shooting rays toward the corresponding direstio

A similar idea is implemented in tHeadiancaendering system [92], in which
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Figure 8.4: The image is rendered by our algorithm using tfagliance caching.
Size: 1,128x 480 pixels, 398 (300 stratified samples + 98 explicit samdam-
ples/cache, 13,666 caches, rendering time 10 min.

bright scene objects can be manually chosen as the secdigtdargources. This

scheme works only in the case when the bright objects are kmowdvance and
can be manually selected as virtual lights to be explicéliynpled at the rendering
stage. The advantage of our algorithm is that it can be agpligomatically for

any scene. Since we use the photon map and voxel grid datiustes, our sec-
ondary light source representation is independent of apg tf scene geometry.
In our technique strong secondary light sources are autoatigtselected and the
user must specify just one parameter to control this choice.

Another related work is the importance sampling using thet@h map al-
gorithm [31] in which the importance directional functios built based on the
photon map at each rendered pixel. Our algorithm requirdsutia the impor-
tance positional function only once as the photon countémbxel grid. In our
method, the important directions are immediately foundefach pixel by picking
the selected voxels.

8.5 Conclusions

We presented an efficient algorithm for rendering sceneb stiiong secondary
light sources. The performance of our algorithm is the Ibetteen a scene has the
bigger variations in secondary lighting across the whoénsc Our technique can
be considered as a variant of importance sampling embeaddethie framework
of photon mapping algorithm.

As future work we plan to extend our technique to handle dyinasoenes.
We intend to exploit the temporal coherence in indirect tiigdp distribution to
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improve the computation efficiency.
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CHAPTER9

Conclusions and Future Work

Global illumination is an important visual cue in photo istt rendering of ani-
mations. Producing high quality animations featuring tfect appearance and
compelling lighting effects is very time consuming usingditional frame-by-
frame rendering systems. In this thesis, we presented a @&wuafilglobal illumi-
nation and rendering solutions that exploit temporal cehee in lighting distri-
bution for subsequent frames to improve the computatiofopeance and overall
animation quality. Our strategy relied on extending intmp®ral domain global
illumination and rendering techniques such as densitynedgton path tracing,
photon mapping, ray tracing, and irradiance caching, whehe originally de-
signed to handle static scenes only. This strategy of ektgnarious algorithms
is justified since the best technique which is suitable fbtygles of scenes and
applications simply does not exist. Our solutions led tamigant improvements
of the computation performance and animation quality tglotine suppression of
temporal aliasing. A practical question aris®ghich of the presented techniques
should be chosen for a given application?

In Chapter 4, we proposed an application of image-based icpodsto derive
inbetween frames based on a small number of high qualityreesed keyframes.
The key aspect of our algorithm was the perception-driveyirkene placement,
which led to the significant reduction of image warping axtis. The technique
works well only for static scenes and walkthrough scenait® performance of
this technique can be affected for scenes with many spechbjects for which the
computation must be performed in principle for each framsing our perception-
based quality metric made it possible to determine for wipiels and frames
such computations must be performed to avoid perceivabfa@s.

In Chapter 5, we extended the density estimation path traadogyithm into
the temporal domain by sharing photon-hit points betweerstibsequent frames
and using advanced spatio-temporal filters for lightingorestruction. The re-
sulting spatio-temporal photon density estimation teghaiseems to be the most
suitable for practical animation systems, where the randespeed is the key
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factor even at the expense of lower accuracy in the lightmgmutation. This
method does not require to store photon-hit positions betwike subsequent
frames. Photon counters for each mesh element are sufftoiaignificantly re-
duce the memory requirements. Recently, the technique mypemented as a
plug-in for the 3D StudioMax system [94], and experienceththe exploitation
of this technique in the animation production are very good.

In Chapters 6-8, we proposed a number of extensions to themphatpping
technique and focused on the problem of efficient rendersigguthe irradiance
cache approach. We extended the irradiance cache intortigotal domain by
reusing cache locations (Chapter 6) and selectively upglalirectional samples
that contribute to the cached irradiance whenever requdrexito changes in a
scene (Chapter 7). Both techniques are suitable for all egijpins in which the
quality requirements are very high. The photon mappingrgre based on static
and dynamic photons (Chapter 6) is suitable in particulatifose applications in
which scene changes do not significantly affect the lightiistribution (a vast ma-
jority of photons can be classified as static). Selectiveatgodf irradiance cache
(Chapter 7) is suitable for any two-pass global illuminatsatution including ra-
diosity, density estimation, and photon mapping. It leadsignificant reduction
of the computational cost. Efficient handling of strong setary emitters in the
irradiance cache approach as proposed in Chapter 8 improgesmputational
performance for scenes featuring unbalanced lightingidigtons. The extension
of this technique into the temporal domain was relegateditasd work.

The common denominator for all presented algorithms is they lead to
high quality animations. However, each algorithm has ite aWaracteristics and
constraints which may affect the quality of frames. Tablke ummarizes those
characteristics and constraints for all of the algorithmegppsed in this thesis. The
interpretation of columns in this table is as follows. Thinest column refers
to the chapter number in which a given algorithm was preseniéhe column
ANIMATION TYPE specifies which component describing rendered scene can be
changed from frame to frame. The columeHTING describes for which lighting
component the temporal coherence between frames is usedn&w interest is
the computation of indirect illumination which is the masté consuming part of
global illumination. The colummEMPORAL COHERENCHIescribes our approach
to the lighting computation for each frame (i.e., in the temg) domain). The
columnRENDERING METHODspecifies which global illumination and rendering
algorithms are used. The colunRRECISIONdetermines at which level global
illumination is solved and temporal coherence is exploited

The algorithms proposed in this thesis have also a numbé&ndétions. The
problem of light transport in participating media has beempletely ignored.
It means that we consider only the case in which rays travelden surfaces
without any interaction with media. However, an extensiéroar algorithms
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such as spatio-temporal density estimation and irradi@aching seems to be
feasible for the participating media as well. It can be aernesting direction of
future work especially given that the global illuminatiosneputation is even more
costly in this case, and therefore exploiting temporal cehee may lead to more
spectacular speedup.

Another promising direction of future work is an efficientrtating of glossy
surfaces. Our spatio-temporal density estimation andliewece caching algo-
rithms are basically limited to diffuse surfaces. In thetier case, glossy surfaces
could be handled, but then photons should be stored alomgRetr incoming di-
rections and significantly more photons should be consthefalditionally, the
granularity of mesh should be reduced, which may lead to afosion of mesh
elements. A better chance of handling glossy surfaces haspatio-temporal
irradiance caching algorithm. This approach would reqameextension of data
structures to similar as presented in [40].



98 Chapter 9: Conclusions and Future Work
ANIMATION | LIGHTING | TEMPORAL RENDERING PRECISION
TYPE COHERENCE METHOD
Chapter 4| camera direct exact lighting| ray tracing outgoing
+ computed only + radiance
indirect for keyframes | image-based | L,[W/m?/sr]
rendering per pixel (image
space)
Chapter 5| camera indirect rough indirect| ray tracing irradiance
+ lighting compu-|  + E[W/m?] per
object tation for each spatio-temporall mesh element
frame density estima+ (object space)
tion
Chapter 6/ camera indirect separate comr photon mapping irradiance
+ putation of| + E[W/m? per
object static and dy- irradiance cache location
namic lighting| caching (object space)
components
Chapter 7| camera indirect re-using and up: photon mapping incoming radi-
+ dating informa-| + ance samples
object tion from the| irradiance Li[W/m?/sr]
+ previous frames caching at cache lo-
light cation (object
space)
Chapter 8| - strong - photon mapping -
indirect +

irradiance

caching

Table 9.1: Synthetic summary: Basic characteristics obritlgms developed

within the scope of this thesis.
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