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Abstract

In this thesis we define a framework for the specification of dynamic behavior of software systems. This framework is motivated by the state as algebra approach and the model-oriented language Z. From the state as algebra approach we use the idea of modeling the environment and the state components as structures of an institution. However, in contrast to the state as algebra approach, states in our framework are modeled by structures from any suitable institution not only those having algebras as their structures. From Z we use the idea that environment, state spaces, and relations between state spaces are specified using the same logic, and how more complex relations can be constructed from simpler ones by means of the schema calculus. However, we differ from Z in that our framework can be instantiated by different institutions while the approach of Z can only work because of the particular logical system used by Z.

Zusammenfassung

Extended Abstract

In this thesis we study relations between abstract datatypes. Relations between abstract datatypes can be used to specify the dynamic behavior of software systems. An abstract datatype, a pair consisting of a signature and a class of structures over that signature, defines the state-space of a software system, and relations between abstract datatypes define how the state of a software system changes.

Our approach is connected to the state as algebra approach, where the state of a software system is modeled by an algebra, for example, [33, 4, 22, 29, 59, 20, 16, 23]. However, in a similar way as Goguen and Burstall [13] used the notion of institution to define the semantics of the specification language Clear independent from a particular logical system, we use institutions to study relations between abstract datatypes from an arbitrary institution, not only those consisting of a many-sorted signature $\Sigma$ and a class of $\Sigma$-algebras as in the state-as-algebra approach. For example, we define the institution $\mathcal{SET}$ that models the logical system of the model-oriented specification language $Z$ [56], which is based on set-theory. But not only institutions for existing logical systems may be used, one is free to define ones own institution whose structures model in a more appropriate way the states of the class of software systems one is dealing with.

Our approach is also similar to the way the dynamic behavior of software systems is specified in $Z$. However, $Z$’s method depends on the particular logical systems used by $Z$. In this thesis we show a way to uncouple $Z$’s method from the underlying logical system. This yields a specification method which is in many aspects similar to $Z$’s method, but can be used with any suitable logical system, including the logical systems used for the state as algebra approach, as well as the logical system used by $Z$.

The method we use in this thesis is to model relations between abstract datatypes again as abstract datatypes. To this end we define the institution $\mathcal{R}_{\mathcal{I}}$ which is based on a suitable institution $\mathcal{I}$. Then relations between abstract datatypes from $\mathcal{I}$ are modeled by abstract datatypes from $\mathcal{R}_{\mathcal{I}}$. This has the advantage that a lot of results from the institution independent theory of abstract datatypes can be reused for the specification of relations. For example, we use the operations defined by Sannella and Tarlecki [50] as the basis for the specification language $\texttt{RSL}_{\mathcal{I}}$ used to specify relations. We show also how to reuse the proof calculus for proving properties of abstract datatypes and entailment of abstract datatypes, for example, from Wirising [61], to prove properties of relations and entailment of relations.

The results of this thesis can be used in two ways to specify the dynamic behavior of software systems. First, $\texttt{RSL}_{\mathcal{I}}$ can be used as the basis for a more practical specification language. However, new tools have to be designed and implemented for that language. Another way is to use the translation $G^A$ of abstract datatypes in $\mathcal{R}_{\mathcal{I}}$, that is relations, to abstract datatypes
in $\mathcal{I}$, which has the property that it preserves entailment. Then one can reuse any specification language having as semantics abstract datatypes in $\mathcal{I}$ together with its tools to specify relations. This yields a specification style similar to that used by $Z$. 
Ausführliche Zusammenfassung


Unser Ansatz ist ähnlich der Methode, die in Z verwendet wird um das Verhalten dynamischer Systeme zu spezifizieren. Allerdings hängt die Methode von Z von der speziellen Logik ab die Z verwendet. Ein Resultat dieser Arbeit ist die Trennung dieser Methode von der Logik, die Z verwendet. Das Ergebnis ist eine Spezifikationsmethode, die in vielen Aspekten der von Z entspricht, aber nicht von der Logik von Z abhängt. So ist es zum Beispiel möglich Varianten von Gleichungslogik zu verwenden, aber auch wieder die Logik von Z.

In unserem Ansatz modellieren wir Relationen zwischen abstrakten Datentypen wieder als abstrakte Datentypen. Zu diesem Zweck definieren wir eine Institution $\mathcal{R}_\mathcal{I}$ basierend auf einer geeigneten Institution $\mathcal{I}$, deren abstrakte Datentypen Relationen zwischen abstrakten Datentypen von $\mathcal{I}$ repräsentieren. Dieses Vorgehen hat den Vorteil, daß die Theorie der abstrakten Datentypen, die unabhängig von einer speziellen Institution ist, auf Relationen zwischen abstrakten Datentypen angewandt werden kann. Zum Beispiel liefern die Operation auf abstrakten Datentypen, wie sie bei Sannella und Tarlecki [50] definiert sind, die Basis für eine rudimentäre Spezifikationssprache $\mathcal{RSL}_\mathcal{I}$ zur Spezifikation von Relationen und wir zeigen wie man Inferenzsysteme, die es erlauben Eigenschaften von abstrakten Datentypen abzuleiten (zum Beispiel Wirsing [61]), anwenden kann um Eigenschaften von Relationen abzuleiten.
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1 Introduction

It is well recognized that at least some, if not all, aspects of a software system should be formally specified. Among these aspects are the functional requirements and the dynamic behavior of a software system. A specification of the functional requirements is concerned with the data of a software system and how this data is transformed by functions. Usually property-oriented, also known as axiomatic or algebraic, specification languages are used for functional requirement specifications. When writing property-oriented specifications, one first defines the sorts and functions involved; then, their properties are defined by using equations or, more generally, first-order formulas. Examples of property-oriented specification languages are Clear [13], the Larch Shared Language [34], ASL [3], OBJ [28], Obscure [41], ACT [15], and CASL [45].

A specification of the dynamic behavior of a software system is concerned with the changes of the behavior of that system after performing some operations. This means that the system may react differently on the same operation depending on the operations that have been performed in the meantime. An example is the top operation of stacks which returns the top-most element of a stack. The result of two successive top operations yields different elements if a pop operation which removes the top-most element of a stack is performed in between the top operations. This leads to the notion of state of a software system which is an abstraction of the history of a software system. Model-oriented specification languages are often used for dynamic behavior specifications. When writing model-oriented specifications one first constructs an abstract model of the state of the software system and then defines for each operation the effect of this operation on the state. Examples of model-oriented specification languages are Z [56], VDM [40], and B [1].

In general, functional requirement specifications precede dynamic behavior specifications in the software engineering process, in particular, if the target programming language is imperative or object-oriented. The dynamic behavior specification can be seen as a refinement of the functional requirement specifications. Take for example a functional requirement specification of the union operation of sets. Given two sets, the result of the union operation is a set that contains as its only elements all the elements of the argument sets. A dynamic behavior specification specifies in addition whether a new set is created for the result while the arguments remain unchanged, or if the elements of the second set are added to the elements of the first set and thus change the first set.

However, a functional requirement specification need not be followed by a dynamic behavior specification if, for example, the target programming language is a functional language. Similarly, one may omit the functional requirement specification and directly start with a dynamic behavior specification if its style is more appropriate to the software system that is
to be specified, for example a database system.

In the two-tiered approach of Larch [34] functional requirement specifications and dynamic behavior specifications are combined. The datatypes which are used to model the states are given as functional requirement specifications. For this the Larch Shared Language is used which is a specification language based on many-sorted total algebras and equational logic with constraints. For each target programming language there exist different Larch Interface Languages for the specifications of the dynamic behavior of the functions, procedures, or methods of that programming language.

A problem with the two-tiered approach of Larch is that for each programming language the state is modeled in a different way. This is in contrast to the state as algebra approaches where not only the used datatypes are defined by algebras, but also the states. This has the advantage that the datatypes used by the components of the state as well as the set of admissible states of a software system can be specified by the same specification language.

There are quite a few specification languages and methods using the state as algebra approach, for example, Gurevich's Abstract State Machines [33], also known as evolving algebras, d-oids by Astesiano and Zucca [4], COLD-K by Feijis and Jonkers [22], transition categories by Große-Rhode [29], equational dynamic logic by Wieringa [59], an informal proposal to dynamic algebras by Ehrig and Orjeas [20], the implicit state approach by Dauchy and Gaudel [16], and the proposal by Ganzinger to model the semantics of programs by transformation of algebraic theories [23].

In this thesis we abstract away from the use of algebras to model states; instead, we use structures from any suitable institution. Goguen and Burstall [13] introduced the notion of institution to define the semantics of the specification language Clear independent from a logical system. In a similar way we use institutions to define a framework for dynamic behavior specifications which can be instantiated, for example, with states modeled as many-sorted total algebras, many-sorted partial algebras, order-sorted algebras, and first-order structures. In addition, we define two new institutions which can be used to model states. The institution LSL models the logical system of the Larch Shared Language, and the institution SET models the logical system of the model-oriented specification language Z.

Given a specification language whose semantics are abstract datatypes, that is pairs consisting of a signature and a class of algebras over that signature, then a specification in that specification language defines the state space of a software system. Operations that modify the state of a software system are relations between abstract datatypes or, more precisely, relations between the classes of algebras given by abstract datatypes.

In this thesis we concentrate on the specification of state transformations, that is we study relations between abstract datatypes. We provide a set of basic operations to construct complex relations from simpler ones. These operations are parallel composition, extending the domain of a relation by adding new state components, and restricting a relation by hiding state components. Other operations, like sequential composition, can be defined in terms of these basic operations.
Another way to define state transitions relates the state components before and after a state transformation using formulas. Our approach is based on the observation that we can use the same kind of formulas that were used to define the components of the environment and the set of admissible states to relate the state components before and after a state transformation. These formulas depend on the logical system we use for the states; however, they do not depend on a particular logical system, like equational logic or first-order logic.

We also provide an inference system for proving properties from relations. This inference system is based on an inference system for the institution used to model the states. This allows us to reuse theorem provers for the base institution, if existent, to prove properties of relations.

This work is strongly influenced by the model-oriented specification language Z [56, 57]. In Z states are modeled as elements of schema-type, state spaces as schemata which are sets of elements of schema-type, and operations (relations between state-spaces) again as schemata. The schema-calculus allows to construct complex state spaces and operations from simpler state spaces and operations. Since state spaces and operations are schemata, the schemata are objects in the logical system underlying Z, proving properties of states and proving operations are done using the same inference system.

However, the fact that schemata are objects of the logical-system of Z implies that the method used by Z for the specification of state-based software systems depends on the particular logical system of Z and thus cannot be applied directly to the state as algebra approach.

In this thesis we present a way to uncouple Z's method for the specification of state based systems from the logical system used by Z. This is based on the close relationship between schemata and abstract datatypes already observed by Spivey [56]. This yields a specification method which is in many aspects similar to Z's method, but can be used with any suitable logical system, including the logical systems used for the state as algebra approach.

### 1.1 Relations between Abstract Datatypes

As an example of a relation between abstract datatypes consider a simple counter with an increment operation. The state space of the counter is modeled as a class of $\Sigma$-algebras $M_C$ where $\Sigma_C$ is a many-sorted signature with one sort $\textbf{Nat}$, an operation $\textbf{succ}$ from $\textbf{Nat}$ to $\textbf{Nat}$, and constants $\textbf{zero}$ and $c$ of sort $\textbf{Nat}$; and $M_C$ has the following properties: For each algebra $A$ in $M_C$ $A(\textbf{Nat})$ is the set of natural numbers $\mathbb{N}$, $A(c)$ is an arbitrary natural number, $A(\textbf{zero}) = 0$, and $A(\textbf{succ})(n) = n + 1$ for each natural number $n$.

The relation $\textbf{Inc} \subseteq M_C \times M_C$ is defined as all pairs $(A, B)$ such that $B(c) = A(c) + 1$. Note that, because of the way $M_C$ is defined, $A(\textbf{Nat})$ is the same as $B(\textbf{Nat})$, $A(\textbf{succ})$ the same as $B(\textbf{succ})$, and $B(\textbf{zero})$ is the same as $A(\textbf{zero})$. Thus $\textbf{Inc}$ defines an operation incrementing the constant $c$ while leaving the interpretation of $\textbf{Nat}$, $\textbf{succ}$, and $\textbf{zero}$ unchanged.

The advantage of viewing a class of $\Sigma$-algebras $M$ as an abstract datatype $(\Sigma, M)$ is the possibility to use a specification language that has abstract datatypes as the semantics of
their specifications to define the domain of relations. For example, the abstract datatype \((\Sigma_C, M_C)\) is given by the following specification using a syntax adopted from the Larch Shared Language:\(^1\)

**Counter : trait**
  introduces
  _Succ_: Nat
  _zero_: Nat
  _c_: Nat
  asserts
  Nat generated freely by succ, zero

Now consider the following PASCAL program:\(^2\)

```pascal
program example;
  var c: natural;
  procedure increment;
  begin
    c := c + 1;
  end;
begin
  c := 10;
  increment;
end.
```

Its state can be viewed as a \(\Sigma_C\)-algebra where \(\Sigma_C\) contains as sorts the PASCAL types — in this case natural — and for each variable \(x\) of type \(T\) a constant \(x\) of sort \(T\), which in this example is \(c\). Then we can view the semantics of a PASCAL procedure as a relation between abstract datatypes. This makes it possible, for example, to check whether the PASCAL procedure `increment` implements the relation `Inc` defined above.

However, for specification purposes we do not want to limit ourselves to those algebras that model states of PASCAL programs. Instead, we want to use more problem oriented descriptions of the state space, and only after a process of data-refinement reach algebras that model states of PASCAL programs to show that a certain PASCAL program implements its specification.

Thus, we are not limited to the use of constants as state components in the state as algebra approach. For example, we can define the state of a dictionary by an algebra over a signature that has sorts `bool`, `E` for the elements of the dictionary, `K` for the keys of the dictionary, and functions `map` from `K` to `E` and `dom` from `K` to `bool`. The intention is that the function `map` records the associations between keys and values, but since `map` is a total function, we need the function `dom` which tells us for each key if the key/value pair is valid. Now an operation

\(^1\)Note that it is not completely true that \((\Sigma_C, M_C)\) is the semantics of the given specification since for an algebra \(A\) in \(M_C\), \(A(Nat)\) is the same as \(N\) while for an algebra \(B\) satisfying the ILSL-specification we can only ensure that \(B(Nat)\) is isomorphic to \(N\). However, as we will see in later chapters, this poses no problems.

\(^2\)For the purpose of this introduction we assume that PASCAL has a datatype `natural` for the natural numbers.
1.1 Relations between Abstract Datatypes

Update\((k, e)\), adding an association \((k, e)\) to the dictionary, changes the value of map such that \(\text{map}(k')\) is \(e\) if \(k' = k\) and is the old value of map\((k')\) if \(k' \neq k\). Similarly, dom is changed such that dom\((k')\) yields true if \(k' = k\) and returns the old value of dom\((k')\) otherwise.

The theory presented in this thesis is largely independent from the underlying logical systems used to model the states. To make this precise, we use the notion of an institution. The idea of an institution \(\mathcal{I}\) is to abstract away from the notion of many-sorted signatures, algebras, equations, and satisfaction to an arbitrary class of signatures such that each signature \(\Sigma\) has associated a class of \(\Sigma\)-structures, a set of \(\Sigma\)-formulas, and a satisfaction relation \(\models\mathcal{I}\) which relates \(\Sigma\)-structures to \(\Sigma\)-formulas valid in these structures. The definition of abstract datatypes extends naturally to arbitrary institutions. An abstract datatype with respect to \(\mathcal{I}\) is a pair \((\Sigma, M)\) where \(\Sigma\) is a signature from \(\mathcal{I}\) and \(M\) a class of \(\Sigma\)-structures.

A variety of well-known logical systems have been shown to be institutions, and a lot of these can be used in the framework of this thesis; for example, the original paper by Goguen and Burstall [25] showed that equational logic, that is many-sorted signatures together with algebras as \(\Sigma\)-structures and (conditional) equations as \(\Sigma\)-formulas, forms an institution. Also first-order logic is an institution. As part of this thesis we show that the logical systems underlying the specification languages LSL, which is a variant of equational logic with constraints, and Z, which is based on set-theory, are institutions. It is also possible to define a new institution appropriate to model the states of a particular class of software systems. For example, one could define an institution which naturally allows to talk about states containing arrays and pointers.

The instantiation of our framework by different institutions results in different specifications for the same problem. For example, if in the dictionary example the states were modeled by partial algebras, the state would probably consist only of a partial function map from \(K\) to \(E\). For any key not in the range of the dictionary map would be undefined. The operation Update\((k, e)\) would change map\((k)\) to yield \(e\) if map is defined for \(k\) and would extend the domain of map to include \(k\) if map is not defined for \(k\). If the institution \(\mathcal{SET}\) were used, then map most likely would be a subset of \(K \times E\) such that if \((k, e)\) and \((k, e')\) are in map, then \(e = e'\). The operation Update\((k, e)\) would add the pair \((k, e)\) to map and remove any pair \((k, e')\) with \(e \neq e'\) from map.

In this thesis we construct a new institution \(\mathcal{R}_\mathcal{I}\) based on a suitable institution \(\mathcal{I}\) used to describe the states. The signatures of \(\mathcal{R}_\mathcal{I}\) are, roughly, tuples \(\Theta = ((\Sigma_1, M_1), \ldots, (\Sigma_n, M_n))\) of abstract datatypes from \(\mathcal{I}\), and \(\Theta\)-structures are tuples \((A_1, \ldots, A_n)\) where \(A_i\) is in \(M_i\) for \(1 \leq i \leq n\). Now we can view a relation \(R \subseteq M_1 \times \ldots \times M_n\) as an abstract datatype \((\Theta, R)\) with respect to the institution \(\mathcal{R}_\mathcal{I}\).

The advantage of this approach is that we can reuse the institution independent theory of abstract datatypes found, for example, in the paper of Sannella and Tarlecki [50] for the definition of relations. The operations on abstract datatypes can be interpreted in \(\mathcal{R}_\mathcal{I}\) as operations on relations. For example, we show how the relation Inc can be defined as the class of all pairs \((A, B)\) \(\in M_C \times M_C\) such that \((A, B)\) satisfies the equation \(c' = \text{succ}(c)\) where \(c'\) refers to the value of \(B(e)\) and \(c\) to the value of \(A(c)\). Note that, by the choice of
\(M_C\), \(A(\text{succ})\) and \(B(\text{succ})\) are the same. Other operations to construct relations are union, extension, and restriction. More complex operations on relations, like sequential composition, instantiation etc. can be defined in terms of these primitive operations.

Another consequence of the construction of \(\mathcal{R}_T\) is that we can reuse the institution independent proof calculus for proving properties of abstract datatypes and refinement of abstract datatypes studied, for example, by Sannella and Tarlecki [50], Wirsing [61], and Hennicker, Wirsing and Bidoit [38] to prove properties of relations and entailment of relations.

1.2 Structure of the Thesis

The rest of this chapter gives a brief overview of specification languages based on the state as algebra approach.

The notion of institutions is based on category theory; thus Chapter 2 introduces the terminology from category theory needed for the main construction of this thesis in Chapter 5. The reader familiar with (co)limits, adjunctions, and indexed categories may want to skip this chapter.

Chapter 3 introduces institutions and gives three examples: the institution \(\mathcal{E}Q\) of equational logic, \(\mathcal{E}QC\) of equational logic with constraints, and the institution \(\mathcal{L}SL\), which formalizes the logical system underlying the Larch Shared Language [34].

Chapter 4 summarizes the institution independent theory of abstract datatypes. It introduces the specification language \(\mathcal{SL}_T\) for writing specifications of abstract datatypes in an institution \(\mathcal{I}\), and we present an inference system for proving specification entailment.

Chapter 5 contains the main construction of this thesis — the institution \(\mathcal{R}_T\) parameterized by a suitable institution \(\mathcal{I}\) — and proves properties of this institution, like that the category of signatures of \(\mathcal{R}_T\) is (finitely) cocomplete and that the structure functor preserves colimits. Another important property is the relationship between abstract datatypes in \(\mathcal{R}_T\) and abstract datatypes in \(\mathcal{I}\). The chapter ends with the introduction of the language \(\mathcal{RSL}_T\) for the definition of relations.

Chapter 6 applies the theoretical results of the previous chapter to the specification of abstract datatypes with states, also called abstract machines. Several styles for the specification of abstract machines are discussed.

Chapter 7 extends the methods for proving specification entailment introduced in Chapter 4 to prove entailment of relations. The main technique is the translation of \(\mathcal{RSL}_T\)-expressions to \(\mathcal{SL}_T\)-expressions, which preserves entailment of relations. As an example we apply these results to the refinement of abstract machines and prove the correctness of the implementation of a stack by using a pointer in an array. This stack implementation is also an example of the construction of more complex relations from simpler ones.

In Chapter 8 we add disjunction to our set of operations on specifications and thus to \(\mathcal{RSL}_T\). This allows us to define relations on parts of the input domain first and then combine these
relations into one relation, which is defined on the whole input domain. Disjunction was not studied before as a specification building operation mainly because, in contrast to the union of specifications, the disjunction of specifications is not in all institutions expressible on the presentation level; for this a sufficiently expressive institution is needed. We shall show that LSL is such an institution.

Chapter 9 compares the approach of this thesis with the approach taken by Z for the specification of sequential systems. To this end we first define the institution SET of the logical system underlying Z, which is a variant of set theory, and then investigate the relationship between elements of schema-types and abstract datatypes over SET. The outcome is a specification style similar to that used by Z for the specification of sequential systems, but using an algebraic specification language — LSL — instead of Z.

1.3 Related Work

There are mainly two approaches to the specification of state-based software systems using algebras. In the first approach, also known as the explicit state approach (cf. [16]), a state is modeled as an element of the carrier set of a special state sort. Operations changing the state of a software system are functions having the state sort in its domain and co-domain. To enforce data abstraction, one usually hides the state sort which means that one cannot directly compare two elements of the state sort. This leads to the hidden sorted approach (cf. Goguen et al [24, 26]).

The other approach is the state as algebra approach where the state of a software system is modeled as an algebra and a state transformation as a relation or function between classes of algebras. This approach goes back to at least Ganzinger [23], who used this approach to define an algebraic semantics of imperative programming languages.

Semantic of While-Programs  Ganzinger defines the semantics of while-programs to be the composition of a free functor and a forgetful functor on algebras representing the state of the program. In principle there are three specifications: Spec\_base, Spec\_x, and Spec\_xux\_y. Spec\_base is the specification of some base types defining the domain over which the variables range. Spec\_x is a conservative extension of Spec\_base containing constants of the form x : s denoting the variables of the program. Each program p determines a specification Spec\_xux\_y, which is an enrichment of Spec\_x that contains for each x : s in Spec\_x a constant x' : s. Further, it contains equations defining the semantics of the program p. For example in the case where p is the assignment statement x := t, Spec\_xux\_y contains the formula x' = t. The semantics of a program p is given by T_p; U_\sigma where T_p : Alg(Spec\_x) \rightarrow Alg(Spec\_xux\_y) is the left adjoint to the forgetful functor U with respect to the inclusion of Spec\_x in Spec\_xux\_y, and U_\sigma : Alg(Spec\_xux\_y) \rightarrow Alg(Spec\_x) is the forgetful functor for the signature morphism \sigma that takes each x : s in Spec\_x to x' : s in Spec\_xux\_y. In general T_p will be a persistent functor; however, if p does not terminate then (T_p; U)(A) \neq A.
Abstract State Machines (a.k.a. Evolving Algebras)  Abstract State Machines, formerly known as evolving algebras, are intended to provide a computing device for formalizing the notion of algorithm similar to the Turing machine model, which formalizes the notion of computable function. The Abstract State Machine Thesis claims that for any algorithm there always exists an appropriate abstract state machine that simulates that algorithm in lock-step on the same abstraction level of that algorithm. Thus, Abstract State Machines are able to directly execute algorithms without translating them to a lower abstraction level.

Computation models and specification methods seem to be worlds apart. The Abstract State Machine (ASM) project started as an attempt to bridge the gap by improving on Turing's thesis. We sought more versatile machines which would be able to simulate arbitrary algorithms in a direct and essentially coding-free way. Here the term algorithm is taken in a broad sense including programming languages, architectures, distributed and real-time protocols, etc. The simulator is not supposed to implement the algorithm on a lower abstraction level; the simulation should be performed on the natural abstraction level of the algorithm.

The ASM thesis asserts that ASM's are such versatile machines.

This quote from Gurevich can be found on the web-site on Abstract State Machines\(^3\) and is adapted from Gurevich [33].

The state of an abstract state machine is a one-sorted algebra. Relations and subsorts are modeled using characteristic functions.

A signature \(\Sigma\) is a finite collection of function names, each of a fixed arity and possibly marked as relation name or static name, or both. The set of function names includes the null-ary static function names \texttt{true}, \texttt{false}, and \texttt{undef}; the equal sign as a binary static relation name; and the usual Boolean operations.

A \(\Sigma\)-algebra \(A\) (or a state) is a non-empty set \(X\), called super-universe, together with a set of functions for each function name \(f\) in the signature. If the arity of \(f\) is \(n\), then the algebra contains a function \(f^A : X^n \to X\) if it is not marked as a relation name and a function \(f^A : X^n \to \{\texttt{true}, \texttt{false}\}\) if it is marked as a relation name. The null-ary function names \texttt{true}, \texttt{false}, and \texttt{undef} are required to be interpreted as different elements from the super-universe.

Unary relations \(U\) determine subsets of the super-universe and are called universes. Universes do not include \texttt{undef}.

All functions and relations are total. Partiality is modeled by returning \texttt{undef}. However, note that the characteristic function of a relation can not yield \texttt{undef}. Further, the boolean operations \(\lor, \land, \neg\) etc. are not relations and therefore may have \texttt{undef} as a result. The boolean operations are strict while, in general, functions need not be strict.

The equality sign is interpreted as the characteristic function of the identity on the super-universe. Note that this implies \texttt{undef = undef}.

\(^3\)http://www.eecs.umich.edu/gasm/
Transurations are build from sets of guarded multi-update instructions of the form
\[
\text{if } g \text{ then } R.
\]
A multi-update instruction \( R \) is a set of update instructions \( f(\vec{t}) := t_0 \) where \( f \) is a function name not marked as static, \( \vec{t} \) a vector of ground terms matching the arity of \( f \), and \( t_0 \) a ground term. Let \( \vec{t} \) evaluate to \( \vec{a} \) and \( t_0 \) to \( a_0 \) in \( A \). If the guard \( g \) evaluates to \text{true} in \( A \), then the update \( f(\vec{t}) := t_0 \) changes the interpretation of \( f \) at location \( \vec{a} \) in \( A \) to \( a_0 \). All update instructions are performed simultaneously. The result of function applications to values not mentioned in an update instruction remain unchanged. In case of conflicting updates, i.e. where there are update instructions for updating \( f^A(\vec{a}) \) to \( a_0 \) and to \( b_0 \) (\( a_0 \not= b_0 \)), \( A \) is not changed.

A program is a set of guarded multi-updates, and a run of a program is a possible infinite sequence of algebras starting from some initial state such that the next algebra in the sequence is obtained by firing the guarded multi-updates in the previous algebra.

The interpretation of function names marked static cannot change. The set of static names determines a sub-signature \( \Sigma_{\text{stat}} \) of \( \Sigma \).

The execution of a program for an evolving algebra is deterministic. If two conflicting update instructions are to be executed, none of them is executed. This is in contrast to the Evolving Algebra Tutorial [32] where one update was chosen non-deterministically. In the current setting non-determinism is achieved by introducing a new transformation rule
\[
\text{choose } v \text{ in } U
\begin{align*}
R
\end{align*}
\text{endchoose}
\]
This rule randomly picks an element \( a \) of the universe \( U \) and executes \( R \) in an algebra where \( v \) is bound to \( a \). If the universe \( U \) is empty, the execution of the evolving algebra halts.

Parallelism is modeled by rules containing variables which are declared with
\[
\text{Var } v \text{ ranges over } U
\]
where \( U \) is preferably finite. The semantics is that for each instantiation of \( v \) with a value from \( U \) the updates are performed in parallel.

**D-oids**

D-oids are a model theoretic approach by Astesiano and Zucca [4] to define dynamic datatypes. D-oids consist of a set of algebras over a many-sorted signature together with a set of dynamic operations. A dynamic operation associates to an algebra \( A \) and a set of values from \( A \) an algebra \( B \) a return value from \( B \) and a family of functions \( f_s : A(s) \to B(s) \) for each sort \( s \) called the tracking map.

In the D-oids approach not only the interpretation of the operation symbols may change, but also the interpretation of sorts. The tracking map \( f_s \) is used to relate the elements in the interpretation of the sort \( s \) before and after an application of a dynamic operation. For example, if a dynamic operation adds a new element of sort \( s \), that is \( B(s) = A(s) \cup \{e\} \), then \( f_s \) is the injection of \( A(s) \) into \( B(s) \).
Proposal for Dynamic Abstract Datatypes An approach similar to d-oids is the informal proposal for dynamic abstract datatypes by Ehrig and Orejas [20]. The instant structure specification, a conservative extension of some value type specification, is intended to model class sorts and attribute functions of objects. A dynamic operation denotes a function mapping a model $A$ of the instant structure specification and a set of values from $A$ to some instant algebra $B$.

Implicit State Approach In the implicit state approach of Dauchy and Gaudel [16] the states are enrichments of an abstract datatype defining the environment by a set of access functions. The set of access functions is divided into elementary access functions and non-elementary access functions. The non-elementary access functions are completely defined in terms of the elementary access functions and the functions in the environment. Modifiers are functions on states built from elementary modifiers by sequential and indifferent composition and using conditionals. Elementary modifiers modify the value of the elementary access functions; however, since the value of the non-elementary access functions depend on the value of the elementary access functions, the non-elementary access functions also change. The signature containing the symbols from the environment together with the elementary and non-elementary access functions is denoted by $\Sigma_{ac}$.

The implicit state approach is independent of the specification language used to specify the environment and how the non-elementary access functions relate to the elementary access functions as long as the semantics of a specification in that language is a class of many-sorted algebras.

Given an elementary access function $f : s_1 \rightarrow s_2$ with sorts $s_1$ and $s_2$ from the environment. An elementary modifier has the form $\mu f(t_1, t_2)$ where $t_1$ is a term over the signature of the environment and $t_2$ is a term over $\Sigma_{ac}$ such that all variables in $t_2$ also occur in $t_1$. Given a $\Sigma_{ac}$-algebra $A$ and an elementary modifier $\mu f(t_1, t_2)$, a new $\Sigma_{ac}$-algebra $B$ is constructed by letting $B(f)(a) = \tilde{\rho}(t_2)$ if there exists a variable assignment $\rho$ from the variables of $t_1$ to $A$ such that $\tilde{\rho}(t_1) = a$. In case there is no such assignment, $B(f)(a)$ is the same as $A(f)(a)$. All the other elementary access functions do not change; however, the derived non-elementary access functions may change if they depend on $f$.

Transition Categories In the approach taken by Große-Rhode in his PhD thesis [29, 30] the states of a software system are partial algebras over a many-sorted signature $\Sigma = (S, \Omega)$. $\Sigma$ contains the sorts and operations of the data-types needed to describe the state components, and, in addition, some sorts in $S$ are marked as reference sorts for other sorts in $S$. A reference sort for a sort $s$ is denoted by $\text{ref}(s)$. Not every sort in $S$ needs to have a reference sort, and it is possible to have a reference sort for a reference sort, for example, $\text{ref}(\text{ref}(s))$. For each reference sort $\text{ref}(s)$ there exists an operation $!_s : \text{ref}(s) \rightarrow s$ in $\Omega$, called the contents function. A base specification BaseSPEC is a pair $(\Sigma, \Phi)$ where $\Phi$ is a set of conditional existential equations defining the data-types and the state invariant.

Given a model $A$ of BaseSPEC, a state $A[\sigma_1:a_1, \ldots, \sigma_n:a_n]$ is a free extension of $A$ by the set
of existential equations $!_s(d_i) = e = a_i$ where $a_i$ is an element of $A(s_i)$ and $d_i$ is an element of $A(\text{ref}(s_i))$ for every $i = 1, \ldots, n$. In the free extension the values $a \in A(s)$ are added as constants to the signature. Note that a state $A[i_i = a_1, \ldots, d_i = a_n]$ need not be a persistent extension of $A$, that is, the unit morphisms $\eta_A : A \to A[i_i = a_1, \ldots, d_i = a_n]$ of the adjunction may not be a family of isomorphisms. This happens, for example, if a formula $\varphi \in \Phi$ requires that $!_s(d) = e = !_s(d')$ while we have a state $A[i = a, d' = a']$ where $a$ and $d'$ are two distinct elements in $A(s)$. In this case the state $A[i = a, d' = a']$ satisfies the equations $!_s(d) = a$ and $!_s(d') = d'$, which implies together with $\varphi$ that $a = d'$ and thus $\eta_A(a) = \eta_A(d')$.

A state $A[i_1 = a_1, \ldots, d_i = a_n]$ is called persistent if the state is a persistent extension of $A$. The intuition is that a persistent state $A[i_1 = a_1, \ldots, d_i = a_n]$ defines the value of the contents function $A(!_s)$ for $d_i \in A(\text{ref}(s_i))$ as $a_i$ for every $i = 1, \ldots, n$ while the interpretation of all other symbols, including the interpretation of the sorts, in $A[i_1 = a_1, \ldots, d_i = a_n]$ is, up to isomorphism, the same as in $A$.

A method is either a create method, a delete method, or a transformation. A create methods increases the domain of the contents functions, a delete method decreases the domain, and a transformation changes the value of the contents functions.

A transformation method $m$ of type $w, p \in S^*$ is written as $m : \text{ref}(w) \vdash p$ where $\text{ref}(w)$ is an abbreviation for $\text{ref}(s_1), \ldots, \text{ref}(s_n)$ if $w = s_1, \ldots, s_n$. A method definition for method $m$ is a set of rules

$$u = e = v \rightarrow m(\Delta_1, \ldots, \Delta_n, t_1, \ldots, t_m) := r_1, \ldots, r_n$$

where $u$ and $v$ are terms of the same sort, $\Delta_i$ is either a constant or a variable of sort $\text{ref}(s_i)$, $t_i$ a term of sort $p_j$, and $r_i$ a term of sort $s_i$ for every $i = 1, \ldots, n$, $j = 1, \ldots, m$, and $p = p_1 \ldots p_m$.

For a given model $A$ of BaseSPEC and values $a_i$ of $A(p_i)$ for all $i = 1, \ldots, m$ a method expression of the form $m(a_1, \ldots, a_m)$ determines a relation between states $A^S$ and $A^{S'}$ as follows: If $A^{S'}$ has the form

$$A[i_1 = a_1, \ldots, d_i = a_n, d_{i+1} = a_{n+1}, \ldots, d_{i+m'} = a_{n+m'}]$$

and there exists a variable assignment $\rho$ such that the evaluation of $t_i$ with respect to $\rho$ is the same as $a_i$ for $i = 1, \ldots, n$ and the guard $u = e = v$ is true with respect to $\rho$, then $A^{S'}$ has the form $A[i_1 = b_1, \ldots, d_i = b_n, d_{i+1} = a_{n+1}, \ldots, d_{i+m'} = a_{n+m'}]$ where $b_i$ is the evaluation of $r_i$ with respect to $\rho$ for $i = 1, \ldots, n$.

A create method is defined similar to a transformation method with the restriction that the evaluation of $\Delta_i$ with respect to $\rho$ for every $i = 1, \ldots, n$ yields a value of reference sort not in the domain of the corresponding contents function $!_s$.

A delete method is given by the expression $\text{del}(d_1, \ldots, d_n)$ where $d_i$ is an element of the set $A(\text{ref}(s_i))$ for every $i = 1, \ldots, n$. It transforms a state $A^S$ where $d_i$ is in the domain of the contents function $!_s$ into a state $A^{S'}$ where $d_i$ is not in the domain of the contents function $!_s$ for every $i = 1, \ldots, n$. 
**COLD-K** In COLD-K [22] the states are many sorted algebras with partial functions and predicates. The state transitions are specified using Harel’s dynamic logic [35] or given directly as an expression involving other state transitions.

A *class* consists of a the definition of a many sorted signature $\Sigma = (S, \Omega)$ with annotations which sort-, function-, and predicate symbols are variable, together with a set of procedures of the form

$$\text{PROC } p : s_1, \ldots, s_n \rightarrow \text{MOD } f_1, \ldots, f_m$$

where $p$ is the procedure name, $s_i$ are sorts from $S$, and $f_j$ are either sort-, function-, or predicate symbols which have been marked variable. The intention is that $p$ describes a state transition with parameters of sort $s_i$ which is only allowed to change the state components given after the MOD keyword.

The semantics of a class consists of

- a set of states $St$ together with a function assigning to each state $\sigma$ in $St$ a $\Sigma$-algebra $A(\sigma)$,
- an initial state $\sigma_0$ in $St$ and
- a transition relation $T_p$ for each procedure $p$.

A transition relation $T_p$ is a relation consisting of tuples $(\sigma, x_1, \ldots, x_n, \tau)$; $\sigma$ and $\tau$ are states from $St$, and each $x_i$ is an element of the carrier set for sort $s_i$ of algebra $A(\sigma)$. The interpretation of a symbol from $\Sigma$ may only differ in $A(\sigma)$ and $A(\tau)$ if it occurs after the MOD keyword in the definition of the procedure.

The possible interpretations of classes are constrained by a set of dynamic logic formulas. In addition to the usual first-order language, dynamic logic formulas contain assertions of the form

$$\text{INIT, [}p\text{]} \phi, \langle p \rangle \phi \text{ and PREV } \phi$$

and expression of the form PREV $t$.

INIT is true only in the initial state $\sigma_0$ with an empty history. INIT can be used to constrain the initial state. For example, the formula $\text{INIT } \Rightarrow \forall i : \mathbb{N}. \ f(i) = 0$ ensures that in the initial state $A(\sigma_0)$ the interpretation of the operation $f$ is the constant function returning 0.

An assertion $[p] \phi$ is true in a state $\sigma$ with history $(\sigma_0, \ldots, \sigma_n)$ if $\phi$ is true in all possible successor states $\tau$ of $\sigma$ given by the transition relation $T_p$ with history $(\sigma_1, \ldots, \sigma_n, \sigma)$. An assertion $\langle p \rangle \phi$ is true in a state $\sigma$ with history $(\sigma_0, \ldots, \sigma_n)$ if there exists a successor state $\tau$ given by the transition relation $T$ such that $\phi$ is true with history $(\sigma_1, \ldots, \sigma_n, \sigma)$. The assertion PREV $\phi$ is true in a state $\sigma$ with history $(\sigma_0, \ldots, \sigma_n)$ if $\phi$ is true in $\sigma_n$ with history $(\sigma_0, \ldots, \sigma_{n-1})$. The evaluation of an expression PREV $t$ in a state $\sigma$ with history $(\sigma_1, \ldots, \sigma_n)$ is the evaluation of $t$ in $A(\sigma_n)$. Any other formulas $\phi$ not containing any of the above assertions is true in a state $\sigma$ with history $(\sigma_1, \ldots, \sigma_n)$ if $\phi$ is true in $A(\sigma)$.
Usually the specification of a procedure follows a certain pattern. First, one defines the conditions \( \text{pre} \) under which a procedure \( \text{proc} \) has a successor state. This is done by a formula of the form \( \text{pre} \Rightarrow <\text{proc}>\text{true} \). Then the effect of \( \text{proc} \) on the state is given by a formula of the form \( \text{[proc]post} \), which states that after any state transition associated with \( \text{proc} \) is performed the formula \( \text{post} \) holds. The first formula is a liveness property and the second a safety property.

State components not mentioned in the \( \text{MOD} \) clause of a procedure do not change by the state transition associated to that procedure. Note that for variable state components that are functions it does not suffice to give the new result value for an argument value as in the ASM approach by Gurevich; instead, one also has to state that the function applied to the other values yield the same results as in the previous state. That is, to specify a procedure \( \text{proc}(p,x) \) intended to change the function \( f \) at value \( p \) to yield \( f(p) = x \); but otherwise remaining the same, one has to write \( [\text{proc}(p,x)] f(p) = x \land \forall i. (i \neq p \Rightarrow f(i) = \text{PREV} f(i)) \).

**Equational Dynamic Logic** In Wieringa [59, 60] Equational Dynamic Logic is defined as a specification language for dynamic objects in the context of object oriented databases.

The environment of base types and sets for object identifiers is provided by the initial algebra \( A \) of a conditional equational specification \( \text{SP}_{\text{Adt}} \). To define the set of possible states of an object system, an enrichment \( \text{SP}_{\text{Stat}} \) of \( \text{SP}_{\text{Adt}} \) by attribute functions and class invariants is given. No new sorts are allowed. Attribute functions are operations having a sort of object identifiers as their first argument. The set of possible states, or possible worlds, are all extensions of \( A \) satisfying \( \text{SP}_{\text{Stat}} \).

Transformations are modeled as terms of a special sort \( \text{Event} \) and are called events. The sort \( \text{Event} \) together with operations of sort \( \text{Event} \) are given by a conservative extension \( \text{SP}_{\text{Event}} \) of \( \text{SP}_{\text{Adt}} \). An algebra \( E \) satisfying \( \text{SP}_{\text{Event}} \) and having \( A \) as \( \text{SP}_{\text{Adt}} \)-reduct is chosen as a model for all events. Terms over \( \text{SP}_{\text{Event}} \) of sort \( \text{Event} \) denote (non-deterministic) functions on the set of possible worlds defined by \( \text{SP}_{\text{Stat}} \) and \( A \) such that terms evaluating to the same value in \( E \) are the same function on the possible worlds.

The interpretation of elements of sort \( \text{Event} \) as functions on possible worlds is constraint by the use of dynamic equational logic. These are formulas requiring certain properties to hold after performing a certain event. For example, the formula

\[
\text{age}(p) = a \Rightarrow [\text{inc}\_\text{Age}(p)]\text{age}(p) = a+1
\]

restricts the interpretation of the event \( \text{inc}\_\text{Age}(p) \) in such a way that if \( \text{age}(p) = a \) holds in a state \( C \), then \( \text{age}(p) = a+1 \) must hold in any of the possible successor states \( C \) given by \( \text{inc}\_\text{Age}(p) \).

A problem with these kind of specifications is that the semantics of the event \( \text{inc}\_\text{Age} \) only ensures that in the successor state \( \text{age}(p) = a+1 \) holds, but it does not say anything about \( \text{age}(q) \) for object identifiers \( q \) different from \( p \), and similar it is not ensured that \( \text{attr}(p) = a \Rightarrow [\text{inc}\_\text{Age}(p)]\text{attr}(p) = a \) for an attribute \( \text{attr} \) different from \( \text{age} \).
2 Some Category Theory

The framework of institutions and the main results of this paper are formulated using category theory. In the following chapter we shall summarize the results from category theory needed in the rest of thesis. First we introduce categories, functors, and natural transformations and give some examples. Then limits and colimits are defined and their construction is shown in the categories 

\[ \text{SET} \] and \[ \text{CAT} \]. After that, adjunctions and indexed categories are presented. For a more thorough treatment of category theory see the books of Mac Lane [43], Barr and Wells [5], or Adamek, Herrlich and Strecker [2]. The material about indexed categories is mainly from Tarlecki, Burstall and Goguen [58].

2.1 Categories, Functors and Natural Transformations

A category \( C \) consists of a collection of objects and a collection of arrows also called morphisms. Each arrow \( f \) of a category \( C \) has associated two objects in \( C \): the domain, \( \text{dom}(f) \), and the codomain of \( f \), \( \text{cod}(f) \). The composition \( g \circ f \) of two arrows \( f \) and \( g \) of \( C \) is defined if the codomain of \( f \) is the same object as the domain of \( g \) and yields again an arrow in \( C \) with domain the domain of \( f \) and codomain the codomain of \( g \). Composition is associative:

\[
h \circ (g \circ f) = (h \circ g) \circ f,
\]

and for each object \( c \) there exists an arrow \( \text{id}_c \), the identity on \( c \), with domain and codomain being \( c \) such that for all arrows \( f \) with domain \( c \), and \( g \) with codomain \( c \):

\[
\text{id}_c \circ f = f \text{ and } g \circ \text{id}_c = g.
\]

For an arrow \( f \) with domain \( c \) and codomain \( d \) we shall use the function notation and write \( f : c \to d \). We shall also use the diagrammatic notation \( f;g \) for the composition of two arrows \( f : c \to c' \) and \( g : c' \to c \) instead of \( g \circ f \).

An arrow \( f : c \to c' \) is an isomorphism if there exists an arrow \( f^{-1} : c' \to c \), the inverse of \( f \), such that \( f;f^{-1} = \text{id}_c \) and \( f^{-1};f = \text{id}_{c'} \).

A discrete category is a category where all arrows are identities. Any set can be regarded as a discrete category; the objects of the category are the elements of the set and the only arrows are the identities \( \text{id}_e : e \to e \) for each element \( e \) in the set.

A subcategory \( D \) of \( C \) is a category such that the objects and arrows of \( D \) are included in the objects and arrows of \( C \). We write \( D \subseteq C \) to denote that \( D \) is a subcategory of \( C \). A full subcategory \( D \) of \( C \) is a subcategory of \( C \) such that for any two objects \( c \) and \( c' \) from \( D \): if \( f : c \to c' \) is an arrow in \( C \) then \( f \) is an arrow in \( D \).
Examples of categories are:

0 the empty category with no objects and arrows,
1 the category with one object and its identity as arrow,
2 the category with two objects 1 and 2 and just one arrow \( f : 1 \to 2 \) not the identity,
\( \downarrow \downarrow \) the category with two objects 1 and 2 and two arrows \( f : 1 \to 2 \) and \( g : 1 \to 2 \) not the identity,
V the category with three objects 0, 1 and 2 and two arrows \( f : 0 \to 1 \) and \( g : 0 \to 2 \) not the identity,
K\(_n\) the discrete category with objects \( \{1, \ldots, n\} \),

Set the category having sets as objects and functions between sets as morphisms,

Grp the category having as objects groups and as morphisms group homomorphisms.

The opposite category \( C^{op} \) of \( C \) has as objects the objects of \( C \) and as morphisms \( f^{op} : c' \to c \) for every morphism \( f : c \to c' \) in \( C \). The composition of arrows \( f^{op}; g^{op} \) in \( C^{op} \) is defined as \( (g; f)^{op} \). Note that \( (C^{op})^{op} = C \).

Sometimes it is convenient to depict a category \( C \) as a graph with nodes the objects of \( C \) and edges the arrows of \( C \). In general, the identity arrows and all arrows composed from other arrows are not shown. For example, the category V is depicted as

```
\[
\begin{array}{ccc}
  & 1 & \\
\downarrow f & & \downarrow g \\
0 & & 2
\end{array}
\]
```

A category \( C \) is freely generated by a graph if the objects of \( C \) are the nodes of the graph and the arrows are the reflexive and transitive closure of the edges of the graph.

A (covariant) functor \( F : C \to D \) is a pair of functions from the collection of objects of \( C \) to the collection of objects of \( D \) and from the collection of arrows of \( C \) to the collection of arrows of \( D \) such that

1. if \( f : c \to d \) then \( F(f) : F(c) \to F(d) \),
2. \( F(f \circ g) = F(f) \circ F(g) \),
3. \( F(\text{id}_c) = \text{id}_{F(c)} \).

Functors preserve isomorphisms. Consider a functor \( F : C \to D \) and an isomorphism \( f : c \to c' \) in \( C \) then \( F(f) \) is an isomorphism with inverse \( F(f)^{-1} = F(f^{-1}) \) because

\[
F(f); F(f)^{-1} = F(f); F(f^{-1}) = F(f; f^{-1}) = F(\text{id}_c) = \text{id}_{F(c)}
\]

and similar for \( F(f)^{-1}; F(f) = \text{id}_{F(c')} \).
The composition of a functor \( G : D \to D' \) with a functor \( F : C \to D \) is the composition of their functions on objects and their functions on arrows:

\[
(G \circ F)(c) = G(F(c)) \quad \text{for all } c \in C \quad \text{and} \\
(G \circ F)(f) = G(F(f)) \quad \text{for all } f : c \to c' \in C.
\]

A contravariant functor \( F \) from \( C \) to \( D \) maps objects in \( C \) to objects in \( D \) and arrows \( f : c \to c' \) in \( C \) to arrows \( F(f) : F(c') \to F(c) \) respecting the identities and the composition of arrows, that is, \( F(\text{id}_c) = \text{id}_{F(c)} \) and \( F(f; g) = F(g); F(f) \). A contravariant functor \( F \) from \( C \) to \( D \) can be either regarded as a covariant functor from \( C^{\text{op}} \) to \( D \) or as a covariant functor from \( C \) to \( D^{\text{op}} \), whatever is convenient. The composition of a contravariant functor \( G \) from \( D \) to \( D' \) with a contravariant functor \( F \) from \( C \) to \( D \) yields a covariant functor \( F; G \) from \( C \) to \( D' \), and the composition of a contravariant functor \( G : D \to D' \) with a covariant functor \( F : C \to D \) (and vice versa) yields a contravariant functor \( F; G \) from \( C \) to \( D' \).

The category \( \text{Cat} \) has as objects categories and as arrows functors. The identity morphisms are functors \( \text{id}_C \) which are the identity on objects and on arrows from \( C \); the composition of two functors is the composition of the functions on objects and on arrows.

The category \( \text{FCat} \) is the full subcategory of \( \text{Cat} \) having as objects only finite categories, that is, categories with a finite set of objects and arrows.

In this thesis we use a naive approach to category theory in that we assume that \( \text{Cat} \) is large enough to hold all categories of interest, ignoring the foundational problem that the category \( \text{Cat} \) cannot be an object of itself and thus cannot be the category of all categories. An overview of these problems and their solutions can be found at pages 21ff of Mac Lane’s book [43].

The opposite to a functor \( F : C \to D \) is the functor \( F^{\text{op}} : C^{\text{op}} \to D^{\text{op}} \) with \( F^{\text{op}}(c) = F(c) \) and \( F^{\text{op}}(f^{\text{op}} : c' \to c) = F(f : c \to c')^{\text{op}} \). Note that \((F^{\text{op}})^{\text{op}} = F \). Thus \( \_^{\text{op}} \) is a functor from \( \text{Cat} \) to \( \text{Cat} \) mapping categories to their opposite categories and functors to their opposite functor.

Given two functors \( F \) and \( G \) from \( C \) to \( D \). A natural transformation \( \mu : F \Rightarrow G \) is a family of arrows \( \mu_c : F(c) \to G(c) \) in \( D \) such that for any arrow \( f : c \to c' \) in \( C \) the following diagram commutes:

\[
\begin{array}{ccc}
F(c) & \xrightarrow{F(f)} & F(c') \\
\mu_c \downarrow & & \downarrow \mu_{c'} \\
G(c) & \xrightarrow{G(f)} & G(c')
\end{array}
\]

Let \( F \) be a functor from \( D \) to \( D' \) and \( \mu \) a natural transformation from \( G \) to \( H \), where \( G \) and \( H \) are functors from \( C \) to \( D \). The composition of \( \mu \) with \( F \) is the natural transformation from \( G; F \) to \( H; F \) defined by:

\[
(\mu; F)_c = F(\mu_c).
\]
Similarly, let $F'$ be a functor from $C'$ to $C$ then the natural transformation $F''; \mu$ from $F'; G$ to $F'; H$ is defined by:

$$(F''; \mu)_{c'} = \mu_{F''(c')}$$

Two functors $F$ and $G$ from $C$ to $D$ are natural isomorphic if there exists a natural transformation $\mu : F \Rightarrow G$ such that $\mu_c : F(c) \to G(c)$ is an isomorphism for each $c \in C$. Note that the family of morphisms $(\mu_c)^{-1}$ for each $c \in C$ yields again a natural transformation $\mu^{-1} : G \Rightarrow F$.

Given two categories $C$ and $D$, the objects of the functor category $D^C$ are functors $F : C \to D$ and the morphisms are natural transformations.

The identity in $D^C$ for a functor $F : C \to D$ is the natural transformation $\text{id}_F : F \Rightarrow F$ given by $(\text{id}_F)_c = \text{id}_{F(c)}$.

The composition of two natural transformations $\mu : F \Rightarrow G$ and $\nu : G \Rightarrow H$ is defined by $(\mu; \nu)_c = \mu_c; \nu_c$.

### 2.2 Colimits

An object $c$ of a category $C$ is an initial object of $C$ if there exists for all objects $d$ in $C$ a unique arrow $h : c \to d$ in $C$. A category may have no, one or several initial objects, which, in the latter case, are all isomorphic.

Note that if $c$ is an initial object then the identity is the unique arrow from $c$ to $c$.

The initial object of $\text{SET}$ is the empty set and the initial object of $\text{CAT}$ is the category $\mathbf{0}$ with no objects and no arrows.

For categories $C$ and $J$ the diagonal functor $\Delta : C \to C^J$ maps an object $c$ of $C$ to the constant functor $\Delta c : J \to C$ given by

$$\Delta c(i) = c \text{ and } \Delta c(f : i \to j) = \text{id}_c$$

and an arrow $g : c \to c'$ to the constant natural transformation $\Delta g : \Delta c \Rightarrow \Delta c'$ given by $(\Delta g)_i = g$.

**Definition 2.1 (Colimit)** Given a functor $F : J \to C$. The colimit of $F$ consists of a pair $(i^F, \coprod_J F)$ where $\coprod_J F$ is an object of $C$ and $i^F$ is a natural transformation $i^F : F \Rightarrow \Delta \coprod_J F$ such that the following universal property is satisfied: For any object $c$ and natural transformation $\mu : F \Rightarrow \Delta c$ from $C$ there exists a unique arrow $h_\mu : \coprod_J F \to c$ such that the following diagram commutes for each $i$ in $J$:

\[
\begin{array}{ccc}
\coprod_J F & \xrightarrow{h_\mu} & c \\
\downarrow{i^F} & & \downarrow{\mu_i} \\
F(i) & & \\
\end{array}
\]
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We call the $\iota^F_i$ co-cone morphisms from $F(i)$ into $\coprod_j F$ and $J$ the shape of $F$. Usually, we will omit $J$ in $\coprod_j F$ and write $\coprod F$ instead.

Note that the colimit object is only unique up to isomorphism.

The initial object of a category $C$ is the colimit object $\coprod F$ of the unique functor $F : 0 \to C$. The co-cone morphisms are given by the unique natural transformation from $F$ to $\Delta(\coprod F)$. Since there exists for all objects $c$ from $C$ a unique natural transformation $\mu$ from $F$ to $\Delta c$, the universal property of $\coprod F$ guarantees the existence of a unique morphism $h_\mu : \coprod F \to c$.

Let $F$ and $G$ be functors from $J$ to $C$ and $\mu$ a natural transformation from $F$ to $G$. We write $\coprod \mu$ for the unique morphism from $\coprod F$ to $\coprod G$ given by the universal property of $\coprod F$ and the natural transformation $\nu$ from $F$ to $\Delta(\coprod G)$ defined by $\nu_i = \mu_i; \iota^G_i$.

\[
\begin{array}{c}
\coprod F & \xrightarrow{\coprod \mu} & \coprod G \\
\iota^F_i & \downarrow{\nu_i} & \iota^G_i \\
F(i) & \xrightarrow{\mu_i} & G(i)
\end{array}
\]

Note that if $G$ is $\Delta c$ then $\coprod \nu$ is the unique morphism given by the universal property of $\coprod F$ and $\nu$ because $\coprod(\Delta c) = c$:

\[
\begin{array}{c}
\coprod F & \xrightarrow{\coprod \nu} & c \\
\iota^F_i & \downarrow{\nu_i} & \\
F(i) & \xrightarrow{\nu_i} & c
\end{array}
\]

**Definition 2.2 (Cocomplete)** A category $C$ is (finitely) cocomplete if any (finite) functor $F : J \to C$ has a colimit for (finite) categories $J$. A category is finite its collection of objects and arrows are finite.

**Fact 2.3** The categories $\text{Set}$ and $\text{Cat}$ are cocomplete.

It is well known that the categories $\text{Set}$ and $\text{Cat}$ are cocomplete. In $\text{Set}$ a colimit of a functor $F$ from $J$ to $\text{Set}$ is the set $\{(i, a) \mid a \in F(i)\}/\Xi$. The relation $\Xi$ is the smallest equivalence relation such that $(i, a) \Xi (j, b)$ if there exists $f : i \to j$ in $J$ with $F(f)(a) = b$.

The co-cone morphisms $\iota^F_i$ from $F(i)$ to the colimit of $F$ are defined by $\iota^F_i(a) = [(i, a)]_\Xi$.

The construction of the colimit category of $F : J \to \text{Cat}$ is similar to the construction of the colimit in $\text{Set}$. The objects of $\coprod F$ are the equivalence classes of the relation $\Xi$. The relation $\Xi$ is the smallest relation such that $(i, c_i) \Xi (j, c_j)$ if there exists $f : i \to j$ in $J$ with $F(f)(c_i) = c_j$ for objects $c_i \in F(i)$, $c_j \in F(j)$, and $i, j \in J$. 
Similarly, the collection of arrows of \( \coprod F \) are the equivalence classes of the smallest equivalence relation satisfying \( (i, g_i : c_i \to c'_i) \leq (j, g_j : c_j \to c'_j) \) if there exists \( f : i \to j \) in \( J \) with \( (f)(g_i) = g_j \).

Note that the category \( \text{FCat} \) of finite categories is only finitely cocomplete since, for example, the colimit of the functor \( F \) from a discrete category \( J \) to \( \text{CAT} \) mapping each \( i \in J \) to the category \( 1 \) is the discrete category with objects pairs \( (i, 1) \) for each \( i \in J \). This category is infinite if \( J \) is infinite.

**Fact 2.4** The functor category \( D^C \) is (finitely) cocomplete if \( D \) is.

**Proof.** Let \( F \) be a functor from \( J \) to \( D^C \). Define the family of functors \( F_c : J \to D \) by \( F_c(i) = F(i)(c) \) and \( F_c(f) = F(f)(c) \) for objects \( i \) and morphisms \( f : i \to j \) in \( J \). The colimit \( \coprod F \) is a functor from \( C \) to \( D \) given by \( (\coprod F)(c) = \coprod F_c \) and \( (\coprod F)(g : c \to c') = \coprod \mu \) where \( \mu \) is the natural transformation from \( F_c \) to \( \Delta(\coprod F_c) \) defined by \( \mu_i = F(i)(g) \) for each \( i \in J \).

In particular, the initial object in \( D^C \) is the functor mapping every object in \( C \) to the initial object in \( D \) and every morphism to the identity on the initial object.

In case where \( F \) is a functor from a discrete category \( \{1, 2\} \) to \( C \), the colimit \( \coprod F \) is called the coproduct \( F(1) \sqcup F(2) \) of \( F(1) \) and \( F(2) \). The disjoint union of two sets \( S_1 \) and \( S_2 \),

\[
S_1 \sqcup S_2 = \{(1, s_1) \mid s_1 \in S_1\} \cup \{(2, s_2) \mid s_2 \in S_2\},
\]

is a coproduct of \( S_1 \) and \( S_2 \) with the co-cone morphisms \( \iota_i : S_i \to S_1 \sqcup S_2 \) being defined by \( \iota_i(s) = (i, s) \) for all \( s \) in \( S_i \) and \( i \in \{1, 2\} \).

The coproduct of two categories \( C_1 \) and \( C_2 \) in \( \text{CAT} \) is the disjoint union of their collection of objects and the disjoint union of their collection of arrows.

The notion of coproducts can be extended to functors of the form \( F : K_n \to C \) for arbitrary \( n \). We may write \( F(1) \sqcup \cdots \sqcup F(n) \) instead of \( \coprod_{K_n} F \).

**Definition 2.5 (Coequalizer)** A coequalizer is the colimit of a functor \( F \) from \( \downarrow \downarrow \to C \).

This means that for any object \( c \) and arrow \( h : F(2) \to c \) in \( C \) with \( F(f)h = F(g)h \) there exists a unique arrow \( h' \) from \( \coprod F \) to \( c \) such that \( \iota_2 h' = h \):

\[
\begin{array}{c}
F(1) \xrightarrow{F(f)} F(2) \\
\downarrow F(g) \downarrow \coprod F \\
\downarrow h' \downarrow \coprod F \\
\downarrow \coprod F \\
\coprod F \\
\end{array}
\]

The coequalizer of two functions \( f_1, f_2 : S_1 \to S_2 \) in \( \text{SET} \) is given by the quotient \( S_2/\equiv \) where \( \equiv \) is the smallest equivalence relation generated by the relation

\[
\{(s, s') \mid \exists s_1 \in S_1 \text{ } f_1(s_1) = s \text{ and } f_2(s_1) = s'\}.
\]
The co-cone morphism \( \iota_2 \) maps \( s_2 \in S_2 \) to \([s_2]_\equiv\) and \( \iota_1 \) is \( f_1; \iota_2 \), which is the same as \( f_2; \iota_2 \).

The collection of objects of the coequalizer in \( \text{CAT} \) of two functors \( F_1, F_2 : C \to D \) is the coequalizer of the collection of objects of \( C \) and \( D \), and the collection of arrows of the coequalizer is the coequalizer of the collection of arrows of \( C \) and \( D \).

**Definition 2.6 (Pushout)** A pushout is the colimit of a functor \( F \) from \( V \) to \( C \).

For any object \( c \) in \( C \) and pair of arrows \( \mu_1 : F(1) \to c \) and \( \mu_2 : F(2) \to c \) such that \( F(g); \mu_1 = F(f); \mu_2 \) there exists a unique arrow \( h_\mu : \coprod F \to c \) such that \( \iota_1; h_\mu = \mu_1 \) and \( \iota_2; h_\mu = \mu_2 \):

![Diagram](https://via.placeholder.com/150)

For the pushout of a functor \( F : V \to C \) we may write \( F(1) +_{(F(f), F(g))} F(2) \). We may write \( F(1) +_{F(0)} F(2) \) if \( F(f) \) and \( F(g) \) are “canonic”, for example, in \( \text{SET} \) this means that \( F(f) \) and \( F(g) \) are the inclusions of \( F(0) \) into \( F(1) \) and \( F(2) \), respectively.

Pushouts can be constructed by first taking the coproduct \( F(1) \sqcup F(2) \) and then the coequalizer of \( F(f); \iota_1 \) and \( F(g); \iota_2 \)
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In \( \text{SET} \) the pushout is \( (F(1) \sqcup F(2))/\equiv \) with \( \equiv \) being the smallest equivalence relation generated by

\[
\{((1,s_1),(2,s_2)) \mid \exists s_0 \in F(0) \ F(f)(s_0) = s_1 \ \text{and} \ F(g)(s_0) = s_2\}
\]

The co-cone morphisms are \( \iota_i(s_i) = [(i,s_i)]_\equiv \) for \( i \in \{1, 2\} \) and

\[
\iota_0(s_0) = [(1,F(f)(s_0))]_\equiv = [(2,F(g(s_1)))]_\equiv.
\]
**Fact 2.7** A category is cocomplete if it has initial objects and pushouts or initial objects, coequalizer and all coproducts. A category $C$ has all coproducts if every functor from a discrete category to $C$ has a colimit.

This fact is useful since it allows to show that a category is cocomplete by exhibiting initial objects and the construction of pushouts.

A proof of Fact 2.7 can be found, for example, in the book by Mac Lane [43]. Above we have seen how to construct pushouts in terms of coproducts and coequalizers. Conversely, coproducts $F(1) \sqcup F(2)$ can be expressed by pushouts $F(1) + \perp F(2)$ where $\perp$ is the initial object of the category.

**Definition 2.8 (Preservation of Colimits)** The functor $G : C \to D$ preserves colimits if for any functor $F : J \to C$ for which the colimit $(i^F, \coprod F)$ exists, $(G(i^F), G(\coprod F))$ is a colimit of the functor $F; G$.

The next fact is a consequence of Fact 2.7.

**Fact 2.9** Let $C$ be cocomplete then a functor $F$ from $C$ to $D$ preserves colimits if it preserves initial objects and pushouts, or if it preserves initial objects, all coproducts and coequalizers.

It is important that $C$ is cocomplete to ensure that the colimit of a functor $F : J \to C$ can be decomposed in initial objects and pushouts, or initial objects, coproducts and coequalizer. If $C$ is not cocomplete then the corresponding diagrams may not have colimits and thus one cannot use the preservation of initial objects etc. to construct the colimit in $D$.

**Definition 2.10 (Creation of Colimits)** A functor $G : C \to D$ creates colimits if for any functor $F : J \to C$ for which the colimit $(i^F, \coprod F)$ of $F; G$ exists there exists a colimit $(i^{F;G}, \coprod (F;G))$ of $F; G$ such that

$$G(\coprod F) = \coprod (F;G) \text{ and } i^{F;G} = i^F; G.$$

It is easy to see that if $F : C \to C'$ and $G : C' \to D$ both preserve colimits, so does the composition $F; G$, and similar for creation of colimits.

**Fact 2.11** If a functor $G : C \to D$ creates colimits and $D$ is cocomplete then $C$ is cocomplete.

**Proof.** Consider a functor $F : J \to C$. Since $D$ is cocomplete, the colimit of $F; G$ always exists and therefore the colimit of $F$ exists since $G$ creates colimits. \hfill $\Box$

### 2.3 Limits

A concept dual to that of colimits is the concept of limits. If we reverse the direction of all arrows in the definition of colimits, we get the definition of limits.
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Definition 2.12 (Limit) Given a functor \( F : J \to C \). The limit of \( F \) consists of a pair \((\pi^F, \prod_J F)\) where \( \prod_J F \) is an object of \( C \) and \( \pi^F \) a natural transformation \( \pi^F : \Delta(\prod_J F) \Rightarrow F \) such that for any object \( c \) and natural transformation \( \mu : \Delta c \Rightarrow F \) from \( C \) there exists a unique arrow \( h_c : c \to \prod_J F \) such that \( h_c; \pi^F = \mu_i \) for all \( i \in J \), that is, the following diagram commutes for all \( i \in J \):

\[
\begin{array}{c}
\prod_J F \\
\downarrow \pi^F \\
F(i)
\end{array}
\xrightarrow{\mu_i}
\begin{array}{c}
h_c \\
c
\end{array}
\]

We call the morphisms \( \pi^F_i \) the cone morphisms of the limit of \( F \).

As with colimits, limits are only unique up to isomorphism.

A terminal object \( c \) of a category \( C \) is an object of \( C \) such that for all objects \( d \) in \( C \) there exists a unique arrow \( h : d \to c \) in \( C \). The concept of terminal objects is dual to that of initial objects. As with initial objects, terminal objects are only unique up to isomorphism. The terminal object is the limit of the unique functor \( F : \mathbf{0} \to C \).

Any set with one element is a terminal object in \( \mathbf{Set} \) and any category with one object and one arrow, the identity, is a terminal object in \( \mathbf{Cat} \). In particular the category \( \mathbf{1} \) is a terminal object in \( \mathbf{Cat} \).

We can now formally establish the duality between limits and colimits. Consider a functor \( F : J \to C \) with colimit \((i^F, \prod_F)\) then \((i^F)_{\text{op}}, \prod_{i^F} \) is a limit of the functor \( F_{\text{op}} : J_{\text{op}} \to C_{\text{op}} \). Similarly, if \((\pi^F, \prod F)\) is a limit of \( F \) then \((\pi^F)_{\text{op}}, \prod_{i^F} \) is a colimit of \( F_{\text{op}} \).

Given two functors \( F \) and \( G \) from \( C \) to \( D \) such that both \( F \) and \( G \) have a limit. Let \( \mu \) be a natural transformation from \( F \) to \( G \) then \( \prod F \mu \) denotes the unique morphism from \( \prod F \) to \( \prod G \) given by the limit property of \( \prod G \) with respect to the natural transformation \( \nu = \pi^F; \mu \).

\[
\begin{array}{c}
\prod F \\
\downarrow \pi^F \\
F(i)
\end{array}
\xrightarrow{\mu_i}
\begin{array}{c}
\prod G \\
\downarrow \pi^G \\
G(i)
\end{array}
\]

The concept dual to that of coproducts is that of products. In case where \( F \) is a functor from the discrete category \( \{1, 2\} \) to \( C \), the limit of \( F \) is called the product \( F(1) \times F(2) \) of \( F(1) \) and \( F(2) \). The cartesian product of two sets \( S_1 \) and \( S_2 \) is a product of \( S_1 \) and \( S_2 \) in \( \mathbf{Set} \):

\[
S_1 \times S_2 = \{(s_1, s_2) \mid s_1 \in S_1 \text{ and } s_2 \in S_2\}
\]

The cone morphisms \( \pi_i : S_1 \times S_2 \to S_i \) are defined by \( \pi_i((s_1, s_2)) = s_i \) for all \( s_i \) in \( S_i \) and \( i \in \{1, 2\} \).
The product \( C_1 \times C_2 \) of two categories \( C_1 \) and \( C_2 \) is the cartesian product of their collection of objects and arrows. Given a pair of arrows \( f : c_1 \to c'_1 \) in \( C_1 \) and \( g : c_2 \to c'_2 \) in \( C_2 \) then \((f, g) : (c_1, c_2) \to (c'_1, c'_2)\) is an arrow in \( C_1 \times C_2 \).

As with coproducts, we write \( F(1) \times \ldots \times F(n) \) for the limit of a functor \( F : K_n \to C \).

**Definition 2.13 (Equalizer)** An equalizer is the limit of a functor \( F \) from \( \downarrow \downarrow \) to \( C \).

This means that for any object \( c \) and arrow \( h : c \to F(2) \) in \( C \), with \( h; F(f) = h; F(g) \), there exists a unique arrow \( h' \) from \( c \) to \( \prod F \) such that \( h'; \pi_2 = h \).

\[
\begin{array}{c}
F(1) \\
\downarrow^{F(g)} \\
F(2) \\
\downarrow_{F(f)} \\
\prod F \\
\downarrow^h \\
\exists ! h' \\
\end{array}
\]

The equalizer of two functions \( f_1, f_2 : S_1 \to S_2 \) in \( \text{Set} \) is the set

\[ \{ s \in S_2 \mid f_1(s) = f_2(s) \} \]

with \( \pi_2(s) = s \) as the cone morphism.

The equalizer of two functors \( F_1, F_2 : C_1 \to C_2 \) in \( \text{CAT} \) is the subcategory of \( C_2 \) with objects \( c \) from \( C_1 \) such that \( F_1(c) = F_2(c) \) and morphisms \( f : c \to c' \) such that \( F_1(f) = F_2(f) \).

**Definition 2.14 (Pullback)** A pullback is the limit of a functor \( F : \mathbb{V}^{op} \to C \).

If \( \mu_1 : c \to F(1) \) and \( \mu_2 : c \to F(2) \) are two arrows in \( C \) with \( \mu_1; F(f) = \mu_2; F(g) \) then there exists a unique \( h : c \to \prod F \) with \( \mu_1 = h; \pi_1 \) and \( \mu_2 = h; \pi_2 \).

\[
\begin{array}{ccc}
c & \overset{\mu_1}{\rightarrow} & \prod F \\
\downarrow^h & & \downarrow^\pi_2 \\
F(1) & \overset{F(g)}{\rightarrow} & F(2) \\
\end{array}
\]

For the pullback of a functor \( F : \mathbb{V}^{op} \to C \) we may write \( F(1) \times_{(F(f), F(g))} F(2) \) or, if \( F(f) \) and \( F(g) \) are “canonic”, for example, inclusions in \( \text{Set} \), we may write \( F(1) \times_{F(0)} F(2) \).

In \( \text{Set} \) the pullback is the set

\[ \{(s_1, s_2) \in F(1) \times F(2) \mid F(f)(s_1) = F(g)(s_2)\} \]
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with cone morphisms \( \pi_i((s_1, s_2)) = s_i \) for \( i \in \{1, 2\} \) and
\[
\pi_0((s_1, s_2)) = F(f(s_1)) = F(g(s_2))
\]
The pullback in \( \text{CAT} \) is the subcategory of \( F(1) \times F(2) \) with objects
\[
\{(s_1, s_2) \in F(1) \times F(2) \mid F(f)(s_1) = F(g)(s_2) \}
\]
and morphisms \( (f, g) : (c_1, c_2) \to (c'_1, c'_2) \) such that \( F(f)(f) = F(g)(g) \).

**Definition 2.15 (Complete)** A category \( C \) is (finitely) complete if every (finite) functor \( F : J \to C \) has a limit.

**Fact 2.16** A category is complete if it has terminal objects and pullbacks or terminal objects, equalizers and all products.

A category \( C \) has all products if the limit of every functor from a discrete category to \( C \) exists.

**Fact 2.17** The categories \( \text{SET} \) and \( \text{CAT} \) are complete and the category \( \text{FCAT} \) is finitely complete.

We have already shown that \( \text{SET} \) and \( \text{CAT} \) have terminal objects and pullbacks. However, to give a feeling of limits in \( \text{SET} \), we give one possible construction for them.

The limit of a functor \( F : J \to \text{SET} \) is the set
\[
\{(m_1, \ldots, m_i, \ldots) \mid m_i \in F(i), i \in J, F(f)(m_i) = m_j, f : i \to j \in J \}
\]
with cone morphisms \( \pi^F_i \), mapping \( (m_1, \ldots, m_i, \ldots) \) to \( m_i \).

**Fact 2.18** The functor category \( C^D \) is complete if \( C \) is complete.

**Proof.** For a functor \( F : J \to C^D \), the limit is the following functor \( \prod F : D \to C \) defined by
\[
\left( \prod F \right)(d) = \prod F_d,
\]
where \( F_d \) is a functor from \( J \) to \( C \) defined as \( F_d(i) = F(i)(d) \) and \( F_d(f) = F(f)(d) \) for objects \( i \) and morphism \( f : i \to j \) in \( J \).

Let \( \mu \) be a natural transformation from \( \Delta G \) to \( F \). Define the natural transformation \( h_\mu : G \Rightarrow \prod F \) with the help of the unique morphisms \( h_{\mu_d} : G(d) \to \prod F_d \) given by the universal property of \( \prod F_d \) and \( \mu_d : \Delta(G(d)) \Rightarrow \prod F_d \) defined by \( (\mu_d)_i = (\mu)_d \).

**Theorem 2.19** Given two natural isomorphic functors \( G \) and \( H \) from \( J \) to \( C \) then \( G \) has a (co)limit if and only if \( H \) has a (co)limit.
Proof. Let $\mu : G \Rightarrow H$ be the natural isomorphism from $G$ to $H$ with inverse $\mu^{-1} : H \Rightarrow G$. Let $c$ be a colimit of $G$ and $\iota^G : G \Rightarrow \Delta c$ the co-cone morphisms. Then $c$ is a colimit of $H$ with co-cone morphisms $\iota^H = \mu^{-1} \cdot \iota^G$.

Given a natural transformation $\nu : H \Rightarrow \Delta c'$ then $\tilde{\nu} = \mu ; \nu$ is a natural transformation from $G$ to $\Delta c'$ and since $(\iota^G, c)$ is a colimit of $G$, there exists a unique homomorphism $h : c \rightarrow c'$ with $\iota^G_h = \tilde{\nu}_i$ for all $i \in J$. We have to show that also $\iota^H_h = \nu_i$ for all $i \in J$ holds. Let $i$ be an object of $J$ then

$$
\iota^H_i h = \mu_i^{-1} \cdot \iota^G_i h = \mu_i^{-1} \cdot \tilde{\nu}_i = \mu_i^{-1} \cdot \mu_i \cdot \nu_i = \nu_i.
$$

The proof for limits is analog. $\square$

**Theorem 2.20** Let $G$ and $H$ be two natural isomorphic functors from $C$ to $D$ then $G$ preserves (co)limits if and only if $H$ preserves (co)limits.

Proof. Assume that $G$ preserves colimits. Given a functor $F : J \rightarrow C$ with colimit $(\iota^F, c)$ then $(G; \iota^F, G(c))$ is a colimit of $F; G$. Since $G$ and $H$ are natural isomorphic with isomorphism $\mu : G \Rightarrow H$, so are $F; G$ and $F; H$ with isomorphism $F; \mu$ and thus $G(c)$ is a colimit of $F; H$. Because $G(c)$ is isomorphic to $H(c)$, $H(c)$ is also a colimit of $F; H$ with co-cone morphisms $\iota^F; G; \mu_c$.

The proof for limits is analog. $\square$

### 2.4 Adjoint

Given two categories $C$ and $D$. Two functors $F : C \rightarrow D$ and $U : D \rightarrow C$ form an adjunction if there is a bijection $\varphi$ between the morphisms from $c$ to $U(d)$ and the morphisms from $F(c)$ to $d$ for each $c \in C$ and $d \in D$: $\varphi(f)$

$$
c \xrightarrow{f} U(d) \\
F(c) \xrightarrow{\varphi(f)} d
$$

An example of an adjunction in the domain of algebraic specifications is the free term functor, which, given a signature $\Sigma = (S, \Omega)$, constructs the free term algebra $\mathbb{T}_\Sigma(X)$ of an $S$-indexed family of sets $X$, together with the forgetful functor that maps a $\Sigma$-algebra to its family of carrier sets (cf. Section 3.1).

Let $C$ be the category of $S$-indexed families of sets $\text{Set}^S$ and $D$ the category $\text{Alg}(\Sigma)$ of $\Sigma$-algebras. The functor $U$ takes a $\Sigma$-algebra $A$ and yields the $S$-indexed family of carrier
sets of $A$. The functor $F$ takes an $S$-indexed family of carrier sets $X : S \to \text{Set}$ and returns the free term algebra $T_{\Sigma}(X)$ over $X$. The free term algebra has as carrier sets the smallest family of sets such that

- $X(s) \subseteq T_{\Sigma}(X)(s)$ for $s \in S$ and
- $\omega(t_1, \ldots, t_n) \in T_{\Sigma}(X)(s)$ for all $\omega \in \Omega(s_1, \ldots, s_n, s)$, $t_i \in T_{\Sigma}(X)(s_i)$, $s$ in $S$ and $s_i$ in $S$ for all $1 \leq i \leq n$.

For operations $\omega$ in $\Omega(s_1, \ldots, s_n, s)$ we define

$$T_{\Sigma}(X)(\omega)(t_1, \ldots, t_n) = \omega(t_1, \ldots, t_n)$$

for each $t_i \in T_{\Sigma}(s_i)$ and $1 \leq i \leq n$.

Any $S$-indexed family of functions $h$ between $X$ and the carrier sets of a $\Sigma$-algebra $B$ extends uniquely to a homomorphism $\varphi(h)$ from $T_{\Sigma}(X)$ to $B$ by

- $\varphi(h)_x(x) = h(x)$ for $x \in X(s)$ and
- $\varphi(h)_x(\omega(t_1, \ldots, t_n)) = B(\omega)(\varphi(h)_{s_1}(t_1), \ldots, \varphi(h)_{s_n}(t_n))$
  for $\omega \in \Omega(s_1, \ldots, s_n, s)$, $t_i \in T_{\Sigma}(X)_{s_i}$ and $1 \leq i \leq n$.

On the other hand, if $g$ is a homomorphism between $T_{\Sigma}(X)$ and a $\Sigma$-algebra $B$ then a family of functions $\varphi^{-1}(g)$ is given by $\varphi^{-1}(g)_s(x) = g_s(x)$ for all $s \in S$ and $x \in X(s)$.

Thus we have a bijection between natural transformations $h : X \Rightarrow U(B)$, which are the morphisms in $\text{Set}^S$ and homomorphisms $\varphi(h) : T_{\Sigma}(X) \to B$:

$$\begin{array}{c}
X \xrightarrow{h} U(B) \\
T_{\Sigma}(X) \xrightarrow{\varphi[h]} B
\end{array}$$

**Definition 2.21 (Adjunction)** An adjunction from a category $C$ to a category $D$ is a pair of functors $F : C \to D$ and $U : D \to C$ such that there exists a bijection $\varphi$ between the collection of arrows from $c$ to $U(d)$ in $C$ and the collection of arrows from $F(c)$ to $d$ in $D$ for each object $c \in C$ and $d \in D$, which is natural in $c$ and $d$. The naturality conditions require that

$$\begin{array}{cc}
c & \xrightarrow{g_1} & U(d) \\
h & \downarrow & \downarrow U(f_2) \\
c' & \xrightarrow{g_2} & U(d') & \text{commutes if and only if} & F(c) & \xrightarrow{\varphi[g_1]} & d \\
F(f_1) & \downarrow & f_2 & \quad & F(f_1) & \downarrow & f_2 \\
F(c') & \xrightarrow{\varphi[g_2]} & d' & \quad & F(c') & \xrightarrow{\varphi[g_2]} & d'
\end{array}$$

commutes for morphisms $g_1$, $g_2$ and $f_1$ in $C$ and $f_2$ in $D$.

An alternative definition of an adjunction is:
Definition 2.22 Let $U$ be a functor from $D$ to $C$ then the functor $F : C \to D$ is left adjoint for $U$, if there exists a natural transformation $\eta : \text{id}_C \Rightarrow F;U$ such that for every object $d \in D$ and morphism $f : c \to U(d)$ in $C$ there exists a unique morphism $\tilde{f} : F(c) \to d$ such that the following diagram commutes:

$$
\begin{array}{ccc}
  c & \xrightarrow{\eta_c} & U(F(c)) \\
  f \downarrow & & \downarrow U(\tilde{f}) \\
  U(d) & \xrightarrow{} & \end{array}
$$

Similarly, let $F$ be a functor from $C$ to $D$ then the functor $U : D \to C$ is right adjoint for $F$ if there exists a natural transformation $\epsilon : U;F \Rightarrow \text{id}_D$ such that for every object $c \in C$ and arrow $g : F(c) \to d$ in $D$ there exists a unique morphism $\tilde{g} : c \to U(d)$ such that the following diagram commutes:

$$
\begin{array}{ccc}
  d & \xleftarrow{\epsilon_d} & F(U(d)) \\
  g \downarrow & & \downarrow F(\tilde{g}) \\
  F(c) & \xrightarrow{} & \end{array}
$$

Given an adjunction $(F,U,\varphi)$ from $C$ to $D$ then $F$ is a left adjoint for $U$ and $U$ is a right adjoint for $F$. We call the natural transformations $\eta : \text{id}_C \Rightarrow F;U$ the unit and $\epsilon : U;F \Rightarrow \text{id}_D$ the co-unit of the adjunction.

Theorem 2.23 Given functors $F : C \to D$ and $U : D \to C$. The following definitions are equivalent:

1. $(F,U,\varphi)$ is an adjunction from $C$ to $D$,
2. $F$ is left adjoint for $U$ and
3. $U$ is right adjoint for $F$.

Proof. Let $(F,U,\varphi)$ be an adjunction from $C$ to $D$. Define $\eta : \text{id}_C \Rightarrow F;U$ by $\eta_c = \varphi^{-1}(\text{id}_{F(c)})$ for every object $c \in C$, and for a given morphism $f : c \to U(d)$ let $\tilde{f} = \varphi(f)$. The naturality of $\varphi$ ensures that $\eta$ is a natural transformation, that $\eta_c ; U(\tilde{f}) = f$ and that $\tilde{f}$ is unique with that property. This makes $F$ a left adjoint for $U$.

Similarly, define $\epsilon : U;F \Rightarrow \text{id}_D$ by $\epsilon_d = \varphi(\text{id}_{U(d)})$ for every object $d$ in $D$, and given a morphism $g : F(c) \to d$ in $D$ let $\tilde{g} = \varphi^{-1}(g)$. This makes $U$ a right adjoint for $F$.

On the other hand, if $F$ is a left adjoint for $U$, define $\varphi(f) = \tilde{f}$ for every morphism $f : c \to U(d)$. Then naturality of $\varphi$ is given by the uniqueness property of $\tilde{f}$ and the fact that $\eta_c : F(c) \to F(c)$ is the identity on $F(c)$. Similarly, if $U$ is right adjoint for $F$ then $\varphi^{-1}(g : F(c) \to d) = \tilde{g}$. \qed
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**Fact 2.24** Let \((F, U, \varphi)\) be an adjunction from \(C\) to \(D\) and \((F', U', \varphi')\) an adjunction from \(D\) to \(D'\). Then \((F; F', U; U', \varphi; \varphi')\) is an adjunction from \(C\) to \(D'\).

This fact can be rephrased as follows: the composition \(F; F'\) of a left adjoint \(F\) for \(U\) with a left adjoint \(F'\) for \(U'\) yields a left adjoint for \(U'\); \(U\) and similar for right adjoints.

**Theorem 2.25** A functor \(F\) preserves colimits if \(F\) has a right adjoint \(U\).

**Proof.** Let \((F, U, \varphi)\) be an adjunction from \(C\) to \(D\) and \(G: J \to C\) a functor that has a colimit \((\int^G, \underprod G)\). We want to show that \(F(\underprod G)\) is a colimit of \(G; F\) with co-cone morphisms \(\int^G; F\). Assume an object \(d\) in \(D\) and a natural transformation \(\nu: G; F \Rightarrow \Delta d\) then we define a natural transformation \(\nu': G \Rightarrow \Delta U(d)\) by \(\nu'_i = \varphi^{-1}(\nu_i)\) for every \(i \in J\). Because \(G\) has a colimit, there exists a unique morphism \(h\) from \(\underprod G\) to \(U(d)\) making for each \(i \in J\) the following diagram commute:

\[
\begin{array}{ccc}
\underprod G & \xrightarrow{h} & U(d) \\
\downarrow{\nu_i} & & \downarrow{\varphi^{-1}(\nu_i)} \\
G(i) & & \\
\end{array}
\]

Then \(\varphi(h)\) is a morphism from \(F(\underprod G)\) to \(d\) and for each \(i \in J\) the following diagram commutes because of the naturality of \(\varphi:\)

\[
\begin{array}{ccc}
F(\underprod G) & \xrightarrow{\varphi(h)} & U(d) \\
\downarrow{F(\nu'_i)} & & \downarrow{\nu_i} \\
F(G(i)) & & \\
\end{array}
\]

\[\square\]

Note that if \(F\) has a right adjoint \(U\) then \(F\) is left adjoint to \(U\). Thus the last theorem is equivalent to saying that left adjoint functors preserve colimits.

The dual of Theorem 2.25 is the following theorem:

**Theorem 2.26** A functor \(U\) preserves limits if it has a left adjoint \(F\).

### 2.5 Indexed Categories

In [58] Tarlecki, Burstall and Goguen develop indexed categories as a tool for theoretical computer science. An indexed category models in a uniform way a family of categories indexed by the objects of an index category. The morphisms in the index category generate additional relations between the component categories.
An example of an indexed category is the family of the categories of $\Sigma$-algebras $\text{Alg}(\Sigma)$ for each many-sorted signature $\Sigma$. The index category is the category of many-sorted signatures $\text{Sig}$ and the component categories are the categories of $\Sigma$-algebras $\text{Alg}(\Sigma)$. For each signature morphism $\sigma : \Sigma \to \Sigma'$ in $\text{Sig}$ there exists a functor $\text{Alg}(\sigma) : \text{Alg}(\Sigma') \to \text{Alg}(\Sigma)$, the $\sigma$-reduct (cf. Section 3.1).

Each indexed category has associated a single category given by the disjoint union of the objects of the component categories plus some additional morphisms. This category is the flat category associated with an indexed category. Together with a projection functor from the flat category to the index category, which assigns to each object in the flat category the index of the category where it originates from, this yields the “fibered category” presented by the indexed category (cf. Grothendieck [31]).

An indexed category $C$ indexed by a category $E$ is a family of categories $C_e$ for each $e \in E$ and a family of functors $C_f$ from $C_{e'}$ to $C_e$ for each morphism $f : e \to e'$ in $E$ such that $C_{id_e}$ is the identity functor $\text{id}_{C_e}$ and if $f : e \to e'$ and $g : e' \to e''$ are morphisms in $E$ then $C_{fg} = C_g \circ C_f$.

Thus an indexed category $C$ determines a contravariant functor $C$ from $E$ to $\text{CAT}$ defined by $C(e) = C_e$ and $C(f) = C_f$ for each object $e$ and morphism $f$ in $E$.

**Flattening** an indexed category $C$ yields the category $\text{Flat}(C)$, whose collection of objects is the disjoint union of the collection of objects of $C_e$ for every $e \in E$. Thus the objects of $\text{Flat}(C)$ are pairs $(e, c)$ where $e$ is an object of $E$ and $c$ is an object of $C_e$. An arrow from $(e, c)$ to $(e', c')$ in $\text{Flat}(C)$ is a pair $(f, g)$ where $f : e \to e'$ is a morphism in $E$ and $g : c \to C_g(c')$ is a morphism in $C_e$. The identity of an object $(e, c)$ in $\text{Flat}(C)$ is the pair $(\text{id}_e, \text{id}_c)$. The composition of two arrows $(f_1, g_1)$ from $(e, c)$ to $(e', c')$ and $(f_2, g_2)$ from $(e', c')$ to $(e'', c'')$ is given by $(f_1; f_2, g_1; C_{f_1}(g_2))$.

$$
c \xrightarrow{g_1} C_{f_1}(c') \xrightarrow{C_{f_1}(g_2)} C_{f_1}(C_{f_2}(c'')) \xleftarrow{g_2} C_{f_2}(c'')
$$

Flattening the indexed category $\text{Alg} : \text{Sig}^{op} \to \text{CAT}$ yields the category $\text{Flat}(\text{Alg})$. Objects in $\text{Flat}(\text{Alg})$ are pairs $(\Sigma, A)$ where $\Sigma$ is a signature and $A$ is a $\Sigma$-algebra. Morphisms from $(\Sigma, A)$ to $(\Sigma', A')$ in $\text{Flat}(\text{Alg})$ are pairs $(\sigma, h)$ where $\sigma$ is a signature morphism from $\Sigma$ to $\Sigma'$ and $h$ is a homomorphism from $A$ to $A|_{\sigma}$.

Another example of flattening an indexed category is the category of many-sorted signatures $\text{Sig}$ (cf. Section 3.1). The indexed category $\text{MS}$ is a contravariant functor $\text{MS} : \text{Set}^{op} \to \text{CAT}$. An object $\Omega$ in $\text{MS}_\Sigma$ is an $S^+$ indexed family of operation symbols, that is, an element of $\text{Set}^{S^+}$. A function $\sigma_s : S \to S'$ induces a function $\sigma_s$ from $S^+$ to $S'^+$ by $\sigma_s(s_1, \ldots, s_n) = \sigma_s(s_1), \ldots, \sigma_s(s_n)$. Then $\text{MS}_{\sigma_s}$ is a functor from $\text{Set}^{S^+}$ to $\text{Set}^{S'^+}$ given by $\text{MS}_{\sigma_s}(\Omega) = \sigma_s; \Omega'$, that is, $\text{MS}_{\sigma_s}(\Omega')(w) = \Omega'(\sigma_s(w))$ for every $w \in S^+$, and $\text{MS}_{\sigma_s}(\sigma_{\Omega}) = \sigma_s$ for a natural transformation $\sigma_{\Omega} : \Omega_1 \Rightarrow \Omega_2$, that is, $\text{MS}_{\sigma_s}(\sigma_{\Omega})w = (\sigma_{\Omega})_{\sigma(s(w))}$ for every $w \in S^+$. 

*Some Category Theory*
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Then \( \text{Flat}(\text{MS}) \) has as objects pairs \((S, \Omega)\) where \( S \) is a set and \( \Omega \) is an \( S^+ \)-indexed family of operations names. A morphism from \((S, \Omega)\) to \((S', \Omega')\) in \( \text{Flat}(\text{MS}) \) is a pair \((\sigma_s, \sigma)\) where \( \sigma_s \) is a function from \( S \) to \( S' \) and \( \sigma \) a natural transformation from \( \Omega \) to \( \text{MS}_{\sigma_s}(\Omega') \), which is an \( S^+ \) indexed family of functions \((\sigma_{\Omega})_w: \Omega(w) \rightarrow \Omega'(\sigma_s(w))\), mapping operation symbols of type \( w \) in \( \Omega \) to operations symbols of type \( \sigma_s(w) \) in \( \Omega' \). Thus \( \text{Flat}(\text{MS}) \) is the category of many-sorted signatures \( \text{Sig} \).

Similar to indexed categories one can define indexed functors between indexed categories. An indexed functor \( F: C \rightarrow D \) with index category \( E \) is a family of functors \( F_e: C_e \rightarrow D_e \) such the following diagram commutes

\[
\begin{array}{ccc}
C_e & \xrightarrow{C_f} & C_{e'} \\
\downarrow{F_e} & & \downarrow{F_{e'}} \\
D_e & \xrightarrow{D_f} & D_{e'}
\end{array}
\]

for all morphisms \( f: e \rightarrow e' \) in \( E \). In other words, \( F \) is a natural transformation between the indexed categories \( C : E^{op} \rightarrow \text{CAT} \) and \( D : E^{op} \rightarrow \text{CAT} \).

As with indexed categories, we can flatten an indexed functor, which yields the functor \( \text{Flat}(F): \text{Flat}(C) \rightarrow \text{Flat}(D) \) given by

\[
\begin{align*}
\text{Flat}(F)((e, c)) &= F_e(c) \text{ and} \\
\text{Flat}(F)((f, g)) &= (f, F_e(g))
\end{align*}
\]

for each object \((e, c)\) and morphism \((f, g): (e, c) \rightarrow (e', c')\) in \( \text{Flat}(C) \). \( F_e(g) \) is indeed a morphism from \( F_e(c) \) to \( C_f(F_{e'}(c')) \) because, by the definition of indexed functors, \( F_e; D_f \) is the same as \( C_f; F_e \).

The limit of a functor \( F: J \rightarrow \text{Flat}(C) \) in \( \text{Flat}(C) \) is a pair \((e, c)\) where \( e \) is the limit of the projection of \( F \) to the objects and morphisms in \( E \); this requires \( E \) to have limits of shape \( J \). The object \( c \) in \( C_e \) is given by the limit of the functor \( \overline{F}: J \rightarrow C_e \), which is defined by constructing for each \( i \in J \) and \( F(i) = (e_i, c_i) \) an appropriate object \( \overline{F}_i \) in \( C_e \). This requires that \( C_e \) has colimits of shape \( J \).

**Theorem 2.27** (Turlecki, Burstall and Goguen [58]) Given an indexed category \( C \) with index the category \( E \). The category \( \text{Flat}(C) \) has limits of shape \( J \) if

- \( E \) has limits of shape \( J \) and
- the category \( C_e \) has limits of shape \( J \) for every \( e \in E \).
- the functor \( C_f: C_{e'} \rightarrow C_e \) preserves limits of shape \( J \) for every morphism \( f: e \rightarrow e' \) in \( E \).

**Proof.** Let \( F \) be a functor from \( J \) to \( \text{Flat}(C) \). Let \( F(i) = (e_i, c_i) \) where \( e_i \in E \) and \( c_i \in C_{e_i} \) for \( i \in J \) and let \( F(f) = (f^f: e_i \rightarrow e_j, f^g: c_i \rightarrow C_{f_f}(c_j)) \) for \( f: i \rightarrow j \in J \).
To construct the limit \((e, c)\) of \(F\), we first construct the limit of the functor \(F_E : J \to E\) defined by \(F_E(i) = e_i\) and \(F_E(f) = f^i\). The limit \(e\) of \(F_E\) exists because \(E\) has limits of shape \(J\).

In the next step we define a functor \(\mathcal{F} : J \to C_e\) by \(\mathcal{F}(i) = C_{\pi_i E}(c_i)\) for \(i \in J\) and \(\mathcal{F}(f) = C_{\pi_i E}(f^g)\) for \(f : i \to j \in J\).

Note that \(f^g\) is a morphism from \(c_i\) to \(C_{fJ}(c_j)\) in \(C_i\) and \(C_{\pi_i E}\) maps \(f^g\) to a morphism from \(C_{\pi_i E}(c_i)\) to \(C_{\pi_j E}(C_{fJ}(c_j))\) in \(C_e\). Because we have \(\pi_i^{FE} \cdot f^j = \pi_j^{FE}\) we get

\[
C_{\pi_i E}(C_{fJ}(c_j)) = C_{\pi_i E \cdot fJ}(c_j) = C_{\pi_j E}(c_j)
\]

and thus \(\mathcal{F}\) is well-defined.

Now the limit \((e, c)\) of \(F\) is given by the limit \(e\) of \(F_E\) in \(E\) and the limit \(c\) of \(\mathcal{F}\) in \(C_e\), which exists because \(C_i\) has limits of shape \(J\) for all \(i \in J\). The cone morphisms \(\pi_i^c : (e, c) \to (e_i, c_i)\) are given by the pairs \((\pi_i^{FE}, \pi_i^\mathcal{F})\) for each \(i \in J\).

To show that \((e, c)\) is indeed a limit of \(F\), consider a natural transformation \(\mu : \Delta(e', c') \Rightarrow (e, c)\). Then we have to show that there exists a unique morphism \(h = (h^f, h^g)\) from \((e', c')\) such that the following diagram commutes for all \(i \in J\):

\[
\begin{array}{ccc}
(e, c) & \xrightarrow{(h^f, h^g)} & (e', c') \\
\downarrow_{\pi_i^c} & \searrow_{\mu_i^c} & \\
(e_i, c_i) & \xrightarrow{(\pi_i^{FE}, \pi_i^\mathcal{F})} & (e'_i, c'_i)
\end{array}
\]

That is, we have to show that the following two diagrams commute for all \(i \in J\):

\[
\begin{array}{ccc}
e & \xrightarrow{h^f} & e' \\
\downarrow_{\pi_i^c} & \nearrow_{\mu_i^f} & \\
e_i & \xrightarrow{\pi_i^{FE}} & e'_i
\end{array}
\quad\text{and}\quad
\begin{array}{ccc}
C_{h^f}(c) & \xrightarrow{h^g} & c' \\
\downarrow_{C_{\pi_i^c}} & \nearrow_{\mu_i^g} & \\
C_{h^f}(c_i) & \xrightarrow{C_{\pi_i^{FE}}} & C_{h^f}(c'_i)
\end{array}
\]

The morphism \(h^f : e \to e'\) with the property \(h^f \cdot \pi_i^{FE} = \mu_i^f\) for all \(i \in J\) is uniquely given by the limit property of \(e\) with respect to \(F_E\) and the natural transformation given by the family of morphisms \(\mu_i^f : e' \to e_i\) for all \(i \in J\).

Now we have to find \(h^g : c' \to C_{h^f}(c)\). Since \(C_g\) preserves limits of shape \(J\) for all \(g : e_1 \to e_2\) in \(E\), we know that \(C_{h^f}(c)\) is a limit of the functor \(\mathcal{F}; C_{h^f}\). Further, because \(h^f \cdot \pi_i^{FE} = \mu_i^f\), we get

\[
C_{\mu_i^f}(c_i) = C_{h^f \cdot \pi_i^{FE}}(c_i) = C_{h^f} (\mathcal{F}(i)).
\]

Thus, \(\mu_i^g : c' \to C_{\mu_i^f}(c_i)\) for \(i \in J\) is also a family of morphisms from \(c'\) to \(C_{h^f}(\mathcal{F}(i))\). Using the limit property of \(\mathcal{F}; C_{h^f}\) we get a morphism \(h^g : c' \to C_{h^f}(c)\), unique with the property
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\[ h^g; C_{h!}(\pi_i^T) = \mu_i^g \text{ for all } i \in J: \]

\[ C_{h!}(\cdot): \pi_i^T \implies \mu_i^g \]

We can use the last theorem to check if the category of many-sorted signatures has limits of shape \( J \). To apply the theorem we have to check that \( \text{Set} \) has limits of shape \( J \) and that \( \text{SET}^{S^+} \) has limits of shape \( J \). We have seen in the previous sections that \( \text{SET} \) is complete and thus has limits for all categories \( J \) and that \( \text{SET}^{S^+} \) has limits of shape \( J \).

It remains to show that \( \text{MS}_{\sigma_S} : \text{SET}^{S^+} \rightarrow \text{SET}^{S^+} \) preserves limits for every function \( \sigma_S : S \rightarrow S' \). Let \( \Omega' \) be the limit of the functor \( F : J \rightarrow \text{SET}^{S'} \) and \( \Omega \) be the limit of the functor \( F; \text{MS}_{\sigma_S} \). It suffices if we can show that \( \text{MS}_{\sigma_S}(\Omega') = \sigma_S; \Omega' \) is the same as \( \Omega \).

By the construction of limits in functor categories we get \( \Omega'(w') = \prod_J F_{w'} \) where \( F_{w'}(i) = F(w')(i) \) and \( F_{w'}(f) = F(f)_{w'} \) for all \( w' \in S^+ \), \( f : i \rightarrow j \in J \) and \( i \in J \). Further, for each \( w \in S^+ \) we have \( \Omega(w) = \prod_J (F; \text{MS}_{\sigma_S})_w \) where \( (F; \text{MS}_{\sigma_S})_w(i) = (F; \text{MS}_{\sigma_S})(i)(\sigma_S(w)) \) and \( (F; \text{MS}_{\sigma_S})(f) = F(f)_{\sigma_S(w)} \) for each \( f : i \rightarrow j \in J \) and \( i \in J \).

Thus for every \( w \in S^+ \) we have

\[ (\sigma_S; \Omega')(w) = \Omega'(\sigma_S(w)) = \prod_J F_{\sigma_S(w)} = \prod_J (F; \text{MS}_{\sigma_S})_w = \Omega(w). \]

As a result we get \( \text{SiG} = \text{Flat}(\text{MS}) \) has limits of shape \( J \) for all categories \( J \), in other words, \( \text{SiG} \) is complete.

Note that the terminal object \( \Sigma_T \) in \( \text{SiG} \) is \((\{1\}, \Omega_T)\) where \( \Omega_T : \{1\}^+ \rightarrow \text{SET} \) maps each non-empty word over \( \{1\} \) to the one element set. Thus \( \Sigma_T \) is a signature with one sort and infinite many operation symbols, for each possible function type one.

Colimits in \( \text{Flat}(C) \) can be constructed in a similar way as limits, that is, as colimits of functors \( F_E : J \rightarrow E \) and \( \overline{F} : J \rightarrow C_e \). However, there is one problem in defining \( \overline{F} \). Since the co-cone morphism \( i_{F_E}^E \) is a morphism from \( e_i \) to \( e \) and thus \( C_{i_{F_E}} \) is a functor from \( C_e \) to \( C_{e!'} \), we cannot use \( C_{i_{F_E}} \) to define \( \overline{F}(i) \). A solution to this problem is to require that each functor \( C_f : C_{e'} \rightarrow C_e \) has a left adjoint \( L_f : C_e \rightarrow C_{e'} \) for each \( f : e \rightarrow e' \) in \( E \).

Note that, because \( C_f \) is required to have a left adjoint, \( C_f \) preserves limits; however, this property is not used in the following proof.

**Theorem 2.28** (Tatecki, Burstall and Goguen [58]) Given an indexed category \( C \) with index the category \( E \). The category \( \text{Flat}(C) \) is cocomplete if
- $E$ is cocomplete,
- the category $C_e$ is cocomplete for every $e \in E$ and
- the functor $C_f : C_e \to C_e$ has a left adjoint for every morphism $f : e \to e'$ in $E$.

**Proof.** Let $C$ be an indexed category from $E$ to $\text{Cat}$ and $F$ a functor from $J$ to $\text{Flat}(C)$. Let further $F(i)$ be $(e_i, c_i)$ where $e_i \in E$ and $c_i \in C_{e_i}$ for $i \in J$ and let $F(f : i \to j)$ be $(f^f : e_i \to e_j, f^g : c_i \to C_{f^f}(c_j))$ for $f \in J$.

To construct the colimit $(e, c)$ of $F$ we first construct the colimit of the functor $F_E : J \to E$ defined by $F_E(i) = e_i$ and $F_E(f) = f^f$. Since we have assumed that $E$ is cocomplete, the colimit $e$ of $F_E$ with co-cone morphisms $\iota_i : e_i \to e$ exists.

Then each $c_i$ is translated by the left adjoint of $C_u$ to an object $\tilde{c}_i$ of $C_e$ and each morphism $f^g : c_i \to C_{f^f}(c_j)$ gives rise to a unique morphism $\tilde{f}^g$ from $\tilde{c}_i$ to $\tilde{c}_j$ by the universal property of $\tilde{c}_i$. Note that $\iota_i = f^f; \iota_j$ because $\iota_i$ and $\iota_j$ are co-cone morphism, which implies that $C_{\iota_i}$ and $C_{\iota_j}; C_{f^f}$ are the same. Let $\eta_{f_i}$ be the unit morphism from $c_j$ to $C_{f_i}(\tilde{c}_j)$ given by the left adjoint of $C_{f_i}$. Then, for the morphism $f^e; C_{f^f}(\eta_{f_i})$ from $c_i$ to $C_{f^f}(C_{f_i}(\tilde{c}_j)) = C_{\iota_i}(\tilde{c}_j)$ there exists a unique morphism $\tilde{f}^g$ from $\tilde{c}_i$ to $\tilde{c}_j$ such that the following diagram commutes:

\[
\begin{array}{ccc}
  c_i & \xrightarrow{\eta_{f_i}} & C_{\iota_i}(\tilde{c}_i) \\
  f^g \downarrow & & \downarrow C_{f^f}(\eta_{f_i}) \\
  C_{f^f}(c_j) & \xrightarrow{C_{f^f}(\eta_{f_i})} & C_{\iota_i}(\tilde{c}_j)
\end{array}
\]

Thus the functor $F : J \to \text{Flat}(C)$ gives rise to a functor $\tilde{F} : J \to C_e$ by $\tilde{F}(i) = \tilde{c}_i$ and $\tilde{F}(f) = \tilde{f}^g$. Then $c$ is the colimit of $\tilde{F}$, which exists since we have assumed that $C_e$ is cocomplete. The co-cone morphisms of the colimit of $F$ are the pairs $(\iota_i, \iota^F_i)$ given by the co-cone morphisms of $F_E$ and $\tilde{F}$ where $\iota^F_i$ from $c_i$ to $C_u(c_i) = \eta_{c_i}; C_u(\iota^F_i)$.

To show that $(e, c)$ is a colimit of $F$, consider a natural transformation $\mu : F \to \Delta(e', c')$. Then we have to show the existence of a unique morphism $h = (h^f, h^g)$ from $(e, c)$ to $(e', c')$ such that the following diagram commutes for all $i \in J$:

\[
\begin{array}{ccc}
  (e, c) & \xrightarrow{(h^f, h^g)} & (e', c') \\
  (\iota_i, \iota^F_i) \downarrow & & \downarrow (\mu^F_i, \mu^F_{f^F}) \\
  (e_i, c_i) & \xrightarrow{(\mu^F_i, \mu^F_{f^F})} & (e'_i, c'_i)
\end{array}
\]

that is, we have to show

\[
\begin{array}{ccc}
  e & \xrightarrow{h^f} & e' \\
  e_i & \xrightarrow{\mu^F_i} & e'_i \\
  \downarrow \iota^F_i & & \downarrow \iota^F_{f^F} \\
  \iota_i & & \iota^F_i \\
  \mu^F_i & & \mu^F_{f^F} \\
  \downarrow & & \downarrow \\
  C_{\iota_i}(c) & \xrightarrow{C_{\iota_i}(h^g)} & C_{\iota_i}(C_{h^f}(c'))
\end{array}
\]

that is, we have to show

\[
\begin{array}{ccc}
  e & \xrightarrow{h^f} & e' \\
  e_i & \xrightarrow{\mu^F_i} & e'_i \\
  \downarrow \iota^F_i & & \downarrow \iota^F_{f^F} \\
  \iota_i & & \iota^F_i \\
  \mu^F_i & & \mu^F_{f^F} \\
  \downarrow & & \downarrow \\
  C_{\iota_i}(c) & \xrightarrow{C_{\iota_i}(h^g)} & C_{\iota_i}(C_{h^f}(c'))
\end{array}
\]
2.5 Indexed Categories

The morphism \( h^j \) is given unique with the above property by the colimit property of \( e \) with respect to the functor \( F_E \) and the natural transformation given by the family of functions \( \mu^j_i \) for each \( i \in J \).

The morphism \( h^j : c \to C_{h^j}(c') \) is given by colimit property of \( c \) with respect to \( \bar{F} \) and the natural transformation given by \( \hat{\mu}^j_i : \bar{F}(i) \to C_{h^j}(c') \) for each \( i \in J \):

\[
c \xrightarrow{h^j} C_{h^j}(c')
\]

\[
\hat{\mu}^j_i : \bar{F}(i) \to C_{h^j}(c')
\]

We get \( \hat{\mu}^j_i \) by the left adjoint of \( C_{ii} \). First note that \( C_{ii}(c') = C_{ii}(C_{h^j}(c')) \) because \( \epsilon_i ; h^j = \mu^j_i \) by the colimit property of \( e \). Since \( \bar{c}_i \) is a free extension of \( c_i \) with respect to \( C_{ii} \), we can extend a morphism \( \mu^j_i : c_i \to C_{ii}(C_{h^j}(c')) \) in a unique way to a morphism \( \hat{\mu}^j_i : \bar{c}_i \to C_{h^j}(c') \) such that the following diagram commutes:

\[
c_i \xrightarrow{\eta_{c_i}} C_{ii}(\bar{c}_i) \xrightarrow{\mu^j_i} C_{ii}(C_{h^j}(c'))
\]

The following diagram is a combination of the last two diagrams where the first diagram is translated by \( C_{ii} \):

\[
C_{ii}(c) \xrightarrow{C_{ii}(h^j)} C_{ii}(C_{h^j}(c')) \xrightarrow{C_{ii}(\hat{\mu}^j_i)} C_{ii}(c_i)
\]

\[
n_{c_i} \quad \mu^j_i \quad \eta_{c_i}
\]

Note that \( \epsilon_i \bar{F} \) is defined as \( \eta_{c_i} : C_{ii}(\epsilon_i \bar{F}) \) and thus we get \( \epsilon_i \bar{F} ; C_{ii}(h^j) = \mu^j_i \), which finishes our proof.

To show that the category of many-sorted signatures has colimits of shape \( J \), we have to show that \( \text{Set} \) has colimits of shape \( J \), that \( \text{Set}^{S^+} \) has colimits of shape \( J \) for each set \( S \) and that each functor \( \text{MS}_{\sigma_s} : \text{Set}^{S^+} \to \text{Set}^{S^+} \) has a left adjoint \( L_{\sigma_s} : \text{Set}^{S^+} \to \text{Set}^{S^+} \). \( \text{Set} \) is cocomplete for categories \( J \) and \( \text{Set}^{S^+} \) has colimits of shape \( J \), whenever \( \text{Set} \) has colimits of shape \( J \). Thus it remains to show that each functor \( \text{MS}_{\sigma_s} \) has a left adjoint \( L_{\sigma_s} \).

Given a family of operation symbols \( \Omega : S \to \text{Set} \), we define a family of operation symbols \( \Omega' : S' \to \text{Set} \) by letting \( \Omega'(w') \) be the disjoint union of all sets \( \Omega(w) \) such that \( \bar{\sigma}_s(w) = w' \) for all \( w' \in S^{S^+} \). If there is no such \( w \) then \( \Omega'(w') \) is the empty set. Given a natural transformation \( \sigma_\Omega ; \Omega_1 \Rightarrow \Omega_2 \) in \( \text{Set}^{S^+} \) then \( L_{\sigma_s}(\sigma_\Omega) \) is a natural transformation from \( L_{\sigma_s}(\Omega_1) \)
to $L_{\sigma_s}(\Omega_2)$. Let $w'$ be a non-empty word over $S'$ and $op$ an operation symbol in $L_{\sigma_s}(\Omega_1)(w')$ then $L_{\sigma_s}(\sigma_{\Omega})(w)(op) = (\sigma_{\Omega})(w)(op)$ if $op \in \Omega_1(w)$ and $\overline{\sigma_s}(w) = w'$.

The unit morphism $\mu : \text{id}_\Omega \Rightarrow L_{\sigma_s}$ is the family of inclusions of $\Omega_w$ into $L_{\sigma_s}(\Omega)\overline{\sigma_s}(w)$ for every $w \in S^+$. Given a functor $F : J \rightarrow \text{StG}$ with $F(i) = (S_i, \Omega_i)$ for $i \in J$ and $F(f) = (\sigma^f_i, \sigma^f_{\Omega_i})$ for $f : i \rightarrow j$ in $J$ then the colimit of $F$ is given as $(S, \Omega)$ where $S$ is the colimit of $F_S$ defined by $F_S(i) = S_i$ and $F_S(f) = \sigma_s$ and $\Omega$ is the colimit of the functor $\overline{F} : J \rightarrow \text{Set}^{S^+}$ defined by $\overline{F}(f)(w)(op) = L_{\sigma_s}(f)(w)(op)$ for all $w \in S^+$ and $op \in \overline{F}(i)(w)$. 

3 Institutions

The notion of institutions is an attempt to formalize the informal notion of a logical system and was developed by Goguen and Burstall [25] as a means to define the semantics of the specification language Clear [13] independent from a particular logic. Many constructs and results in the theory of abstract datatypes are independent of the underlying logical system, and in Chapter 4 we shall give a brief presentation of these constructs and results.

The main aspect of an institution is the notion of satisfaction between formulas and models. Both, formulas and models are given with respect to a certain vocabulary, called signature. Signatures are related by signature morphisms and induce a translation from formulas over one signature to formulas over the other, going in the direction of the signature morphism, and a translation of models in the reverse direction. We require that the notion of satisfaction is compatible with these translations; this requirement is called the satisfaction condition.

The notion of institutions does not cover proof theoretic aspects of a logical system like, for example, a deduction system. To address this problem, for example, Meseguer [44] combines institutions with entailment systems.

The main construction of this thesis will be the institution $\mathcal{R}_I$ presented in Section 5.3, which is parameterized by a another suitable institution $\mathcal{I}$.

Here, we will only recall the definition of institutions; for more details see the article by Goguen and Burstall [25].

Definition 3.1 (Institution) An institution $\mathcal{I} = \langle \text{SIGN}_I, \text{Str}_I, \text{Sen}_I, \models^\mathcal{I} \rangle$ consists of

- a category of signatures $\text{SIGN}_I$,
- a contravariant functor $\text{Str}_I : \text{SIGN}_I^{op} \rightarrow \text{CAT}$ assigning to each signature $\Sigma$ the category of $\Sigma$-structures and to each signature morphism $\sigma : \Sigma \rightarrow \Sigma'$ a forgetful functor $\downarrow': \text{Str}_I(\Sigma') \rightarrow \text{Str}_I(\Sigma)$,
- a functor $\text{Sen}_I : \text{SIGN}_I \rightarrow \text{SET}$ assigning to each signature $\Sigma$ the set of $\Sigma$-formulas and to each signature morphism $\sigma : \Sigma \rightarrow \Sigma'$ a translation $\sigma$ of $\Sigma$-formulas to $\Sigma'$-formulas, and
- a family of satisfaction relations $\models^\mathcal{I}_\Sigma \subseteq \text{Str}_I(\Sigma) \times \text{Sen}_I(\Sigma)$ for $\Sigma \in \text{SIGN}_I$ indicating whether a $\Sigma$-formula $\varphi$ is valid in a $\Sigma$-structure $m$, written $m \models^\mathcal{I}_\Sigma \varphi$ or for short $\models^\mathcal{I} \varphi$,

such that the satisfaction condition holds: for all signature morphisms $\sigma : \Sigma \rightarrow \Sigma'$, formulas
\( \varphi \in \text{Sen}_\Sigma(\Sigma) \), and structures \( m' \in \text{Str}_\Sigma(\Sigma') \) we have

\[
m' \models_\sigma \models^T \varphi \text{ if and only if } m' \models^T \overline{\varphi}.\]

For notational convenience we may write \( M \models^T \varphi \) for a class of \( \Sigma \)-structures and a \( \Sigma \)-formula instead of \( \forall m \in M. m \models^T \varphi \), and similarly for \( m \models^T \Phi \) and \( M \models^T \Phi \) for a set \( \Phi \) of \( \Sigma \)-formulas. We may also write \( \Phi \models^T \Phi' \) for two sets of \( \Sigma \)-formulas \( \Phi \) and \( \Phi' \) to denote that if \( m \models^T \Phi \) then \( m \models^T \Phi' \) for all \( m \in \text{Str}_\Sigma(\Sigma) \). We shall omit the superscript \( I \) if the institution is clear from the context.

In the following sections we give three examples of institutions. The first section presents the well-known institution of equational logic \( \mathcal{E}Q \). Using the techniques of Goguen and Burstall [25], we add data- and partitioned-by constraints to \( \mathcal{E}Q \) and get the institution \( \mathcal{E}QC \).

The last section introduces the institution \( \mathcal{L}SL \), which formalizes the logical system underlying the Larch Shared Language [34]. The Larch Shared Language will be used in some of our examples. The main difference of \( \mathcal{L}SL \) with respect to \( \mathcal{E}QC \) is that signatures in \( \mathcal{L}SL \) contain the sort \( \text{bool} \) with its usual operations, and that for each sort in the signature we have the equality as a boolean function. The structures in \( \mathcal{L}SL \) are those algebras where these symbols have their usual meaning. This makes it quite convenient to write specifications in \( \mathcal{L}SL \); however, since the sort \( \text{bool} \) with its operations and the equality can be specified using equations and constraints, we can use \( \mathcal{E}QC \) to reason about specifications in \( \mathcal{L}SL \) (cf. Theorem 3.42).

Another example of an institution is the institution \( \text{SET} \) presented in Section 9.1, which formalizes the logical system underlying the specification language Z [56].

### 3.1 Equational Logic

To pave the road for the definition of the institution \( \mathcal{L}SL \) in Section 3.4, we shall first present the institutions \( \mathcal{E}Q \) of equational logic and \( \mathcal{E}QC \) of equational logic with constraints. Signatures in these institutions are many sorted signatures, structures are algebras, and formulas are equations \( \forall X \ s = t \). In addition to equations \( \mathcal{E}QC \) has generating and partitioned-by constraints as formulas.

The institutions for equational logic and equational logic with data-constraints are already given in Goguen and Burstall [25]. Adding partitioned-by constraints and the institution \( \mathcal{L}SL \) are new.
3.1 Equational Logic

Signatures

**Definition 3.2 (Many-sorted Signatures)** A many sorted signature \( \Sigma = (S, \Omega) \) consists of a set \( S \) of sorts and a functor \( \Omega : S^* \times S \to \text{SET} \) mapping pairs \((w, s)\) to sets of operation symbols \( \Omega(w, s) \). We require that for all \( w \in S^* \) and \( s, s' \in S \) we have \( \Omega(w, s) \cap \Omega(w, s') = \{ \} \). For an operation symbol \( \omega \in \Omega(w, s) \) we shall write \( \omega : w \to s \). If \( w \) is the empty string, \( \omega \) is called a constant of sort \( s \) and we write \( \omega : s \). A signature is finite if the set of sorts and the union of all \( \Omega(w, s) \) is finite.

A signature morphism \( \sigma \) from \((S, \Omega)\) to \((S', \Omega')\) is a pair of a function \( \sigma : S \to S' \) and a natural transformation \( \sigma : \Omega \Rightarrow \hat{\sigma} ; \Omega' \) where \( \hat{\sigma} \) is the extension of \( \sigma : S \to S' \) to a function \( \hat{\sigma} : S^* \times S \to S'^* \times S' \) given by

\[
\hat{\sigma}((s_1 \ldots s_n), s) = (\sigma(s_1) \ldots \sigma(s_n), \sigma(s)) ,
\]

that is, \( \sigma \) is an \( S^* \times S \) indexed family of functions

\[
\sigma_{(w, s)} : \Omega((w, s)) \to \Omega(\hat{\sigma}((w, s))).
\]

We do not require that the sets \( \Omega(w, s) \) are disjoint. This allows us to overload operation names, that is, have the same operation symbol with different types. A possible application is the use of the same symbol \( + \) for the addition of natural numbers and for the addition of integers.

However, to ensure that certain constructions on terms, like the evaluation of terms, are well-defined, we need that the sets of terms of sort \( s \in S \) are disjoint. A sufficient criteria is that the sets \( \Omega(w, s) \) and \( \Omega(w, s') \) are disjoint for all \( w \in S^* \) and \( s, s' \in S \) (cf. Loeckx et al. [42]).

Note that in the definition of \( \Omega \) as a functor from \( S^* \times S \) to \( \text{SET} \), \( S^* \times S \) is viewed a discrete category.

The category \( \text{Sig} \) has as objects many-sorted signatures and as arrows signature-morphisms. The category \( \text{FSig} \) has as objects finite many-sorted signatures and is a full subcategory of \( \text{Sig} \).

The following fact is well-known, for example [19]:

**Fact 3.3** The category \( \text{Sig} \) is cocomplete.

**Proof.** Let \( F : J \to \text{Sig} \) be a functor with \( F(i) = (S_i, \Omega_i) \) and \( F(f : i \to j) = \sigma_f : (S_i, \Omega_i) \to (S_j, \Omega_j) \) for \( i \) and \( f : i \to j \) in \( J \). In the following we construct the colimit \( (S_d, \Omega_d) \) of \( F \) with the co-cone morphisms \( \iota_F^i \). The set \( S_d \) is given by the colimit of the functor \( F_S : J \to \text{SET} \), and \( \Omega_d : S^*_d \times S_d \to \text{SET} \) is the colimit of the functor \( F_\Omega : J \to \text{SET}^{S^*_d \times S_d} \).

\( F_S(i) \) is \( S_i \) for objects \( i \) of \( J \), and \( F_S(f) \) is the sort function of \( \sigma_f \) for arrows \( f \) of \( J \).

Let \((w, s)\) be an element of \( S^*_d \times S_d \), then \( F_S(i)(w, s) \) is the disjoint union of all sets \( \Omega_i(w, s) \) with \( \iota_F^i(w, s) = (w, s) \) for some \( (w, s, i) \in S^*_i \).
\( F_\Omega(f : i \to j)(w, s) \) is the extension of the family of functions \( \sigma_f(w_i, s_i) : \Omega((w_i, s_i)) \to \Omega(\sigma_f((w_i, s_i))) \) with \( \iota_{FS}^2((w_i, s_i)) = (w, s) \) to a function from \( F_\Omega(i)(w, s) \) to \( F_\Omega(j)(w, s) \).

We have to take the disjoint union because we did not require the \( \Omega_i(w_i, s_i) \) to be disjoint, and if \( \iota_i^{FS} \) identifies sorts, then two operators with the same name but different sorts could be mapped to the same operator. Note that the colimit of \( F_\Omega \) exists since the functor category \( \text{SET}^{S_{cl} \times S_{cl}} \) is cocomplete because \( \text{SET} \) is cocomplete (cf. Fact 2.4).

The sort part of the co-cone morphisms \( \iota_i^F \) is given by the co-cone morphism \( \iota_i^{FS} : S_i \to S_{cl} \), and the operation part is the composition of the inclusion of \( \Omega_i(w_i, s_i) \) into \( F_\Omega(i)(w, s) \) with \( \iota_{FS}^i \) for every \( i \) in \( J \).

Then the colimit property of \( (S_{cl}, \Omega_{cl}) \) is a consequence of the definition of \( S_{cl} \) and \( \Omega_{cl} \) as colimits of \( F_S \) and \( F_\Omega \).

The initial object in \( \text{SIG} \) is \( \Sigma = (\{ \}, \Omega) \) where \( \Omega \) is the unique function from \( \{ \} \) to \( \text{SET} \) because \( \{ \} \) is the initial object in \( \text{SET} \).

Pushouts \( (S_{po}, \Omega_{po}) \) for functors

\[
\Sigma(1) \downarrow \sigma_1 \quad \Sigma(2) \uparrow \sigma_2 \quad \Sigma(0)
\]

are given by the following pushouts in \( \text{SET} \):

\[
\begin{array}{ccc}
S_0 & \xrightarrow{i_0} & S_1 \\
\downarrow i_1 & & \downarrow i_2 \\
S_{po} & & S_{po}
\end{array}
\quad \quad \quad
\begin{array}{ccc}
\bar{\Omega}_i(w, s) & \xrightarrow{i_1(w, s)} & \Omega_i(w, s) \\
\downarrow \sigma_1 & & \downarrow \sigma_2 \\
\bar{\Omega}_{po}(w, s) & & \Omega_{po}(w, s)
\end{array}
\]

where \( \bar{\Omega}_i(w, s) \) is the disjoint union of all \( \Omega_i(w_i, s_i) \) such that \( \iota_i(w_i, s_i) = (w, s) \) for every \( (w, s) \in S_{po}^* \times S_{po}, (w_i, s_i) \in S_i^* \times S_i, \) and \( i \in \{0, 1, 2\} \).

The union of signatures \( \Sigma_i \cup \Sigma_2 \) where \( \Sigma_i = (S_i, \Omega_i) \) for \( i \in \{1, 2\} \) is the signature \( (S, \Omega) \) where \( S \) is the union of \( S_1 \) and \( S_2 \), and \( \Omega(w, s) = \bar{\Omega}_1(w, s) \cup \bar{\Omega}_2(w, s) \) for \( w \in S^* \) and \( s \in S \).

\( \bar{\Omega}_i \) is the extension of \( \Omega_i \) from an \( S_i^* \times S_i \)-indexed family of sets to an \( S^* \times S \)-indexed family of sets and is given by \( \bar{\Omega}_i(w, s) = \Omega_i(w, s) \) if \( (w, s) \in S_i^* \times S_i \) and \( \Omega(w, s) = \{ \} \) otherwise for \( i \in \{1, 2\} \).

Note that the union of signatures can be viewed as a pushout of \( \Sigma_1 \) and \( \Sigma_2 \) with respect to \( \Sigma_1 \cap \Sigma_2 \) and the inclusions of \( \Sigma_1 \cap \Sigma_2 \) into \( \Sigma_1 \) and \( \Sigma_2 \), respectively, where \( \Sigma_1 \cap \Sigma_2 \) has as sorts \( S = S_1 \cap S_2 \) and as operations \( \Omega(w, s) = \bar{\Omega}_1(w, s) \cap \bar{\Omega}_2(w, s) \) for \( (w, s) \in S^* \times S \).
3.1 Equational Logic

Note that the colimit of an infinite diagram of signatures, in general, is not a finite signature. For instance, consider a functor \( F : J \to \text{Sig} \) where \( J \) is an infinite, discrete category. For each \( i \in J \), \( F(i) \) is the signature \( \{\{s\}, \{\omega : s \to s\}\} \). By the construction of colimits in \text{Sig} the colimit of \( F \) is a signature with sorts the set \( \{(i, s) | i \in J\} \) and operations \( \{(i, \omega) : (i, s) \to (i, s) | i \in J\} \). Since \( J \) is infinite, the resulting signature has infinitely many sorts and operations. Thus, while \text{Sig} is cocomplete, \( \text{FSig} \) is only finitely cocomplete.

Algebras

**Definition 3.4 (Algebras and Homomorphisms)** Let \( \Sigma = (S, \Omega) \) be a signature. A \( \Sigma \)-algebra \( A \) consists of a functor \( A \) from the set \( S \), viewed as a discrete category, to \text{Set} mapping each sort \( s \) in \( S \) to its carrier set \( A(s) \), together with a family of total functions \( A(\omega) \) from \( A(w) \) to \( A(s) \) for each \( \omega \in \Omega(w, s) \) where \( A(w) = A(s_1) \times \ldots \times A(s_n) \) for \( w = s_1 \ldots s_n \).

A \( \Sigma \)-homomorphism \( h : A \to B \) is a natural transformation \( h : A \Rightarrow B \) between the functors \( A \) and \( B \) from \( S \) to \text{Set} compatible with the operations in \( \Omega \), that is, for each \( \omega : w \to s \) and \( a_1, \ldots, a_n \) in \( A(w) \)

\[
h_s(A(\omega)(a_1, \ldots, a_n)) = B(\omega)(h_{s_1}(a_1), \ldots, h_{s_n}(a_n)).
\]

\( \Sigma \)-algebras and \( \Sigma \)-homomorphisms form the category \( \text{Alg}(\Sigma) \). A homomorphism \( h : A \to B \) is an isomorphism if \( h_s \) is an isomorphism between \( A(s) \) and \( B(s) \) for every sort \( s \). Two algebras \( A \) and \( B \) are isomorphic if there exists an isomorphism \( h : A \to B \).

The forgetful functor \( \text{U}_{\Sigma} \) from the category of \( \Sigma \)-algebras to the functor category \( \text{Set}^S \) maps \( \Sigma \)-algebras \( A \) to their family of carrier sets and \( \Sigma \)-homomorphisms \( h : A \to B \) to their natural transformations \( h : A \Rightarrow B \) between their family of carrier sets.

**Definition 3.5 (\( \sigma \)-Reduct)** Given a signature morphism \( \sigma \) from \( (S, \Omega) \) to \( (S', \Omega') \) and a \( \Sigma' \)-algebra \( A \), the \( \sigma \)-reduct of \( A \), written \( A\lvert_\sigma \), is the \( \Sigma \)-algebra defined by

\[
A\lvert_\sigma = \sigma; A
\]

\[
(A\lvert_\sigma)(\omega) = A(\sigma(\omega)) \text{ for all } \omega : w \to s \text{ and } (w, s) \in S^+.
\]

For each \( \Sigma' \)-homomorphism \( h : A \to B \) a \( \Sigma \)-homomorphism \( h\lvert_\sigma : A\lvert_\sigma \to B\lvert_\sigma \) is defined by

\[
h\lvert_\sigma = \sigma; h.
\]

The \( \sigma \)-reduct is a functor from the category of \( \Sigma' \)-algebras to the category of \( \Sigma \)-algebras.

**Definition 3.6 (Alg)** \( \text{Alg} \) is a contravariant functor from \( \text{Sig} \) to \text{CAT} mapping every signature \( \Sigma \) to the category of \( \Sigma \)-algebras \( \text{Alg}(\Sigma) \) and every signature morphism \( \sigma : \Sigma \to \Sigma' \) to the functor \( \lvert_\sigma : \text{Alg}(\Sigma') \to \text{Alg}(\Sigma) \).
Equations

**Definition 3.7 (Term-algebra)** Let $\Sigma = (S, \Omega)$ be a signature and $X$ an $S$-indexed family of sets, the term algebra $T_\Sigma(X)$ has as carrier sets the smallest $S$-indexed family of sets such that

$$X(s) \subseteq T_\Sigma(X)(s) \text{ for each } s \in S \text{ and }$$

$$\omega(t_1, \ldots, t_n) \in T_\Sigma(X)(s) \text{ for each } \omega : w \to s \in \Omega \text{ and } t_1, \ldots, t_n \in T_\Sigma(X)(w)$$

and for every operation symbol $\omega : w \to s$ in $\Omega$

$$T_\Sigma(X)(\omega)(t_1, \ldots, t_n) = \omega(t_1, \ldots, t_n).$$

The elements in $T_\Sigma(X)(s)$ are called terms of sort $s$.

If $X$ is the family of empty sets, that is, $X(s) = \{\}$ for all sorts $s$ in $S$, then $T_\Sigma(X)$ is called the **ground term algebra**, and we may write $T_\Sigma$ instead of $T_\Sigma(X)$.

The functor $T_\Sigma$ from $\text{SET}^S$ to $\text{Alg}(\Sigma)$ maps each family of sets $X : S \to \text{SET}$ to the term algebra $T_\Sigma(X)$ and each natural transformation $h : X \Rightarrow Y$ to the unique homomorphism from $T_\Sigma(X)$ to $T_\Sigma(Y)$ satisfying $T_\Sigma(h)_s(x) = h_s(x)$ for every $x \in X(s)$, $s \in S$ and

$$T_\Sigma(h)_s(\omega(t_1, \ldots, t_n)) = \omega(T_\Sigma(h)_s(t_1), \ldots, T_\Sigma(h)_s(t_n))$$

for every operation $\omega : w \to s \in \Omega$.

The functor $T_\Sigma$ is left adjoint to the forgetful functor $U_\Sigma : \text{Alg}(\Sigma) \to \text{SET}^S$, which means that for each algebra $B$ and natural transformation $h : X \Rightarrow U_\Sigma(B)$ there exists a unique extension of $h$ to a homomorphism $\tilde{h}$ from $T_\Sigma(X)$ to $B$ such that $h = \eta; U_\Sigma(\tilde{h})$ where $\eta$ is the natural transformation from $X$ to $U_\Sigma(T_\Sigma(X))$ given by the inclusions of $X(s)$ into $T_\Sigma(X)(s)$.

The homomorphism $\tilde{h}$ is uniquely defined by $\tilde{h}_s(x) = h_s(x)$ for $x \in X(s)$, and $s \in S$ and $\tilde{h}(\omega(t_1, \ldots, t_n)) = B(\omega)(\tilde{h}_s(t_1), \ldots, \tilde{h}_s(t_n))$ for $\omega : w \to s \in \Omega$.

The natural transformation $\tilde{h}$ from $T_\Sigma(X)$ to $B$ **evaluates** a term $t \in T_\Sigma(X)$ in $B$ with respect to $h$. If $X$ is the family of empty sets then there exists a unique natural transformation $h : X \Rightarrow U_\Sigma(B)$ for each $\Sigma$-algebra $B$, and we shall write $B(t)$ for the evaluation of a ground term $t \in T_\Sigma$ in $B$ instead of $\tilde{h}(t)$.

The ground-term-algebra $T_\Sigma$ is an initial object in $\text{Alg}(\Sigma)$ because the family of empty sets is an initial object in $\text{SET}^S$ and left adjoints preserve initial objects (cf. Section 2.4). The unique homomorphism $h_B$ from $T_\Sigma$ to an arbitrary $\Sigma$-algebra $B$ is given by $h_B(t) = B(t)$.

Note that in the definition of algebras and homomorphisms (cf. Definition 3.4) we used the same symbol $A$ for a $\Sigma$-algebra $A$ and its family of carrier sets $A : S \to \text{SET}$, and we used the same symbol $h$ for a $\Sigma$-homomorphism from $A$ to $B$ and the natural transformation $h : A \Rightarrow B$ in $\text{SET}^S$. Thus, in the following, we shall leave the application of the forgetful functor $U_\Sigma : \text{Alg}(\Sigma) \to \text{SET}^S$ implicit. For example, if $A$ is a $\Sigma$-algebra, we write $T_\Sigma(A)$ instead of $T_\Sigma(U_\Sigma(A))$. 

**Institutions**
3.1 Equational Logic

Fact 3.8 Let $A$ be a $\Sigma$-algebra and $\eta : \text{id}_{\text{set}^S} \Rightarrow T_\Sigma; U_\Sigma$ be the unit of the adjunction of $T_\Sigma$ and $U_\Sigma$. Then we have

$$\eta_A; \tilde{\text{id}}_A = \text{id}_A$$

in $\text{Set}^S$.

Proof. By definition, $\tilde{\text{id}}_A$ is the unique homomorphism from $T_\Sigma(X)$ to $A$ such that $\eta_A; \tilde{\text{id}}_A = \text{id}_A$ in $\text{Set}^S$.

Fact 3.9 The following diagram in $\text{Alg}(\Sigma)$ commutes for every homomorphism $h : A \to B$ in $\text{Alg}(\Sigma)$:

$$
\begin{array}{ccc}
T_\Sigma(A) & \xrightarrow{T_\Sigma(h)} & T_\Sigma(B) \\
\tilde{\text{id}}_A & \downarrow{\tilde{h}} & \downarrow{\text{id}_B} \\
A & \xrightarrow{h} & B
\end{array}
$$

Proof. Let $\Sigma = (S, \Omega)$ be a many-sorted signature. First, we show that

$$
\begin{array}{ccc}
T_\Sigma(A) & \xrightarrow{T_\Sigma(h)} & T_\Sigma(B) \\
\tilde{\text{id}}_A & \downarrow{\tilde{h}} & \downarrow{\text{id}_B} \\
A & \xrightarrow{h} & B
\end{array}
$$

commutes in $\text{Alg}(\Sigma)$. Since we have

$$\eta_A; \tilde{\text{id}}_A; h = \text{id}_A; h = h$$

in $\text{Set}^S$, and the homomorphism $\tilde{h}$ is unique with the property $\eta_A; \tilde{h} = h$, we have $\tilde{h} = \tilde{\text{id}}_A; h$ in $\text{Alg}(\Sigma)$.

Next, we show that the following diagram commutes in $\text{Alg}(\Sigma)$:

$$
\begin{array}{ccc}
T_\Sigma(A) & \xrightarrow{T_\Sigma(h)} & T_\Sigma(B) \\
\tilde{\text{id}}_A & \downarrow{\tilde{h}} & \downarrow{\text{id}_B} \\
B & \xrightarrow{\eta_B} & B
\end{array}
$$

Since $\eta$ is a natural transformation we have $\eta_A; T_\Sigma(h) = h; \eta_B$. By composing both sides of the equation with $\tilde{\text{id}}_B$ we get

$$\eta_A; T_\Sigma(h); \tilde{\text{id}}_B = h; \eta_B; \tilde{\text{id}}_B = h.$$
Given a recursive enumerable set \( V \). A functor \( X : S \rightarrow \text{Set} \) is a family of variables for the signature \( \Sigma = (S, \Omega) \) if \( X(s) \subseteq V \) for each sort \( s \) in \( S \) and \( X(s) \cap X(s') = \{ \} \) for two sorts \( s \neq s' \) in \( S \).

For a \( \Sigma \)-algebra \( A \) and a family of variables \( X \in \text{Set}^S \), a natural transformation \( \rho \) from \( X \) to the family of carrier sets of \( A \) is called a variable assignment.

In the following we may write, for example, \( X = \{ x, y : s_1, z : s_2 \} \) for the family of variables \( X : \{ s_1, s_2, s_3 \} \rightarrow \text{Set} \) given by \( X(s_1) = \{ x, y \} \), \( X(s_2) = z \) and \( X(s_3) = \{ \} \). If the sorts of the variables are clear from the context we may omit the declaration of sorts and just write \( X = \{ x, y, z \} \).

**Definition 3.10 (Translation of Terms)** Let \( \sigma : \Sigma \rightarrow \Sigma' \) be a signature morphism with \( \Sigma = (S, \Omega) \) and \( \Sigma' = (S', \Omega') \), and let \( X : S \rightarrow \text{Set} \) be a family of variables. Define a new family of variables \( X' : S' \rightarrow \text{Set} \) by taking for \( X'(s') \) the union of all \( X(s) \) such that \( \sigma(s) = s' \) for each \( s \) in \( S \). We set \( X'(s') = \{ \} \) if there is no \( s \in S \) with \( \sigma(s) = s' \).

The signature morphism \( \sigma \) defines an \( S \)-indexed family of functions \( \sigma_* \) from \( T_\Sigma(X)(s) \) to \( T_{\Sigma'}(X')(\sigma(s)) \) by

\[
\sigma(x) = x \text{ for } x \in X(s) \text{ and } s \in S \\
\sigma(\omega(t_1, \ldots, t_n)) = \sigma(\omega)(\sigma(t_1), \ldots, \sigma(t_n))
\]

for \( \omega \in \Omega(w, s), t_1, \ldots, t_n \in T_\Sigma(w) \) and \( w \in S^* \).

A \( \Sigma \)-equation has the form \( \forall X \ t = r \) where \( X \) is a family of variables and \( t \) and \( r \) are terms in \( T_\Sigma(X)(s) \) for some sort \( s \in S \).

**Definition 3.11 (Eqn)** The functor \( \text{Eqn} \) from \( \text{Sig} \) to \( \text{Set} \) maps a signature \( \Sigma \) to the set of \( \Sigma \)-equations and a signature morphism \( \sigma : \Sigma \rightarrow \Sigma' \) to the function \( \text{Eqn}(\sigma) \) mapping a \( \Sigma \)-equation \( \forall X \ r = t \) to a \( \Sigma' \)-equation \( \forall X' \sigma(r) = \sigma(t) \).

**Definition 3.12 (Satisfaction)** A \( \Sigma \)-algebra \( A \) satisfies a \( \Sigma \)-equation \( \forall X \ t = r \), written \( A \models \forall X \ t = r \), if \( \tilde{\rho}(t) = \tilde{\rho}(r) \) for all variable assignments \( \rho : X \rightarrow A \).

When writing an equation \( \forall \{ x_1 : s_1, \ldots, x_n : s_n \} \ r = t \), we shall omit the braces and write \( \forall x_1 : s_1, \ldots, x_n : s_n \ r = t \) instead, or \( \forall x_1, \ldots, x_n \ r = t \) if the sorts of the variables are clear from the context.

**Lemma 3.13** If \( A \) and \( B \) are isomorphic \( \Sigma \)-algebras, then

\[ A \models \forall X \ t = r \text{ if and only if } B \models \forall X \ t = r \]

for all \( \Sigma \)-equations \( \forall X \ t = r \).

**Proof.** (\( \Leftarrow \)) Let \( B \models \forall X \ t = r \) and \( \rho \) be an arbitrary variable assignment from \( X \) to \( A \). We have to show that \( \tilde{\rho}(t) = \tilde{\rho}(r) \).
Define a variable assignment from $X$ to $B$ by $\rho' = \rho \iota$ where $\iota$ is the isomorphism from $A$ to $B$. Note that $\bar{\rho}$ is the same as $\bar{\rho} \iota$. Then we have $\bar{\rho}(t) = \bar{\rho}'(r)$ because $B \models \forall X \ t = r$.

By applying $\iota^{-1}$ to each side of the equation $\bar{\rho}(r) = \bar{\rho}'(t)$ we get $\bar{\rho}; \iota^{-1}(r) = \bar{\rho}; \iota; \iota^{-1}(r) = \bar{\rho}(r)$ and $\bar{\rho}; \iota^{-1}(t) = \bar{\rho}; \iota; \iota^{-1}(t) = \bar{\rho}(t)$ and thus $\bar{\rho}(r) = \bar{\rho}(t)$.

$(\Rightarrow)$ The argument is the same as for the previous case but with the roles of $r$ and $t$ reversed.

$\square$

**Definition 3.14 (Institution $\mathcal{E}Q$)** The institution of equational logic $\mathcal{E}Q$ is given by the category $\text{Sig}$ of many sorted signatures, the contravariant functor $\text{Alg}$ from $\text{Sig}$ to $\text{CAT}$, mapping many sorted signatures $\Sigma$ to the category of $\Sigma$-algebras, the functor $\text{Eqn}$ from $\text{Sig}$ to $\text{SET}$, mapping signatures $\Sigma$ to the set of $\Sigma$-equations, and the family of satisfaction relations $\models_{\Sigma} \subseteq \text{Alg}(\Sigma) \times \text{Eqn}(\Sigma)$.

It remains to show that the satisfaction conditions holds for $\mathcal{E}Q$. To show this, the following lemma is needed.

**Lemma 3.15** Let $\sigma : \Sigma \to \Sigma'$ be a signature morphism, $A$ a $\Sigma'$-algebra, $\rho : X \Rightarrow A|_\sigma$ a variable assignment, and let $\rho' : X' \Rightarrow A$ be the variable assignment defined by $\rho'_s(x) = \rho_s(x)$ if $x \in X(s)$ and $s' = \sigma(s)$ where $X'$ is defined as in 3.10. Then

$$\bar{\rho}(t) = \bar{\rho}'(\bar{\sigma}(t))$$

for all terms $t$ from $T_\Sigma(X)$.

Note that $\rho'$ is well-defined because $X(s) \cap X(s') = \{\}$ for all $s,s' \in S$ with $s \neq s'$.

**Proof.** The proof is done by induction on the structure of terms from $T_\Sigma(X)$. If $t = x$ and $x \in X(s)$, then

$$\bar{\rho}_s(x) = \rho_s(x) = \rho'_s(x) = \bar{\rho}'_s(\bar{\sigma}(x))$$

and if $t = \omega(t_1, \ldots, t_n)$, then

$$\bar{\rho}(\omega(t_1, \ldots, t_n)) = (A|_\sigma)(\omega)(\bar{\rho}(t_1, \ldots, t_n)) \quad \text{Def. of } \bar{\rho}$$

$$= A(\sigma(\omega))(\bar{\rho}(\bar{\sigma}(t_1), \ldots, \bar{\sigma}(t_n))) \quad \text{Def. of } A|_\sigma \text{ and Ind. Hyp.}$$

$$= \bar{\rho}'(\bar{\sigma}(\omega(t_1, \ldots, t_n))) \quad \text{Def. of } \bar{\rho}'$$

$\square$

**Theorem 3.16 (Satisfaction condition)** Let $\sigma$ be a signature morphism from $\Sigma$ to $\Sigma'$, $A$ a $\Sigma'$-algebra, and $\forall X \ r = t$ a $\Sigma$-equation. Then

$$A|_\sigma \models \forall X \ r = t \text{ if and only if } A \models \text{Eqn}(\sigma)(\forall X \ r = t)$$
PROOF. (⇐) Let \( A \models \text{Eqn}(\sigma)(\forall X \ t = r) \). Fix an arbitrary \( \rho : X \Rightarrow A|_\sigma \) and define \( \rho' : X' \Rightarrow A \) as in Lemma 3.15. Since \( A \models \Sigma(\forall X \ r = t) \), we have \( \tilde{\rho}(\bar{\sigma}(r)) = \tilde{\rho}(\bar{\sigma}(t)) \), and because of Lemma 3.15 we get \( \tilde{\rho}(r) = \tilde{\rho}(\bar{\sigma}(r)) = \tilde{\rho}(\bar{\sigma}(t)) = \tilde{\rho}(t) \).

(⇒) Let \( A|_\sigma \models \forall X \ t = r \) and \( \rho' \) be a variable assignment from \( X' \) to \( A \). Define \( \rho : X \Rightarrow A|_\sigma \) by \( \rho_\sigma(x) = \rho'_{\bar{\sigma}(x)}(x) \). Since \( A|_\sigma \models \forall X \ t = r \) and because of Lemma 3.15, we have \( \tilde{\rho}(\bar{\sigma}(r)) = \tilde{\rho}(r) = \tilde{\rho}(t) = \tilde{\rho}(\bar{\sigma}(t)) \). □

3.2 Amalgamation

An important property of institutions, that is also required for the construction of the institution \( \mathcal{R}_c \) in Section 5.3, is that the contravariant structure functor \( \text{Str}_c \) from \( \text{SIGN}_c \) to \( \text{CAT} \) preserves colimits. That is, if \( F \) is a functor from \( J \) to \( \text{SIGN}_c \) such that the colimit \( (i^F, \coprod F) \) of \( F \) exists, then \( (i^F; \text{Str}_c, \text{Str}_c(\coprod F)) \) is a limit of the functor \( F; \text{Str}_c : J^{op} \rightarrow \text{CAT} \).

Given a colimit diagram \( F : I \rightarrow \text{SIGN}_c \) with \( F(i) = \Sigma_i \) and a \( \Sigma \)-structure \( m_i \) for each \( i \in I \), then the \( m_i \) can be glued together to form one structure \( m \) over the colimit signature of \( F \) provided that the colimit of \( F \) exists and that \( m_i|_{F(f)} = m_j \) for all morphisms \( f : i \rightarrow j \) in \( J \).

\( \text{Str}_c \) preserves colimits if \( \text{Str}_c \) maps the initial object in \( \text{SIGN}_c \) to the terminal object in \( \text{CAT} \) and if pushouts in \( \text{SIGN}_c \) are mapped to pullbacks in \( \text{CAT} \).

**Definition 3.17** We call an institution exact if the contravariant structure functor \( \text{Str}_c \) from \( \text{SIGN}_c \) to \( \text{CAT} \) preserves colimits.

The institutions \( \mathcal{E}Q, \mathcal{E}QC, \mathcal{L}SL, \) and \( \mathcal{S}ET \) all have amalgamation, and since their structure functors also preserve initial objects, they are all exact.

**Definition 3.18 (Amalgamated Sum)** An institution \( I \) has amalgamation if for any pushout diagram \( F : V \rightarrow \text{SIGN}_c \) for which a pushout \( \coprod F \) exists and for any pair of structures \( m_1 \in \text{Str}_c(F(1)) \) and \( m_2 \in \text{Str}_c(F(2)) \) such that \( m_1|_{F(f)} = m_0 = m_2|_{F(g)} \), there exists a unique \( m \in \text{Str}_c(\coprod F) \) with \( m|_{\bar{t}_1} = m_{1|_{\bar{t}_1}} \) and \( m|_{\bar{t}_2} = m_{2|_{\bar{t}_2}} \). \( m \) is called the amalgamated sum of \( m_1 \) and \( m_2 \) with respect to \( m_0 \) and is written as \( m_1 +_{m_0} m_2 \).

Similarly, there has to exist for each pair of homomorphisms \( h_1 : m_1 \rightarrow m_1' \) and \( h_2 : m_2 \rightarrow m_2' \) with \( h_1|_{F(f)} = h_2|_{F(g)} \) a unique homomorphism \( h \) from the amalgamated sum of \( m_1 \) and \( m_1' \) to the amalgamated sum of \( m_2 \) and \( m_2' \) such that \( h|_{\bar{t}_1} = h_1 \) and \( h|_{\bar{t}_2} = h_2 \).

Note that if an institution has amalgamation, the objects and homomorphisms in \( \text{Str}_c(\coprod F) \) are exactly the amalgamated sums of objects and homomorphisms from \( \text{Str}_c(F(1)) \) and \( \text{Str}_c(F(2)) \). To see this, consider an object \( m \) in \( \text{Str}_c(\coprod F) \) and let \( m_0 = m|_{\bar{t}_0}, m_1 = m|_{\bar{t}_1} \), and \( m_2 = m|_{\bar{t}_2} \). Because \( \bar{t}_0, \bar{t}_1, \) and \( \bar{t}_2 \) are co-cone morphisms we have \( \sigma_1; \bar{t}_1 = \bar{t}_0 = \sigma_2; \bar{t}_2 \), and therefore \( m_1|_{\bar{t}_1} = m_0 = m_2|_{\bar{t}_2} \). Thus the amalgamated sum of \( m_1 \) and \( m_2 \) exists. Then \( m_1 +_{m_0} m_2 \) is the same as \( m \) because of the uniqueness of the amalgamated sum.
3.2 Amalgamation

**Fact 3.19** An institution \( \mathcal{I} \) has amalgamation if and only if the contravariant functor \( \text{Str}_\mathcal{I} \) preserves pushouts.

**Proof.** (⇒) Assume that \( \mathcal{I} \) has amalgamation. Let \( \coprod F \) be a pushout of the functor \( F : \mathcal{V} \to \text{Sig}_\mathcal{I} \), then we have to show that \( \text{Str}_\mathcal{I}(\coprod F) \) is a pullback in \( \text{CAT} \). Consider a category \( \mathcal{C} \) with two functors \( F : \mathcal{C} \to \text{Str}_\mathcal{I}(F(1)) \) and \( G : \mathcal{C} \to \text{Str}_\mathcal{I}(F(2)) \) such that \( F;\text{Str}_\mathcal{I}(\sigma_1) = G;\text{Str}_\mathcal{I}(\sigma_2) \). We have to construct a unique functor \( H : \mathcal{C} \to \text{Str}_\mathcal{I}(\coprod F) \) with \( H;\text{Str}_\mathcal{I}(\iota_1) = F \) and \( H;\text{Str}_\mathcal{I}(\iota_2) = G \). Define \( H(c) = F(c) +_{m_0} G(c) \) where \( F(c)|_{\sigma_1} = m_0 = G(c)|_{\sigma_2} \), and in a similar manner \( H(h : c \to c') = F(h) +_{h_0} G(h) \). Note that \( H \) is unique because of the uniqueness of the amalgamated sum. Now we have \( \text{Str}_\mathcal{I}(\iota_1)(H(c)) = (F(c) +_{m_0} G(c))|_{\iota_1} = F(c) \) for all \( c \in \mathcal{C} \) and similar \( \text{Str}_\mathcal{I}(\sigma_2)(H(c)) = (F(c) +_{m_0} G(c))|_{\sigma_2} = G(c) \).

(⇐) Assume that the \( \text{Str}_\mathcal{I} \) preserves colimits and let \( F \) be a functor from \( \mathcal{V} \) to \( \text{Sig}_\mathcal{I} \). We have to show that \( \mathcal{I} \) has amalgamation. Consider a \( F(1) \)-structure \( m_1 \) and a \( F(2) \)-structure \( m_2 \). These structures define functors \( M_1 \) from \( 1 \) to \( \text{Str}_\mathcal{I}(F(1)) \) and \( \text{Str}_\mathcal{I}(F(2)) \) by mapping the only element of \( 1 \) to \( m_1 \) and \( m_2 \), respectively. If \( m_1|_{\sigma_1} = m_0 = m_2|_{\sigma_2} \), then \( M_1;\text{Str}_\mathcal{I}(\sigma_1) = M_2;\text{Str}_\mathcal{I}(\sigma_1) \), and thus there exists a unique functor \( M \) from \( 1 \) to \( \text{Str}_\mathcal{I}(\coprod F) \) with \( M;\text{Str}_\mathcal{I}(\iota_1) = M_1 \) and \( M;\text{Str}_\mathcal{I}(\iota_2) = M_2 \) because \( \text{Str}_\mathcal{I}(\coprod F) \) is a pullback in \( \text{CAT} \). Now \( M(1) \) has all the required properties of an amalgamated sum of \( m_1 \) and \( m_2 \) with respect to \( m_0 \).

Similarly, two homomorphisms \( h_1 : m_1 \to m'_1 \) and \( h_2 : m_2 \to m'_2 \) define two functors \( H_1 \) and \( H_2 \) from \( 2 \) to \( \text{Str}_\mathcal{I}(F(1)) \) and \( \text{Str}_\mathcal{I}(F(2)) \) by mapping the arrow \( f \) from \( 1 \) to \( 2 \) in \( 2 \) to \( h_1 \) and \( h_2 \), respectively. As before, if \( h_1|_{\sigma_1} = h_0 = h_2|_{\sigma_2} \), then there exists a unique functor \( H \) from \( 2 \) to \( \text{Str}_\mathcal{I}(\coprod F) \) with \( H;\text{Str}_\mathcal{I}(\iota_1) = H_1 \) and \( H;\text{Str}_\mathcal{I}(\iota_2) = H_2 \) and \( H(f) \) is the amalgamated sum of \( h_1 \) and \( h_2 \) with respect to \( h_0 \).

**Fact 3.20** The institution \( \mathcal{E} \mathcal{Q} \) has amalgamation.

**Proof.** Given a pushout diagram \( F : \mathcal{V} \to \text{Sig} \) with pushout object \( \coprod F \) and co-cone morphisms \( \iota_i : F(i) \to \coprod F \).

\[
\begin{array}{ccc}
\coprod F & \xleftarrow{\iota_1} & F(1) \\
\downarrow & & \downarrow \sigma_1 \\
F(0) & \xrightarrow{\sigma_2} & F(2) \\
\end{array}
\]

Let \( A_1 \) be in \( \text{Alg}(F(1)) \) and \( A_2 \) in \( \text{Alg}(F(2)) \) such that \( A_1|_{\sigma_1} = A_0 = A_2|_{\sigma_2} \). The amalgamated sum of \( A_1 \) and \( A_2 \) with respect to \( A_0 \) is given by:

\[
(A_1 +_{A_0} A_2)(s) = A_i(s_i) \text{ for } \iota_i(s_i) = s \text{ and } s_i \text{ is a sort of } F(i)
\]
for each sort \( s \) of \( \coprod F \) and
\[
(A_1 +_{A_0} A_2)(\omega) = A_i(\omega_i) \quad \text{for} \quad \omega_i = \omega \quad \text{and} \quad \omega_i \text{ is an operation of } F(i)
\]
for each operation \( \omega \) of \( \coprod F \).

To show that \( A = A_1 +_{A_0} A_2 \) is well-defined, consider \( s_i \) and \( s_j \) with \( \iota_i(s_i) = s = \iota_j(s_j) \). It suffices to assume that there exists a morphism \( f \) from \( i \) to \( j \) in \( V \) and thus a signature morphism \( \Sigma(f) = \sigma \) from \( \Sigma(i) \) to \( \Sigma(j) \). In this case we have \( \sigma(s_i) = s_j \) and \( A_j|_{\sigma} = A_i \), and therefore \( A(s) = A_i(s_i) = A_j|_{\sigma}(s_i) = A_j(\sigma(s_i)) = A_j(s_j) \).

A similar argument shows that \( A(\omega) \) is well-defined.

Let \( g : A_1 \to A'_1 \) be a \( F(1) \)-homomorphism and \( h : A_2 \to A'_2 \) be a \( F(2) \)-homomorphism such that \( g|_{\sigma_1} = f = h|_{\sigma_2} \). Then a \( \coprod F \)-homomorphism \( g + f \) from \( A_1 +_{A_0} B \) to \( A'_1 +_{A'_0} A'_2 \) is defined by:
\[
(g + f)_s = \begin{cases} 
  g_{s_1} & \text{if } \iota_1(s_1) = s \text{ and } s_1 \text{ is a sort of } F(1) \\
  h_{s_2} & \text{if } \iota_2(s_2) = s \text{ and } s_2 \text{ is a sort of } F(2)
\end{cases}
\]

\[ \square \]

**Corollary 3.21** The contravariant functor \( \text{Alg} : \text{Sig}^{op} \to \text{CAT} \) preserves colimits.

**Proof.** A functor preserves colimits if it preserves pushouts and initial objects (cf. Lemma 2.9). Since \( \mathcal{EQ} \) has amalgamation, the functor \( \text{Alg} \) preserves pushouts. The initial object of \( \text{Sig} \) is the signature \( (\{\}, \Omega_{\bot}) \) with no sorts and no operations. The only object of the category of \( (\{\}, \Omega_{\bot}) \)-algebras is the algebra with no carrier sets and no functions. Thus \( \text{Alg}(\{\}, \Omega_{\bot}) \) is isomorphic to \( 1 \) and therefore a terminal object of \( \text{CAT} \).

\[ \square \]

### 3.3 Constraints

The problem with the institution \( \mathcal{EQ} \) is that \( \mathcal{EQ} \) is not powerful enough to express certain classes of algebras by sets of equations only. For example, it is impossible to specify a class of algebras where the carrier set of a sort is isomorphic to the natural numbers.

One reason for this is that algebras whose carrier sets contain junk, that is, some elements in their carrier sets cannot be expressed by ground-terms, cannot be excluded.

Another reason is that the class of algebras satisfying a set of equations always contains the trivial algebra \( T \). The trivial algebra for a signature \( \Sigma = (S, \Omega) \) has either \( T(s) = \{\} \) or \( T(s) = \{\} \) for a sort \( s \) from \( S \) depending on whether the ground term algebra has an element of this sort or not. The operations \( \omega : s_1 \ldots s_n \to s \in \Omega \) are interpreted as the unique function from the empty set to any other set if \( T(s_i) = \{\} \) for some \( 1 \leq i \leq n \), that is, \( T(s_1) \times \ldots \times T(s_n) \) is isomorphic to the empty set, or \( T(\omega)(1, \ldots, 1) = 1 \). Note that, if \( T(s_i) \) is not empty for \( 1 \leq i \leq n \), then \( T(s) \) cannot be empty because if \( T(s_i) \) is not empty,
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there exists ground terms \( t_i \) of sort \( s_i \). Then \( \omega(t_1, \ldots, t_n) \) is a ground term of sort \( s \) and thus \( T(s) = \{1\} \).

The trivial algebra \( T \) satisfies all equations \( \forall X \ t = r \) from Eqn(\( \Sigma \)). In order to see this, consider a variable assignment \( \rho : X \rightarrow T \). If a variable assignment \( \rho \) from \( X \) to \( T \) exists, then either \( X(s) \) is empty or \( X(s) \) is non-empty; in this case \( T(s) \) has to be non-empty too. Then \( \rho(x) = 1 \) for all \( x \in X(s) \) which implies \( \tilde{\rho}(r) = 1 = \tilde{\rho}(t) \) and thus \( T \models \forall X \ t = r \).

Adding constraints as formulas to Eqn(\( \Sigma \)) enhances the expressive power of equational specifications. Generating constraints address the junk-problem by requiring that each element of a generated sort can be expressed by an appropriate term of that sort. For proving properties of elements of generated sorts one can use induction over the term structure. Free generating constraints add disequalities between the constructors of a generated sort and thus help exclude the trivial algebra while partitioned-by-constraints add a limited form of behavioral equivalence.

For example, the constraint

\[ N \text{ generated by zero, succ} \]

ensures that for each algebra \( A \) satisfying that constraint and each element \( e \) of \( A(N) \) there exists a term \( t \) of the form \( \text{succ}(...(\text{zero})...) \) such that \( A(t) = e \). Since each element of \( A(N) \) can be represented by a term, one can use induction on the structure of terms to prove properties \( \varphi \) about elements of sort \( N \), i.e. if \( A \models \varphi[x/\text{zero}] \) and if \( A \models \varphi \) implies \( A \models \varphi[x/\text{succ}(x)] \), then \( A \models \varphi \). However, the generating constraint does not ensure that different terms correspond to different elements in \( A(N) \). Thus an algebra \( A \) with \( A(N) = \{0\} \), \( A(\text{zero}) = 0 \) and \( A(\text{succ}) = \lambda x.x \) satisfies the generating constraint. To make sure that \( A(\text{succ})(x) \neq x \) one has to use the following free generating constraint:

\[ N \text{ generated freely by zero, succ}. \]

Let \( S \) be the sort of sets with elements of sort \( E \), isEmpty a function from \( S \) to bool testing whether a set is empty or not, and a function \( \in \) from \( E \times S \) to bool yielding true if the element \( e \) is in the set \( s \) and false otherwise. For all algebras \( A \) that satisfy the constraint

\[ S \text{ partitioned by isEmpty, } \in \]

and elements \( s_1 \) and \( s_2 \) of \( A(S) \): if \( s_1 \) and \( s_2 \) are not equal, then they can be distinguished by using the operations isEmpty or \( \in \), that is, either isEmpty\( (s_1) \) and not isEmpty\( (s_2) \) or vice versa, or there exists an element \( e \) of \( A(E) \) such that \( e \in s_1 \) and \( e \notin s_2 \) or \( e \notin s_1 \) and \( e \in s_2 \).

Thus we can assume the following deduction rule:

| if isEmpty\( (s_1) \) \( \iff \) isEmpty\( (s_2) \) and \( \forall e : E \ e \in s_1 \iff e \in s_2 \) then \( s_1 = s_2 \). |

This rule cannot be expressed as an equation even if we have the boolean operations with their usual meanings in our signature since the universal quantification of \( e \) appears on the left side of an implication. Replacing the implication by a disjunction we get an existential quantifier

\[ \forall s_1, s_2 : S \text{ isEmpty}(s_1) \not\rightarrow \text{isEmpty}(s_2) \lor \exists e : E \ e \in s_1 \not\rightarrow e \in s_2 \lor s_1 = s_2. \]
Data Constraints

In the following we add data-constraints to $\mathcal{E} \mathcal{Q}$ using the method of Goguen and Burstall [25].

Definition 3.22 (Σ-generating constraints) Let $\Sigma' = (S', \Omega')$ be a signature, $s$ a sort from $S'$, $\Omega_c \subseteq \Omega'$ a set of operations and $\sigma$ a signature morphism from $\Sigma'$ to $\Sigma = (S, \Omega)$. The following are $\Sigma$-constraints:

- $s$ generated by $\Omega_c$ wrt $\sigma$
- $s$ generated freely by $\Omega_c$ wrt $\sigma$

If $\sigma$ is the identity we write

- $s$ generated (freely) by $\Omega_c$

instead of $s$ generated (freely) by $\Omega_c$ wrt $\text{id}$.

Definition 3.23 (Satisfaction) Given a $\Sigma$-algebra $A$ and a $\Sigma$-constraint

$$c = s \text{ generated (freely) by } \Omega_c \text{ wrt } \sigma.$$  

Then $A$ satisfies $c$, $A \models c$, if $A|_\sigma$ satisfies the constraint

$$c' = s \text{ generated (freely) by } \Omega_c \text{ wrt } \text{id}.$$  

Let $\Sigma_c$ be $(S, \Omega_c)$. The $\Sigma$-algebra $A$ satisfies the constraint $s$ generated by $\Omega_c$,

$$A \models s \text{ generated by } \Omega_c,$$

if for all $a$ in $A(s)$ there exists a term $t$ in $T_{\Sigma_c}(\tilde{A})$ such that $\tilde{h}(t) = a$ where $\tilde{A} \in \text{Set}^S$ is defined by $\tilde{A}(s') = A(s')$ for every sort $s' \neq s$ in $S$ and $\tilde{A}(s) = \{\}$; and $h : \tilde{A} \to A$ is given by $h_s(a) = a$ for every sort $s' \neq s$ in $S$ and every $a \in \tilde{A}(s')$ and $h_s$ is the unique function from the empty set to $A(s)$.

$A$ satisfies $s$ generated freely by $\Omega_c$ if $t$ is unique.

Definition 3.24 (Translation of constraints) Let $\sigma$ from $\Sigma_1$ to $\Sigma_2$ and $\mu$ from $\Sigma$ to $\Sigma_1$ be two signature morphisms then

$$\overline{\sigma}(s \text{ generated (freely) by } \Omega_c \text{ wrt } \mu) = s \text{ generated (freely) by } \Omega_c \text{ wrt } \mu; \sigma$$

Note that $\overline{\sigma}(c)$ is not defined as $\overline{\sigma}(s)$ generated (freely) by $\sigma(\Omega_c)$ as it is done in the Larch Shared Language because the satisfaction condition would not hold. Consider a signature $\Sigma$ with one sort and two constants $c_1$ and $c_2$ and a signature morphism from $\Sigma$ to a signature $\Sigma'$ with one sort and one constant $c$, mapping $c_1$ and $c_2$ to $c$. Let $A$ be a $\Sigma'$-algebra and let $A(s)$ contain two elements then $A|_\sigma$ is generated by $c_1$ and $c_2$, however $A$ is not generated by $\sigma(c_1) = c = \sigma(c_2)$. 
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Theorem 3.25 Given a $\Sigma'$-algebra $A$, a $\Sigma$-constraint $s$ generated by $\Omega_c$ wrt $\mu$ and a signature morphism $\sigma : \Sigma \rightarrow \Sigma'$ then

$$A \models \sigma(s \text{ generated by } \Omega_c \text{ wrt } \mu; \sigma) \iff A|_{\sigma} \models s \text{ generated by } \Omega_c \text{ wrt } \mu.$$ 

and similar for a constraint $s$ generated freely by $\Omega_c$ wrt $\mu$.

Proof. 

$$A \models s \text{ generated by } \Omega_c \text{ wrt } \mu; \sigma \iff A|_{\mu; \sigma} \models s \text{ generated by } \Omega_c$$

$$\text{iff } (A|_{\sigma})|_{\mu} \models s \text{ generated by } \Omega_c$$

$$\text{iff } A|_{\sigma} \models s \text{ generated by } \Omega_c \text{ wrt } \mu$$

\[ \square \]

Theorem 3.26 The satisfaction of data-constraints is closed under isomorphism.

Proof. Let $A$ and $A'$ be two isomorphic $\Sigma$-algebras with isomorphism $\iota : A \rightarrow A'$. We have to show that $A \models s$ generated (freely) by $\Omega_c$ if and only if $A' \models s$ generated (freely) by $\Omega_c$.

Assume that $A \models s$ generated (freely) by $\Omega_c$, then we have to find for each $a' \in A'(s)$ a term $t' \in T_{\Sigma}(A')$ with $h'(t') = a'$ where $A'(s') = A(s')$ for all sorts $s' \neq s$ and $\tilde{A}(s) = \emptyset$, and $h'_{s'}(a) = a$ for all $a \in A$ and sorts $s' \neq s$ and $h'_{s}$ is the unique morphism from $\emptyset$ to $A'(s)$.

Since $A \models s$ generated (freely) by $\Omega_c$ and $\iota^{-1}(a')$ is in $A(s)$, there exists a term $t \in T_{\Sigma}(\tilde{A})$ such that $\tilde{h}(t) = \iota^{-1}(a')$ where $\tilde{A}$ and $\tilde{h} : \tilde{A} \rightarrow A$ are defined as in Definition 3.23. Let $\iota$ be the natural transformation from $\tilde{A}$ to $A'$, given by $\iota_{s'}(a) = \iota_{s'}(a)$ for every sort $s' \neq s$ and $\iota_s$ is the unique function from the empty set to the empty set.

Choose $t'$ as $T_{\Sigma}(\iota)(t)$. It remains to show that $\tilde{h}'(t') = a'$.

The definition of $h$, $h'$ and $\iota$ makes the following diagram commute in $\text{SET}^{\mathcal{S}}$:

\[ \begin{array}{ccc} 
\tilde{A} & \xrightarrow{h} & A \\
\downarrow{\iota} & & \downarrow{\iota} \\
A' & \xrightarrow{h'} & A' \end{array} \]

By the functor property of $T_{\Sigma}$ this implies that the left rectangle of the following diagram in $\text{Alg}(\Sigma)$ commutes:

\[ \begin{array}{ccc} 
T_{\Sigma}(\tilde{A}) & \xrightarrow{h} & T_{\Sigma}(A) \\
\downarrow{T_{\Sigma}(\iota)} & & \downarrow{T_{\Sigma}(\iota)} \\
T_{\Sigma}(A') & \xrightarrow{h'} & A' \end{array} \]

\[ \begin{array}{ccc} 
A & \xrightarrow{\text{id}_{A}} & A \\
\downarrow{T_{\Sigma}(\iota)} & & \downarrow{T_{\Sigma}(\iota)} \\
A' & \xrightarrow{\text{id}_{A'}} & A' \end{array} \]
The right rectangle commutes because of Theorem 3.9. Also because of theorem 3.9, we have that \( \tilde{h} = T_\Sigma(h); \tilde{d}_A \) and \( \tilde{h}' = T_\Sigma(h'); \tilde{d}_A' \). Thus we get:
\[
\tilde{h}'(t') = \tilde{h}'(T_\Sigma(\tilde{r})(t)) = \iota(\tilde{h}(t)) = \iota(\iota^{-1}(a')) = a'.
\]

For free generating constraints, the uniqueness of \( t' \) is a consequence of the facts that \( \iota \) and \( \tilde{r} \) are isomorphisms and that functors preserve isomorphisms.

The proof for the other direction, that is, if \( A' \) satisfies the data-constraint then \( A \) satisfies the data-constraint, is similar. \( \square \)

**Partitioned-By Constraints**

A partitioned-by constraint \( s \) partitioned by \( \Omega_o \) defines with \( \Omega_o \) a set of observers that can be used to distinguish between elements of the sort \( s \). An algebra \( A \) satisfies a partitioned-by constraint if for two values \( a \) and \( b \) of sort \( s \) there exists an operation \( \omega \) in \( \Omega_o \) and values \( a_1, \ldots, a_n \) such that \( A(\omega)(a_1, \ldots, a_n, b, \ldots, a_n) \) does not equal \( A(\omega)(a_1, \ldots, b, \ldots, a_n) \). On the other hand, if for all operations \( \omega \) in \( \Omega_o \) and values \( a_1, \ldots, a_n \) we have
\[
A(\omega)(a_1, \ldots, a_n, b, \ldots, a_n) = A(\omega)(a_1, \ldots, b, \ldots, a_n)
\]
then \( a = b \).

For example, when given a specification of sets, one would like to have each model \( A \) of that specification satisfy the constraint

\[
\text{Set partitioned by isEmpty, } \epsilon,
\]
as we would like to regard to sets \( s_1 \) and \( s_2 \) as equal, if either both sets are empty or not empty or if \( \epsilon \) is an element of \( s_1 \) then \( \epsilon \) is also an element of \( s_2 \) and vice versa.

Behavioral abstraction [49, 24, 9] is similar to the partitioned-by constraint in that it defines observations used to distinguish elements from some sort. The difference is that with behavioral abstraction, in general, infinitely many observations have to be checked, while with the partitioned-by constraint only finitely many observations need to be checked. However, Bidoit and Hennicker [9] have shown that with the help of additional function symbols it is possible to check behavioral equivalence with finite many observations and to express behavioral equivalence using partitioned-by constraints.

**Definition 3.27 (Partitioned-By)** Given a signature \( \Sigma = (S, \Omega) \), a sort \( s \) in \( S \) and a set of operation symbols \( \Omega_o \subseteq \Omega \). A partitioned-by constraint over \( \Sigma \) is of the form
\[
s \text{ partitioned by } \Omega_o
\]

Given a signature morphism \( \sigma : (S, \Omega) \to (S', \Omega') \) then the translation of \( s \) partitioned by \( \Omega_o \) by \( \sigma \) is
\[
\sigma(s) \text{ partitioned by } \sigma(\Omega_o).
\]
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Definition 3.28 (Satisfaction) Given a signature $\Sigma$ and $\Sigma$-algebra $A$ then $A$ satisfies the constraint $s$ partitioned by $\Omega_o$,

$$A \models s \text{ partitioned by } \Omega_o,$$

if for all elements $a \neq b$ of $A(s)$ there exists an operation $\omega : s_1 \ldots s_n \rightarrow s$ in $\Omega_o$, elements $a_i \in A(s_i)$ for $i = 1 \ldots n$ and an argument position $j \in \{1, \ldots, n\}$ with $s_j = s$ such that

$$A(\omega)(a_1, \ldots, a_j-1, a, a_{j+1}, \ldots, a_n) \neq A(\omega)(a_1, \ldots, a_j-1, b, a_{j+1}, \ldots, a_n).$$

Theorem 3.29 For all signature morphisms $\sigma : \Sigma \rightarrow \Sigma'$ and $\Sigma'$-algebras $A$ we have:

$$A|_{\sigma} \models s \text{ partitioned by } \Omega_o \iff A \models \sigma(s) \text{ partitioned by } \sigma(\Omega_o).$$

Proof. ($\Rightarrow$) For two elements $a \neq b$ in $A(\sigma(s))$ we have to find an operation $\omega' : s'_1 \ldots s'_n \rightarrow \sigma(s)$ in $\sigma(\Omega_o)$ and values $a'_i \in A(s'_i)$ such that

$$A(\omega')(a'_1, \ldots, a_j, \ldots, a'_n) \neq A(\omega')(a'_1, \ldots, b, \ldots, a'_n).$$

Since $A|_{\sigma}(s)$ is defined as $A(\sigma(s))$, the values $a$ and $b$ are in $A|_{\sigma}(s)$ and because $A|_{\sigma}$ satisfies $s$ partitioned by $\Omega_o$ there exists $\omega : s_1 \ldots s_n \rightarrow s$ and values $a_i \in A|_{\sigma}(s_i)$ with

$$A|_{\sigma}(\omega)(a_1, \ldots, a_j, \ldots, a_n) \neq A|_{\sigma}(\omega)(a_1, \ldots, b, \ldots, a_n).$$

Now choose $\omega'$ as $\sigma(\omega)$ and $a'_i$ as $a_i$. Then

$$A(\sigma(\omega))(a_1, \ldots, a_j, \ldots, a_n) = A|_{\sigma}(\omega)(a_1, \ldots, a_j, \ldots, a_n)$$

$$\neq A|_{\sigma}(\omega)(a_1, \ldots, b, \ldots, a_n) = A(\sigma(\omega))(a_1, \ldots, b, \ldots, a_n)$$

($\Leftarrow$) This direction is similar to $\Rightarrow$. However, for one operation $\omega'$ in $\sigma(\Omega_o)$ there may be several operations $\omega_i$ such that $\sigma(\omega_i) = \omega'$. This does not pose a problem because they have all the same interpretation, that is, $A|_{\sigma}(\omega_i) = A(\sigma(\omega_i)) = A(\omega')$. □

Theorem 3.30 The satisfaction of partitioned-by constraints is closed under isomorphism.

Proof. Let $A$ and $A'$ be isomorphic $\Sigma$-algebras where the isomorphism is $\iota : A \rightarrow A'$ then we have to show that $A \models s$ partitioned by $\Omega_o$ if and only if $A' \models s$ partitioned by $\Omega_o$.

Assume that $A \models s$ partitioned by $\Omega_o$. Then we have to find for every pair $(a', b')$ from $A'(s)$ such that $a' \neq b'$ an operation $\omega' : s_1 \ldots s_n \rightarrow s$ in $\Omega_o$, elements $a'_i \in A'(s_i)$ and an argument position $j' \in \{1, \ldots, n\}$ with

$$A'(\omega')(a'_1, \ldots, a'_{j'-1}, a', a'_{j'+1}, \ldots, a'_n)$$

$$\neq A'(\omega')(a'_1, \ldots, a'_{j'-1}, b', a'_{j'+1}, \ldots, a'_n).$$
Let \((a', b')\) be an arbitrary pair from \(A'(s)\) with \(a' \neq b'\) then \((\iota^{-1}(a'), \iota^{-1}(b'))\) is a pair of elements from \(A(s)\) with \(\iota^{-1}(a') \neq \iota^{-1}(b')\) because \(\iota\) is an isomorphism. Since \(A \models s\) partitioned by \(\Omega_o\), we have an operation \(\omega : s_1 \ldots s_m \rightarrow s\) in \(\Omega_o\), elements \(a_i \in A(s_i)\) and an argument position \(j \in \{1, \ldots, m\}\) with

\[
A(\omega)(a_1, \ldots, a_{j-1}, \iota^{-1}(a'), a_{j+1}, \ldots, a_m) \neq A(\omega)(a_1, \ldots, a_{j-1}, \iota^{-1}(b'), a_{j+1}, \ldots, a_m).
\]

Now set \(\omega' = \omega, n = m, a'_i = \iota(a_i)\) for all \(i \in \{1, \ldots, m\}\) and \(j' = j\). Then we have

\[
A'(\omega')(a'_1, \ldots, a'_{j-1}, a', a'_{j+1}, \ldots, a'_n) = A'(\omega)(\iota(a_1), \ldots, \iota(a_{j-1}), \iota(\iota^{-1}(a')), \iota(a_{j+1}), \ldots, \iota(a_m)) = \iota(A(\omega)(a_1, \ldots, a_{j-1}, \iota^{-1}(a'), a_{j+1}, \ldots, a_m))
\]

because \(\iota; \iota^{-1} = \text{id}_A\) and \(\iota\) is a homomorphism, and similar

\[
A'(\omega')(a'_1, \ldots, a'_{j-1}, b', a'_{j+1}, \ldots, a'_n) = \iota(A(\omega)(a_1, \ldots, a_{j-1}, \iota^{-1}(b'), a_{j+1}, \ldots, a_m)).
\]

Since

\[
A(\omega)(a_1, \ldots, a_{j-1}, \iota^{-1}(a'), a_{j+1}, \ldots, a_m) \neq A(\omega)(a_1, \ldots, a_{j-1}, \iota^{-1}(b'), a_{j+1}, \ldots, a_m)
\]

and \(\iota\) is an isomorphism, we have

\[
A'(\omega')(a'_1, \ldots, a'_{j-1}, a', a'_{j+1}, \ldots, a'_n) \neq A'(\omega')(a'_1, \ldots, a'_{j-1}, b', a'_{j+1}, \ldots, a'_n).
\]

The proof that \(A' \models s\) partitioned by \(\Omega_o\) implies \(A \models s\) partitioned by \(\Omega_o\) is similar. \(\square\)

The Institution \(\mathcal{EQC}\)

The institution \(\mathcal{EQC}\) of equational logic with constraints is similar to \(\mathcal{EQ}\); the difference being that data-constraints and partitioned-by constraints are added to the sentences of \(\mathcal{EQ}\).

**Definition 3.31 (Institution \(\mathcal{EQC}\))** The institution \(\mathcal{EQC}\) has \(\text{Sig}\) as its category of signatures, \(\text{Alg}\) as its structure functor and \(\text{EqnC}\) as the sentence functor where \(\text{EqnC}(\Sigma)\) is the union of \(\text{Eqn}(\Sigma)\) with the set of (free) generating and partitioned-by constraints over \(\Sigma\). The satisfaction relation is the satisfaction relation of \(\mathcal{EQ}\) extended by the satisfaction of constraints.

The satisfaction condition of \(\mathcal{EQC}\) is a consequence of Facts 3.16, 3.25 and 3.29.

Note that, because the category of signatures and the structure functor of \(\mathcal{EQC}\) are the same as in the institution \(\mathcal{EQ}\), the category of signatures of \(\mathcal{EQC}\) is finitely cocomplete and \(\mathcal{EQC}\) is exact.
3.4 The Institution \( \mathcal{LSL} \)

In the following section we define the institution \( \mathcal{LSL} \), which is an approximation of the logic used by the Larch Shared Language [34]. Basically \( \mathcal{LSL} \) is the institution \( \mathcal{EQC} \) of equational logic with constraints. The differences are that each signature in \( \mathcal{LSL} \) includes the sort \( \text{bool} \) together with its usual operations \( \neg, \wedge, \vee, \Rightarrow, \Leftrightarrow \); for each sort \( s \) of the signature the equality symbol as a boolean function \( \equiv : s, s \to \text{bool} \); and the conditional
\[
\text{if } \lnot \text{then } \_ \text{else } \_ : \text{bool}, s, s \to s.
\]

\( \Sigma \)-structures in \( \mathcal{LSL} \) are \( \Sigma \)-algebras such that the interpretation of the equality symbols, conditionals, and the sort \( \text{bool} \) with its operations have their usual meaning.

This allows to write formulas in \( \mathcal{LSL} \) in a more natural form than possible in \( \mathcal{EQC} \). If we adopt the convention that we write \( p \) instead of \( p = \text{true} \) for terms \( p \) of sort \( \text{bool} \), then we can write formulas like \( \forall X \ s_1 \equiv t_1 \Leftrightarrow s_0 \equiv t_0 \), instead of \( \forall X \ (s_1 \equiv t_1 \Leftrightarrow s_0 \equiv t_0) = \text{true} \).

Note that \( \equiv \) is different from \( = \). While the first is a boolean function that can appear anywhere where a term of sort \( \text{bool} \) is expected, the second is the logical equality only allowed to build formulas \( \forall X \ r = t \) from Eqn(C(\( \Sigma \)). But due to the restrictions we pose on the structures of \( \mathcal{LSL} \), \( \equiv \) and \( = \) are interpreted as the identity, that is,
\[
A \models \forall X \ (s \equiv t) = \text{true}
\]
iff
\[
A \models \forall X \ s = t
\]
iff
\[
\hat{\rho}(s) = \hat{\rho}(t) \text{ for all } \rho : X \Rightarrow A.
\]

For this reason we shall use the symbol \( = \) for both types of equality in later sections. For example, we shall write \( \forall X \ s_1 = t_1 \Leftrightarrow s_0 = t_0 \) instead of \( \forall X \ (s_1 \equiv s_1 \Leftrightarrow s_0 \equiv t_0) = \text{true} \).

**Bool**

The signature \( \Sigma_{\text{bool}} \) is given by the sort \( \text{bool} \), the constants \text{true} and \text{false} of sort \( \text{bool} \) and operation symbols \( \Rightarrow, \Leftrightarrow, \wedge, \vee \) of type \( \text{bool} \), \( \text{bool} \to \text{bool} \) and \( \neg \) of type \( \text{bool} \to \text{bool} \). The set \( \Phi_{\text{bool}} \) is given by the following list of equations and constraints.

\text{bool freely generated by true, false}

\[
\neg \text{true} = \text{false}
\]
\[
\neg \text{false} = \text{true}
\]
\[
\forall b: \text{bool} \ (\text{true} \wedge b) = b
\]
\[
\forall b: \text{bool} \ (\text{false} \wedge b) = \text{false}
\]
\[
\forall b: \text{bool} \ (\text{false} \lor b) = b
\]
\[
\forall b: \text{bool} \ (\text{true} \lor b) = \text{true}
\]
\[
\forall b: \text{bool} \ (\text{true} \Rightarrow b) = b
\]
\[
\forall b: \text{bool} \ (\text{false} \Rightarrow b) = \text{true}
\]
∀ b:bool (true ⇔ b) = b
∀ b:bool (false ⇔ b) = ¬b

The generating constraint ensures that if a Σ_{bool}-algebra A satisfies Φ_{bool} then A(bool) = {A(true), A(false)} and A(true) ≠ A(false).

For all Σ_{bool}-algebras A satisfying Φ_{bool} the operation symbols in Σ_{bool} are interpreted as expected. For example the graph of A(∧) is:

\[ A(\land) = \{ (A(\text{true}), A(\text{true}), A(\text{true})), (A(\text{true}), A(\text{false}), A(\text{false})), (A(\text{false}), A(\text{true}), A(\text{false})), (A(\text{false}), A(\text{false}), A(\text{false})) \}. \]

This can be checked by choosing for each element in the graph of A(bool) an appropriate axiom from Φ_{bool} and a variable assignment from the variables of the axiom to A. For example, to show that (A(false), A(true), A(false)) is in the graph of A(∧) we choose the axiom false ∧ b = false and define \( \rho \) from \{ b : \text{bool} \} to A by \( \rho(b) = A(\text{true}) \). Now we get

\[ \tilde{\rho}(\text{false} \land b) = A(\land)(A(\text{false}), \rho(b)) = A(\text{false}) = \tilde{\rho}(\text{false}) \]

and therefore \( A(\land)(A(\text{false}), A(\text{true})) = A(\text{false}) \).

**Theorem 3.32** Let A be a \( \Sigma \)-algebra, \( \sigma \) a signature-morphism from \( \Sigma_{\text{bool}} \) to \( \Sigma \) such that 

\[ A \models A(\land) \models \forall X \ p \land q = \text{true} \iff A \models \forall X \ p = \text{true} \text{ and } A \models \forall X \ q = \text{true}. \]

Though it is possible that \( \sigma \) renames \( \land \) and \( \text{bool} \), we assume this is not the case to avoid writing \( \sigma(\land) \) and \( \sigma(\text{bool}) \) all the time.

**Proof.** (⇒) Let \( \rho_1 \) and \( \rho_2 \) from X to A be two arbitrary variable assignments then we have to show that \( \tilde{\rho}_1(p) = A(\text{true}) \) and \( \tilde{\rho}_2(q) = A(\text{true}) \). Since \( A \models \forall X \ p \land q = \text{true} \) we have

\[ \tilde{\rho}_1(p \land q) = A(\land)(\tilde{\rho}_1(p), \tilde{\rho}_1(q)) \]

which implies \( \tilde{\rho}_1(p) = A(\text{true}) \) because the graph of A(∧) is the same as the graph of \( \land \). Similar we get \( \tilde{\rho}_2(q) = A(\text{true}) \).

(⇐) Let \( \rho \) be a variable assignment from X to A then we have to show that \( A(\land)(\tilde{\rho}(p), \tilde{\rho}(q)) \).

Since we have \( A \models \forall X \ p = \text{true} \) and \( A \models \forall X \ q = \text{true} \) we have \( \tilde{\rho}(p) = \text{true} \) and \( \tilde{\rho}(q) = \text{true} \) and thus \( A(\land)(\tilde{\rho}(p), \tilde{\rho}(q)) = A(\text{true}) \).

Note that, in general, \( A \models \forall X \ p \lor q = \text{true} \) is not equivalent to \( A \models \forall X \ p = \text{true} \) or \( A \models \forall X \ q = \text{true} \). Consider: \( \forall x \ x = 3 \lor x = 4 \) and \( (\forall x \ x = 3) \lor (\forall x \ x = 4) \). However, if we first rename \( x \) to \( y \) in the second equation and then from the disjunction then \( \forall\{x, y\} \ x = 3 \lor y = 4 \) and \( (\forall x \ x = 3) \lor (\forall x \ x = 4) \) are equivalent.
**Lemma 3.33** Let $A$ be a $\Sigma$-algebra, $\sigma$ a signature-morphism from $\Sigma_{\text{bool}}$ to $\Sigma$ such that $A|_{\sigma} \models \Phi_{\text{bool}}$, $p \in T_{\Sigma}(X_1)_{\sigma(+\text{bool})}$ and $q \in T_{\Sigma}(X_2)_{\sigma(+\text{bool})}$ then

$$A \models \forall X \ p' \lor q' = \text{true} \iff A \models \forall X_1 \ p = \text{true} \text{ or } A \models \forall X_2 \ q = \text{true},$$

where $X(s)$ is the disjoint union of $X_1(s)$ and $X_2(s)$ for each sort $s$ of $\Sigma$ and $p'$ and $q'$ are $p$ and $q$ translated by the injections $i_1$ and $i_2$ from $X_1$ and $X_2$ into $X$, respectively.

**Proof.** ($\Rightarrow$) Assuming that $\tilde{\rho}(p' \land q') = A(\text{true})$ for all variable assignments $\rho : X \Rightarrow A$, we have to show that $\tilde{\rho}(p) = A(\text{true})$ for all variable assignments $\rho_1 : X_1 \Rightarrow A$ or $\tilde{\rho}(q) = A(\text{true})$ for all variable assignments $\rho_2 : X_2 \Rightarrow A$.

Let the variable assignment $\rho : X \Rightarrow A$ be the unique family of morphisms with the property $(\rho_1)_s = (\rho_2)_s = (\rho)_s$ for every sort $s$ in $\Sigma$, given by the universal property of the disjoint union. Then $\tilde{\rho}(p) = (\rho_1) : \tilde{\rho}(p')$ and $\tilde{\rho}(q) = (\rho_2) : \tilde{\rho}(q')$. Thus we have to show $\tilde{\rho}(p') = A(\text{true})$ or $\tilde{\rho}(q') = A(\text{true})$, for all $\rho : X \Rightarrow A$.

Assume now that $A \models \forall X \ p' \lor q' = \text{true}$ then $\tilde{\rho}(p' \lor q') = A(\text{true})$, which is equivalent to $\tilde{\rho}(p') = A(\text{true})$ or $\tilde{\rho}(q') = A(\text{true})$.

($\Leftarrow$) Because of the universal property of disjoint union, the class of variable assignments $\rho$ from $X$ to $A$ is the same the as the class of variable assignments $\rho_1$ from $X_1$ to $A$ and $\rho_2$ from $X_2$ to $A$. Therefore all steps above are equivalent transformations. \qed

**Equality**

The signature $\Sigma_{\text{Eq}(s)}$ for some sort $s$ includes the signature $\Sigma_{\text{bool}}$ and has as sorts $s$ and $\text{bool}$ with two operation symbols $\equiv$ and $\neq$ of type $s, s \rightarrow \text{bool}$. The set $\Phi_{\text{Eq}(s)}$ is given by the union of $\Phi_{\text{bool}}$ with the following list of $\mathcal{EQC}$-formulas:

- $s$ partitioned by $\equiv$
  - $\forall x: s \ (x \equiv x) = \text{true}$
  - $\forall x, y: s \ (x \equiv y) = (y \equiv x)$
  - $\forall x, y: s \ ((x \equiv y) \land (y \equiv z) \Rightarrow (x \equiv z)) = \text{true}$
  - $\forall x, y: s \ (x \neq y) = \neg (x \equiv y)$

Note that the signature $\Sigma_{\text{Eq}(\text{bool})}$ has only one sort, which is $\text{bool}$.

Note that the partitioned-by constraint cannot be replaced by the formula $\forall \{x, y : s\}.(x \equiv y) = \text{true} \Rightarrow x = y$ because this is not a formula of $\mathcal{EQC}$.

If an algebra $A$ satisfies $\Phi_{\text{Eq}(s)}$ then the interpretation of $\equiv$ in $A$ is the same as the identity, that is:

**Theorem 3.34** Let $A$ be $\Sigma_{\text{Eq}(s)}$-algebra with $A \models \Phi_{\text{Eq}(s)}$ then

$$A(\equiv)(a, b) = A(\text{true}) \text{ if and only if } a = b,$$

for all $a, b$ in $A(s)$. 

PROOF. Note that \( A(\equiv) \) can be viewed as relation in the following way:

\[
(a, b) \in A(\equiv) \iff A(\equiv)(a, b) = A(\text{true}).
\]

Then \( A(\equiv) \) is reflexive, transitive and symmetric because of the corresponding axioms of \( \text{Eq}(s) \).

\((\Leftarrow)\) This direction is trivial since \( A(\equiv)(a, a) = A(\text{true}) \) holds because of the reflexivity axiom of \( \text{Eq}(s) \).

\((\Rightarrow)\) Assume that \( a \neq b \) then we have to show that \( A(\equiv)(a, b) \neq A(\text{true}) \). Note that this is equivalent to \( A(\equiv)(a, b) = A(\text{false}) \) because \( \Phi_{\text{Eq}(s)} \) includes \( \Phi_{\text{bool}} \). Since \( A \) models \( s \) partitioned by \( \equiv \), we can find a value \( c \) from \( A(s) \) with \( A(\equiv)(c, a) = A(\text{true}) \) and \( A(\equiv)(c, b) \neq A(\text{true}) \). Assume now that \( A(\equiv)(a, b) \) is \( A(\text{true}) \) then by transitivity of \( A(\equiv) \) we get \( A(c, b) \) is \( A(\text{true}) \), which contradicts \( A(c, b) \neq A(\text{true}) \). \( \Box \)

**Theorem 3.35** Given a \( \Sigma \)-algebra \( A \) and a signature morphism \( \sigma \) from \( \Sigma_{\text{Eq}(s)} \) to \( \Sigma \) such that \( A \models \sigma \models \Phi_{\text{Eq}(s)} \) then

\[
A \models \forall X \ (t \equiv r) = \text{true} \text{ if and only if } A \models \forall X \ t = r.
\]

**Proof.** Assume that \( \rho : X \Rightarrow A \) is a variable assignment then

\[
\tilde{\rho}(s \equiv t) = A(\text{true}) \iff A(\equiv)(\tilde{\rho}(s), \tilde{\rho}(t)) = A(\text{true}) \iff \tilde{\rho}(s) = \tilde{\rho}(t)
\]

Thus we have \( A \models \forall X \ (s \equiv t) = \text{true} \) if and only if \( A \models \forall X \ s = t \). \( \Box \)

**Conditional**

The signature \( \Sigma_{\text{cond}(s)} \) contains for some sort \( s \) the signature \( \Sigma_{\text{bool}} \), the sorts \( s \) and \( \text{bool} \) and an operation if \( \_ \text{then} \_ \text{else} \_ \) of type \( \text{bool}, s \rightarrow s \). \( \Phi_{\text{cond}(s)} \) is the union of \( \Phi_{\text{bool}} \) with:

\[
\forall \ x, y : s \ (\text{if true then } x \text{ else } y) = x \text{ if } \nu(\Phi_{\text{bool}}(s)) \text{ or } \nu(\Phi_{\text{bool}}(s)) \text{ else } x \text{ else } y = y
\]

For a sort \( s \), the signature \( \Sigma_{\text{base}(s)} \) is the union of the signatures \( \Sigma_{\text{Eq}(s)} \) and \( \Sigma_{\text{cond}(s)} \). For a set of sorts \( S \), the signature \( \Sigma_{\text{base}(S)} \) is the union of all signatures \( \Sigma_{\text{base}(s)} \) for \( s \in S \). Similar \( \Phi_{\text{base}(s)} \) is the union of \( \Phi_{\text{Eq}(s)} \) and \( \Phi_{\text{cond}(s)} \) for a sort \( s \) and \( \Phi_{\text{base}(S)} \) is the union of all \( \Phi_{\text{base}(s)} \) for \( s \in S \).

**Fact 3.36** Let \( S \) be a set of sorts and \( \nu \) be a signature morphism from \( \Sigma_{\text{bool}(S)} \) to \( \Sigma_{\text{bool}(\nu(S))} \), which is the identity on operation symbols and on the sort \( \text{bool} \). Then

\[
\nu(\Phi_{\text{base}(s)}) = \Phi_{\text{base}(\nu(s))}.
\]
FACT 3.37 For two sets of sorts $S_1$ and $S_2$ we have

$$\Sigma_{\text{base}(S_1 \cup S_2)} = \Sigma_{\text{base}(S_1)} \cup \Sigma_{\text{base}(S_2)} \quad \text{and} \quad \Phi_{\text{base}(S_1 \cup S_2)} = \Phi_{\text{base}(S_1)} \cup \Phi_{\text{base}(S_2)}.$$ 

Signatures The category $\Sigma_{\text{Ng}}$ is a subcategory of $\Sigma$ such that each $\Sigma = (S, \Omega)$ in $\Sigma_{\text{Ng}}$ contains the sort $\text{bool}$ and such that there exists a signature morphism $\iota_{\Sigma}$ from $\Sigma_{\text{base}}(S)$ to $\Sigma$ which is the identity on sorts. Note that, because $\text{bool}$ is a sort of $\Sigma$, the signature $\Sigma_{\text{base}}(\text{bool})$ is included into $\Sigma_{\text{base}}(S)$. In the following we shall use the notation $\iota_{\Sigma}^{\text{bool}}$ for the corresponding inclusion morphism.

A signature morphism $\sigma$ from $\Sigma = (S, \Omega)$ to $\Sigma' = (S', \Omega')$ in $\Sigma_{\text{Ng}}$ is a signature morphism from $\Sigma$, that is, the identity on the sort $\text{bool}$ and commutes with $\iota_{\Sigma}$ and $\iota_{\Sigma'}$ in the following way:

![Diagram of signature morphism](image)

where $\nu_{\sigma}$ is the same as $\sigma$ on sorts and the identity on the operation symbols.

THEOREM 3.38 The category $\Sigma_{\text{Ng}}$ is cocomplete.

PROOF. Given a functor $F : J \to \Sigma_{\text{Ng}}$ then we show that the colimit of $F$ in $\Sigma_{\text{Ng}}$ is the colimit of $F_\perp : J_\perp \to \Sigma$ in $\Sigma$. The difference between the functors $F_\perp$ and $F$ is that $F_\perp$ has in addition to the nodes and edges of $F$ a node $F_\perp(\perp)$ for $\Sigma_{\text{base}}(\text{bool})$ and edges from $\Sigma_{\text{base}}(\text{bool})$ to each $\Sigma_i$ given by $\iota_{\Sigma_i}^{\text{bool}}; \iota_{\Sigma_i}$. This ensures that the sort for boolean with its operations is included only once in the colimit of $F$.

Because colimits are only unique up to isomorphism, we choose $\prod F_\perp = (S_\perp, \Omega_\perp)$ such that $\text{bool} \in S_\perp$ and $\iota_{F_\perp}(\text{bool}) = \text{bool}$ for all $i \in J_\perp$.

The category $J_\perp$ is the category freely generated by adding $\perp$ to $J$ and morphisms $f_i : \perp \to i$ for each $i \in J$ where $\perp$ and the $f_i$ do not occur in $J$. Note that $\perp$ is not necessarily an initial object in $J_\perp$, as there is no guarantee that $f_i = f_j; f$, where $f$ is a morphism from $i$ to $j$ in $J$.

Then $F_\perp$ is defined by

- $F_\perp(i) = F(i)$ for $i \in J$,
- $F_\perp(\perp) = \Sigma_{\text{base}}(\text{bool})$,
- $F_\perp(f : i \to j) = F(f)$ for $f : i \to j \in J$ and
• \( F_i(f : \bot \rightarrow i) = \iota_{\Sigma,i}^{\text{bool}} \) for \( i \in J \).

To show that \( \prod F_\bot = \Sigma_{cl} = (S_{cl}, \Omega_{cl}) \) is the colimit of \( F \) we have to verify

1. that \( \prod F_\bot \) is in \( \text{Sign}_{LSL} \), for which we have to provide morphisms \( \iota_{\Sigma_i} \) from \( \Sigma_{\text{base}}(S_{cl}) \) to \( \Sigma_{cl} \) and \( \iota_{\Sigma_i}^{\text{bool}} \) from \( \Sigma_{\text{base}}(\text{bool}) \) to \( \Sigma_{\text{base}}(S_{cl}) \),

2. that the co-cone morphisms \( \iota_i^{F_\bot} = \iota_i^{F_\bot\Sigma} \), for \( i \in J \), are morphisms in \( \text{Sign}_{LSL} \) and

3. that for each natural transformation \( \mu : F \Rightarrow \Delta(\Sigma, \Omega) \) there exists a unique morphism \( h_\mu \) from \( \prod F \) to \( (\Sigma, \Omega) \).

For 1) we define \( \iota_{\Sigma_i} \) from \( \Sigma_{\text{base}}(\Sigma_{cl}) \) to \( \Sigma_{cl} \) as follows: \( \iota_{\Sigma_i} \) is the identity on sorts and maps an operation symbol \( \omega : w \rightarrow s \) to \( \iota_{\Sigma_i}^{F_\bot}(\omega_i : w_i \rightarrow s_i) \) where \( \iota_{\Sigma_i}^{F_\bot}(\omega_i : w_i \rightarrow s_i) = \omega : w \rightarrow s \) and \( \omega_i : w_i \rightarrow s_i \) is in \( \Sigma_{\text{base}}(S_i) \) for some \( i \in J \). \( \iota_{\Sigma_i}^{F_\bot} \) is well-defined because \( \Sigma_{\text{base}}(S_{cl}) \) is the union of \( \Sigma_{\text{base}}(\iota_i^{F_\bot}(S_i)) \).

For 2) we have to show that the following family of diagrams commutes for each \( i \in J \):

\[
\begin{array}{ccc}
\Sigma_i & \xrightarrow{\iota_i^{F_\bot}} & \Sigma_{cl} \\
\downarrow{\iota_{\Sigma_i}} & & \downarrow{\iota_{\Sigma_i}^{F_\bot}} \\
\Sigma_{\text{base}}(S_i) & \xrightarrow{\nu_i^{F_\bot}} & \Sigma_{\text{base}}(S_{cl})
\end{array}
\]

This follows directly from the definition of \( \iota_{\Sigma_i}^{F_\bot} \) and because \( \nu_i^{F_\bot} \) is the identity on operation symbols and the same as \( \iota_i^{F_\bot} \) on sorts.

For 3) define \( h_\mu \) as the unique morphism given by the colimit property of \( \prod F_\bot \) and a natural transformation \( \mu : F_\bot \Rightarrow \Delta \Sigma \). The natural transformation \( \mu : F_\bot \Rightarrow \Delta \Sigma \) is defined by \( \mu_i = \iota_{\Sigma_i}^{\text{bool}} \) for \( i \in J \) and \( \mu : F_\bot \Rightarrow \Delta \Sigma \) is well-defined because \( \Sigma_{\text{base}}(S_{cl}) \) is the union of \( \Sigma_{\text{base}}(\iota_i^{\text{bool}}(S_i)) \).

We have to show that \( h_\mu \) is a morphism in \( \text{Sign}_{LSL} \), that is, we have to show that the following diagram commutes

\[
\begin{array}{ccc}
\Sigma_{cl} & \xrightarrow{h_\mu} & \Sigma \\
\downarrow{\iota_{\Sigma_{cl}}} & & \downarrow{\iota_{\Sigma}} \\
\Sigma_{\text{base}}(S_{cl}) & \xrightarrow{\nu_{h_\mu}} & \Sigma_{\text{base}}(\Sigma)
\end{array}
\]

where \( \Sigma = (S, \Omega) \). The sort parts of the diagram commute because \( \iota_{\Sigma_{cl}} \) and \( \iota_{\Sigma} \) are the identity on sorts and \( \nu_h \) is defined as \( h \) on sorts. The operation part is the same because the \( \mu_i \) are required to be morphisms in \( \text{Sign}_{LSL} \).

\( \square \)

The initial object of \( \text{Sign}_{LSL} \) is \( \Sigma_{\text{base}}(\text{bool}) \) because for any other signature \( \Sigma \) there exists a signature morphism \( \iota_{\Sigma}^{\text{bool}} : \Sigma_{\text{base}(\text{bool})} \) from \( \Sigma_{\text{base}}(\text{bool}) \) to \( \Sigma \). This signature morphism is unique in \( \text{Sign}_{LSL} \) since if there were another signature morphism \( \sigma \) from \( \Sigma_{\text{base}}(\text{bool}) \) to \( \Sigma \) then, because of the definition of signature morphisms in \( \text{Sign}_{LSL} \), we have \( \iota_{\Sigma}^{\text{bool}} : \Sigma_{\text{base}}(\text{bool}) \) to \( \Sigma \) and \( \iota_{\Sigma}^{\text{bool}} \) are the identity this gives us \( \sigma = \iota_{\Sigma}^{\text{bool}} \). Since \( \iota_{\Sigma}^{\text{bool}} \) and \( \iota_{\Sigma_{\text{base}}} \) are the identity this gives us \( \sigma = \iota_{\Sigma}^{\text{bool}} \).
3.4 The Institution $\mathcal{LSC}$

**Structures** Let $\Sigma$ be a signature from $\text{SIGN}_{\mathcal{LSC}}$ and let $\mathcal{B}$ be an arbitrary but fixed $\Sigma_{\text{bsg(bool)}}$-algebra satisfying the formulas of $\Phi_{\text{bsg(bool)}}$. The category $\text{Str}_{\mathcal{LSC}}(\Sigma)$ of $\Sigma$-structures is the full subcategory of $\Sigma$-algebras $A$ such that $A|_{\Sigma_{\text{bsg(bool)}}} = \mathcal{B}$ and $A|_{\Sigma} \models \mathcal{EQC} \Phi_{\text{bsg(S)}}$ where $S$ are the sorts of $\Sigma$. The functor $\text{Str}_{\mathcal{LSC}}(\sigma)$ from $\text{Str}_{\mathcal{LSC}}(\Sigma')$ to $\text{Str}_{\mathcal{LSC}}(\Sigma)$ is the same as $\text{Alg}(\sigma)$ for a signature morphism $\sigma : \Sigma \to \Sigma'$ in $\text{SIGN}_{\mathcal{LSC}}$. For $\text{Str}_{\mathcal{LSC}}(\sigma)$ to be well-defined we have to show that $A'|_{\sigma}$ is an object of $\text{Str}_{\mathcal{LSC}}(\Sigma')$.

That is, we have to show $A'|_{\Sigma_{\text{bsg(bool)}}} = \mathcal{B}$ and $A'|_{\Sigma} \models \mathcal{EQC} \Phi_{\text{bsg(S')}}$, provided that $A'|_{\Sigma_{\text{bsg(bool)}}} = \mathcal{B}$ and $A'|_{\Sigma} \models \mathcal{EQC} \Phi_{\text{bsg(S')}}$ where $S'$ are the sorts of $\Sigma'$.

Because $\sigma$ is a signature morphism in $\text{SIGN}_{\mathcal{LSC}}$, we have $\iota_{\Sigma} ; \sigma = \nu_{\sigma} ; \iota_{\Sigma'}$ and thus $A'|_{\Sigma} ; \sigma = A'|_{\Sigma_{\text{bool}}} ; \iota_{\Sigma'}$.

The satisfaction condition of $\mathcal{EQC}$ implies that $A'|_{\iota_{\Sigma} ; \sigma} \models \mathcal{EQC} \Phi_{\text{bsg(S')}}$ is equivalent to

$$A'|_{\iota_{\Sigma}} \models \mathcal{EQC} \nu_{\sigma}(\Phi_{\text{bsg(S')}}),$$

which is the equivalent to $A'|_{\iota_{\Sigma}} \models \mathcal{EQC} \Phi_{\text{bsg(\nu_{\sigma}(S'))}}$ (cf. Fact 3.36).

By definition of $\Phi_{\text{bsg(S')}}$ we have that $\Phi_{\text{bsg(\nu_{\sigma}(S'))}}$ is a subset of $\Phi_{\text{bsg(S')}}$ because $\nu_{\sigma}(S)$ is a subset of $S'$ and since $A'|_{\iota_{\Sigma}} \models \mathcal{EQC} \Phi_{\text{bsg(S')}}$ we are done.

In addition we have $\iota_{\Sigma_{\text{bsg(bool)}}} ; \iota_{\Sigma} = \iota_{\Sigma_{\text{bool}}} ; \iota_{\Sigma'}$ and thus

$$A'|_{\iota_{\Sigma_{\text{bsg(bool)}}}} = A'|_{\iota_{\Sigma_{\text{bool}}} ; \iota_{\Sigma'}} = \mathcal{B}.$$

Note that it is not enough to require that $A|_{\Sigma_{\text{bsg(bool)}}}$ satisfies $\text{bsg(bool)}$ for $A$ to be in $\text{Str}_{\mathcal{LSC}}(\Sigma)$ because in this case the functor $\text{Str}_{\mathcal{LSC}}$ would not preserve the initial object, as the initial object of $\text{SIGN}_{\mathcal{LSC}}$, $\Sigma_{\text{bsg(bool)}}$, would be mapped to a category of $\Sigma_{\text{bsg(bool)}}$-algebras containing isomorphic algebras. Requiring $A|_{\iota_{E} ; \iota_{E}}$ to be $\mathcal{B}$ ensures that $\text{Str}_{\mathcal{LSC}}(\Sigma_{\text{bsg(bool)}})$ contains only one object and one morphism — the identity — and thus is a terminal object of $\text{CAT}$.

**Theorem 3.39** The institution $\mathcal{LSC}$ has amalgamation.

**Proof.** Consider a functor $F : \mathcal{V} \to \text{SIGN}_{\mathcal{LSC}}$ with colimit $\Sigma_{cl} = (S_{cl}, \Omega_{cl})$ and co-cone morphisms $\iota_{F}^{F} : F(i) \to \Sigma_{cl}$:

$$\begin{array}{ccc}
\Sigma_{cl} & \xrightarrow{\iota_{F}^{F}} & F(1) \\
\downarrow & & \downarrow \quad \downarrow \\
F(0) & \xrightarrow{F(0)} & F(2) \\
\end{array}$$

Assume further a $F(1)$-algebra $A_{1}$ and a $F(2)$-algebra $A_{2}$ with $A_{1}|_{F(1)} = A_{0} = A_{2}|_{F(2)}$ then we have to show the existence of a unique $\Sigma_{cl}$-algebra $A$ with $A|_{\iota_{F}^{F}} = A_{1}$ and $A|_{\iota_{F}^{F}} = A_{2}$. 


\( \Sigma_d \) is the colimit of the functor \( F_\perp : J_\perp \to \text{Sig} \) in \( \text{Sig} \):

\[
\begin{tikzcd}
& \Sigma_d \ar[dl]_{i_1^F} \ar[dr]^{i_2^F} & \\
& F(1) \ar[dr] & F(2) \ar[dl] \\
& F(f) \ar[dr] & F(g) \ar[dl] \\
& F(0) \ar[dr] & \\
& \Sigma_{\text{Bool}}(\text{bool}) \\
\end{tikzcd}
\]

Note that we have \( A_1|_{F(1)}^{\text{bool}} = \mathbb{B} = A_2|_{F(2)}^{\text{bool}} \) because \( A_1 \) and \( A_2 \) are algebras from \( \text{Str}_{\mathcal{L}SC}(F(1)) \) and \( \text{Str}_{\mathcal{L}SC}(F(2)) \), respectively. Since \( \text{Alg} \) preserves colimits, there exists a unique \( F_\perp \)-algebra \( A \) with \( A|_{F_1}^{d} = A_1 \) and \( A|_{F_2}^{d} = A_2 \).

**Theorem 3.40** The contravariant functor \( \text{Str}_{\mathcal{L}SC} \) from \( \text{Sign} \) to \( \text{Cat} \) preserves colimits.

**Proof.** Since \( \mathcal{L}SC \) has amalgamation (cf. Lemma 3.39) we only have to show that the initial object of \( \text{Sign}_{\mathcal{L}SC} \) is mapped to the terminal object of \( \text{Cat} \).

The initial object in \( \text{Sign}_{\mathcal{L}SC} \), \( \Sigma_{\text{Bool}}(\text{bool}) \), is mapped to the class of algebras \( A \) with

\[
A|_{F(1)}^{\text{bool}} = \mathbb{B}.
\]

Since \( i_{F(1)}^{\text{bool}} \) and \( i_{F(2)}^{\text{bool}} \) are the identity we have \( A = \mathbb{B} \). As a consequence, the category \( \text{Str}_{\mathcal{L}SC}(\Sigma_{\text{Bool}}(\text{bool})) \) has only one element and one morphism (the identity) and is therefore a terminal object in \( \text{Cat} \).

**Definition 3.41 (Institution \( \mathcal{L}SC \))** The institution \( \mathcal{L}SC \) has \( \text{Sign}_{\mathcal{L}SC} \) as its category of signatures and \( \text{Str}_{\mathcal{L}SC} \) as its structure functor. The sentence functor \( \text{Sen}_{\mathcal{L}SC} \) is defined by \( \text{Sen}_{\mathcal{L}SC}(\Sigma) = \text{Eqn}(\Sigma) \) and \( \text{Sen}_{\mathcal{L}SC}(\sigma) = \text{Eqn}(\sigma) \) for every signature \( \Sigma \) and every signature morphism \( \sigma \) in \( \text{Sign}_{\mathcal{L}SC} \), and the family of satisfaction relations \( \{ =_{\mathcal{L}SC(\Sigma) \Sigma \text{Sign}_{\mathcal{L}SC}} \} \) is given by

\[
A \models_{\mathcal{L}SC(\Sigma)} \varphi \text{ if and only if } A \models_{\text{Eqn}(\Sigma)} \varphi \text{ for all signatures } \Sigma \in \text{Sign}_{\mathcal{L}SC}, \text{ algebras } A \in \text{Str}_{\mathcal{L}SC}(\Sigma) \text{ and formulas } \varphi \in \text{Sen}_{\mathcal{L}SC}(\Sigma).
\]

The satisfaction condition holds for \( \mathcal{L}SC \) because \( \text{Str}_{\mathcal{L}SC}(\Sigma) \) is a subcategory of \( \text{Alg}(\Sigma) \), \( \text{Sen}_{\mathcal{L}SC}(\Sigma) \) is the same as \( \text{Eqn}(\Sigma) \) and \( A \models_{\mathcal{L}SC} \varphi \text{ if and only if } A \models_{\text{Eqn}(\Sigma)} \varphi \text{ for every } A \in \text{Str}_{\mathcal{L}SC}(\Sigma), \varphi \in \text{Sen}_{\mathcal{L}SC}(\Sigma) \text{ and } \Sigma \in \text{Sign}_{\mathcal{L}SC} \).

As noted before, in case where \( p \) is a term of sort \( \text{bool} \), we shall write \( \forall X p \) as an abbreviation of \( \forall X p = \text{true} \).

The following theorem establishes the relation between the consequence relation in \( \mathcal{L}SC \) and the consequence relation in \( \mathcal{E}QC \). The idea is that the set

\[
\{ A \in \text{Str}_{\mathcal{L}SC}(\Sigma) \mid A \models \varphi \}
\]
is almost the same as
\[
\{ A \in \ Alg(\Sigma) \mid A \models \Phi \cup \iota_{\Sigma}(\Phi_{\text{bool}(S)}) \}.
\]
Almost means that, while the second set is closed under isomorphisms with respect to \ Alg(\Sigma),
the first is not closed under isomorphisms with respect to \ Alg(\Sigma) because \ A|_{\iota_{\Sigma}} \ is fixed to be \ \mathcal{B}.
Note however that the first set is still closed under isomorphisms with respect to \ Str_{\mathcal{L}SC}(\Sigma).

**Theorem 3.42** Suppose we are given a set of \Sigma-formulas \( \Phi \) and a \Sigma-formula \( \varphi \) where \Sigma has sorts \( S \). Then
\[
\Phi \models_{\mathcal{L}SC} \varphi \text{ if and only if } \Phi \cup \iota_{\Sigma}(\Phi_{\text{bool}(S)}) \models_{\mathcal{E}QC} \varphi.
\]

**Proof.** (\( \Rightarrow \)) Assume that \( A \in \ Str_{\mathcal{L}SC}(\Sigma) \) and \( A \models_{\mathcal{L}SC} \Phi \) then, because \( A \in \ Str_{\mathcal{L}SC}(\Sigma) \), we have that \( A|_{\iota_{\Sigma}} \models_{\mathcal{E}QC} \Phi_{\text{bool}(S)} \) and \( A \models_{\mathcal{E}QC} \Phi \). Since \( \Phi \cup \iota_{\Sigma}(\Phi_{\text{bool}(S)}) \models_{\mathcal{E}QC} \varphi \) we get \( A \models_{\mathcal{E}QC} \varphi \), which implies \( A \models_{\mathcal{L}SC} \varphi \).

(\( \Leftarrow \)) Assume that \( \Phi \models_{\mathcal{L}SC} \varphi \), \( A \in \ Alg(\Sigma) \) and \( A \models_{\mathcal{E}QC} \Phi \cup \iota_{\Sigma}(\Phi_{\text{bool}(S)}) \). We have to show that \( A \models_{\mathcal{E}QC} \varphi \). To use \( \Phi \models_{\mathcal{L}SC} \varphi \), we have to find an algebra \( A' \) in \( \ Str_{\mathcal{L}SC}(\Sigma) \), such that \( A' \models_{\mathcal{L}SC} \Phi \). Then we have \( A' \models_{\mathcal{L}SC} \varphi \). Because of the definition of \( \models_{\mathcal{L}SC} \) this is equivalent to \( A' \models_{\mathcal{E}QC} \varphi \). If we choose \( A' \) such that \( A' \) is isomorphic to \( A \) then \( A' \models_{\mathcal{E}QC} \varphi \) implies \( A \models_{\mathcal{E}QC} \varphi \) because \( \models_{\mathcal{E}QC} \) is closed under isomorphisms (cf. Lemmata 3.13, 3.26 and 3.30).

In the following, we shall abbreviate \( \iota_{\Sigma,\text{bool}} ; \iota_{\Sigma} \) by \( \sigma \).

The carrier sets of \( A' \) are defined by \( A'(\sigma(\text{bool})) = \mathcal{B} \) and \( A'(s) = A(s) \) for every \( s \neq \sigma(\text{bool}) \in S \). The natural transformation \( \iota : A' \Rightarrow A \) is the identity on all sorts \( s \neq \text{bool} \) and maps \text{true} to \( A(\text{true}) \) and \text{false} to \( A(\text{false}) \) for \( \text{bool} \). Note that \( \iota_{\text{bool}} \) and therefore \( \iota \) is an isomorphism because, since \( A \) satisfies \( \iota_{\Sigma}(\Phi_{\text{bool}(S)}) \), we have \( A(\text{bool}) = \{ A(\text{true}) , A(\text{false}) \} \). Then we define for operations \( \omega : w \rightarrow s \) in \( \Omega \):

\[
A'(\omega)(a_1, \ldots , a_n) = \iota^{-1}(A(\omega)(\iota(a_1), \ldots , \iota(a_n))).
\]

\( \iota \) is a homomorphism because

\[
\iota(A'(\omega)(a_1, \ldots , a_n)) = \iota(\iota^{-1}(A(\omega)(\iota(a_1), \ldots , \iota(a_n)))) = A(\omega)(\iota(a_1), \ldots , \iota(a_n)).
\]

It remains to show that \( A' \) is in \( \ Str_{\mathcal{L}SC}(\Sigma) \) and that \( A' \models_{\mathcal{L}SC} \Phi \). Since \( A \) satisfies \( \Phi \cup \iota_{\Sigma}(\Phi_{\text{bool}([0,1])}) \) and \( \models_{\mathcal{E}QC} \) is closed under isomorphisms we get \( A' \models_{\mathcal{E}QC} \Phi \) and \( A' \models_{\mathcal{E}QC} \iota_{\Sigma}(\Phi_{\text{bool}([0,1])}) \), which is equivalent to \( A'|_{\iota_{\Sigma}} \models_{\mathcal{E}QC} \Phi_{\text{bool}([0,1])} \) because of the satisfaction condition of \( \mathcal{E}QC \). Since by construction we have \( A'|_{\iota_{\Sigma,\text{bool}}} = \mathcal{B} \), we have \( A' \in \ Str_{\mathcal{L}SC}(\Phi) \), and by the definition of \( \models_{\mathcal{L}SC} \) we have \( A' \models_{\mathcal{L}SC} \Phi \). \( \square \)
4 Specifications of Abstract Datatypes

4.1 Abstract Datatypes

Traditionally, an abstract datatype $(\Sigma, M)$ is a specification of a datatype in a software system. The signature $\Sigma$ defines the external interface as a collection of sort and function symbols, and $M$ is a class of $\Sigma$-algebras considered admissible implementations of that datatype.

In the context of an arbitrary institution $\mathcal{I}$ an abstract datatype is a pair $(\Sigma, M)$ where $\Sigma$ is an element of $\text{Sign}_{\mathcal{I}}$ and $M$ is a full subcategory of $\text{Str}_{\mathcal{I}}(\Sigma)$. Depending on the institution, $\Sigma$ may be a many sorted signature with sorts and function symbols, and $M$ a category of $\Sigma$-algebras; or it may denote something totally different. The main construction of this thesis is the definition of an institution such that abstract datatypes in this institution are relations between abstract datatypes from another institution (cf. Section 5.3).

The category of abstract datatypes $\text{ADT}_{\mathcal{I}}$ has as objects abstract datatypes and as morphisms $\sigma : (\Sigma, M) \to (\Sigma', M')$ signature morphisms $\sigma : \Sigma \to \Sigma'$ such that $m'|_{\sigma}$ is in $M$ for all $m'$ in $M'$.

A structure $m$ of $\text{Str}_{\mathcal{I}}(\Sigma)$ is a model of $(\Sigma, M)$ if $m$ is in $M$. In this case we may write $m \models_{\mathcal{I}} (\Sigma, M)$. An abstract datatype is called monomorphic if all its models are isomorphic. As before we shall omit the subscript $\mathcal{I}$ if the institution is clear from the context.

Note that we do not require the category of models of an abstract datatype to be closed under isomorphism as done, for example, in Loeckx, Ehrich and Wolf [42]. One reason is that nothing in the definition of an institution guarantees that a class of structures satisfying a set of formulas is closed with respect to isomorphism, though, using the institution $\mathcal{E}Q$, $\mathcal{E}QC$ or $\mathcal{L}SL$ they will. A second reason is that the derive operation introduced in Section 4.2 does not necessarily preserve isomorphism classes, for example, in $\mathcal{E}Q$ this is the case if the signature morphism is not injective on sorts (cf. Sannella and Tarlecki [50]).

Two forgetful functors are associated with the category $\text{ADT}$: the covariant functor $\text{Sig}^A$ from $\text{ADT}$ to $\text{Sign}$ and the contravariant functor $\text{Mod}^A$ from $\text{ADT}$ to $\text{CAT}$. The functor $\text{Sig}^A$ maps abstract datatypes to their signatures and abstract datatype morphisms to their signature morphisms while the functor $\text{Mod}^A$ maps abstract datatypes to their category of models and an abstract datatype morphism $\sigma : (\Sigma, M) \to (\Sigma', M')$ to the functor $\downarrow_{\sigma} : \text{Str}(\Sigma') \to \text{Str}(\Sigma)$ restricted to $M'$.

$\text{Sig}^A$ creates colimits, and if $\text{Str}_{\mathcal{I}}$ preserves colimits, then so does $\text{Mod}^A$. The fact that $\text{Sig}^A$ creates colimits implies that one can paste together a collection of abstract datatypes in a
unique way if one can paste together their signatures.

**FACT 4.1** The functor $\text{Sig}^A : \text{ADT}_X \to \text{SIGN}_X$ creates colimits.

**PROOF.** Let $F : J \to \text{ADT}$ be a functor such that the functor $F ; \text{Sig}^A : J \to \text{SIGN}$ has a colimit $(\prod (F ; \text{Sig}^A), \prod (F ; \text{Sig}^A))$ in $\text{SIGN}$. We have to show that there exists a colimit $(i^F, \prod F)$ in $\text{ADT}$ with

$$\text{Sig}^A(\prod F) = \prod (F ; \text{Sig}^A) \text{ and } \text{Sig}^A(i^F) = i^F ; \text{Sig}^A.$$

Let $F(i) = (\Sigma_i, M_i)$ for each $i \in J$ and $(i^F ; \text{Sig}^A, \Sigma_{cl})$ be a colimit of $F ; \text{Sig}^A$. A colimit of $F$ is given by the co-cone morphisms $i^F$ defined by $\text{Sig}^A(i^F) = i^F ; \text{Sig}^A$ and the colimit object $(\Sigma_{cl}, M_{cl})$ where $M_{cl}$ is the full subcategory of $\text{Str}(\Sigma_{cl})$ with objects

$$\{m \in \text{Str}(\Sigma_{cl}) \mid \forall i \in J \ m|_{i^F} \in M_i\}.$$

To show that the abstract datatype $(\Sigma_{cl}, M_{cl})$ with co-cone morphisms $i^F$ is indeed a colimit of $F$ we have to show that

1. $i^F_i : (\Sigma_i, M_i) \to (\Sigma_{cl}, M_{cl})$ is an ADT-morphism for $i \in J$ and that

2. for each natural transformation $\mu : F \Rightarrow \Delta(\Sigma, M)$ there exists a unique ADT-morphism $h_\mu$ from $(\Sigma_{cl}, M_{cl})$ to $(\Sigma, M)$ such that

$$i^F_i ; h_\mu = \mu_i$$

for all $i \in J$.

(1) The reduct $m|_{i^F_i}$ is in $M_i$ for each $m \in M_{cl}$ and $i \in J$ by the definition of $M_d$.

(2) Note that $\mu ; \text{Sig}^A$ is a natural transformation from $F ; \text{Sig}^A$ to $\Delta(\Sigma)$, thus there exists a unique signature morphism $h_\mu$ from the colimit $\Sigma_{cl}$ of $F ; \text{Sig}^A$ to $\Sigma$ with $i^F_i ; \text{Sig}^A ; h_\mu = (\mu ; \text{Sig}^A)_i$ for all $i \in J$.

It remains to show that the signature morphism $h_\mu$ is also an ADT-morphism, that is, $m|_{h_\mu}$ is in $M_d$ for all $m \in M$. The reduct $m|_{h_\mu}$ is in $M_{cl}$ if $(m|_{h_\mu})|_{i^F_i ; \text{Sig}^A}$ is in $M_i$ for all $i \in J$ by the definition of $M_d$. Because $\mu_i$ is an ADT-morphism we have $m|_{\mu_i}$ is in $M_i$, and because $\mu_i = i^F_i ; \text{Sig}^A ; h_\mu$ we get

$$(m|_{h_\mu})|_{i^F_i ; \text{Sig}^A} = m|_{i^F_i ; \text{Sig}^A ; h_\mu} = m|_{\mu_i}.$$

A diagram $F : J \to \text{ADT}$ has a colimit if the diagram $F ; \text{Sig}^A : J \to \text{SIGN}_X$ has a colimit. Thus, if every diagram in SIGN has a colimit, then every diagram in ADT has a colimit (cf. Theorem 2.11).

**COROLLARY 4.2** The category $\text{ADT}_X$ of abstract datatypes is (finitely) co-complete if the category of signatures $\text{SIGN}_X$ is (finitely) co-complete.
The initial object in $\text{ADT}$ is $(\Sigma_\bot, \text{Str}(\Sigma_\bot))$ where $\Sigma_\bot$ is the initial object in $\text{SIGN}$.

Note that it could well be that the colimit of a functor $F : J \to \text{ADT}_X$ exists while $F ; \text{Sig}^A$ has no colimit. However, in the following theorem we prove that $\text{Sig}^A$ has a right adjoint which implies that $\text{Sig}^A$ preserves colimits (c.f. Theorem 2.25).

**Theorem 4.3** Let $U_{\text{Sig}}$ be the functor from $\text{SIGN}_X$ to $\text{ADT}_X$ defined by

$$U_{\text{Sig}}(\Sigma) = (\Sigma, \{\}\} \quad \text{and} \quad U_{\text{Sig}}(\sigma) = \sigma.$$  

Then $U_{\text{Sig}}$ is a right adjoint for $\text{Sig}^A$.

**Proof.** The unit of the adjunction is the natural transformation $\eta : \text{Id}_{\text{ADT}_X} \Rightarrow \text{Sig}^A ; U_{\text{Sig}}$ where $\eta_{(\Sigma, M)} : (\Sigma, M) \to (\Sigma, \{\}\})$ is given by the identity on $\Sigma$.

If $\sigma$ is an $\text{ADT}_X$-morphism from $(\Sigma, M)$ to $U_{\text{Sig}}(\Sigma')$ for some signature $\Sigma'$, then the unique morphism $\tilde{\sigma}$ from $(\Sigma, M)$ to $(\Sigma', \{\})$ is given by the signature morphism $\sigma$. Since $\eta_{(\Sigma, M)}$ is the identity on $\Sigma$ we get $\eta_{(\Sigma, M)} ; \text{Sig}^A(\tilde{\sigma}) = \sigma$. \hfill $\square$

**Corollary 4.4** The functor $\text{Sig}^A$ preserves colimits.

If the contravariant functor $\text{Str}_X$ from $\text{SIGN}_X$ to $\text{CAT}$ preserves colimits, so does the contravariant functor $\text{Mod}^A$ from $\text{ADT}$ to $\text{CAT}$. This means that every model $m$ of the colimit of a functor $F : J \to \text{ADT}_X$ is uniquely determined by a family of models $m_i \in \text{Mod}^A(F(i))$ for each $i \in J$. This is the amalgamation lemma of Ehrig and Mahr [19].

**Fact 4.5** The contravariant functor $\text{Mod}^A$ from $\text{ADT}_X$ to $\text{CAT}$ preserves (finite) colimits if the contravariant functor $\text{Str}_X$ from $\text{SIGN}_X$ to $\text{CAT}$ does.

**Proof.** Let $F$ from $J$ to $\text{ADT}$ be a functor with colimit $(\nu^F, (\Sigma_{cl}, M_{cl}))$. To show that $(\text{Mod}^A(\nu^F), \text{Mod}^A((\Sigma_{cl}, M_{cl})))$ is a limit of $F ; \text{Mod}^A$ consider a natural transformation $\mu : \Delta C \Rightarrow F ; \text{Mod}^A$ where $C$ is a category. Let $F(i) = (\Sigma_i, M_i)$. Since, by the definition of abstract datatypes, $\text{Mod}^A(F(i))$ is a subcategory of $\text{Str}_X(\text{Sig}^A(F(i)))$, $\mu$ is also a natural transformation from $\Delta C$ to $F ; \text{Sig}^A ; \text{Str}_X$. Because $\text{Str}_X$ and $\text{Sig}^A$ preserve colimits, the category $\text{Str}_X(\text{Sig}^A((\Sigma_{cl}, M_{cl}))) = \text{Str}_X(\Sigma_{cl})$ is a limit object of $F ; \text{Sig}^A ; \text{Str}_X$ and therefore there exists a unique functor $h_\mu$ from $C$ to $\text{Str}_X(\Sigma_{cl})$ with

$$h_\mu(c)|_{\nu^F} = \mu_i(c)$$

for each $c \in C$ and $i \in J$.

It remains to show that $h_\mu$ is also a functor from $C$ to $M_{cl}$, that is, $h_\mu(c)$ is an object of $M_{cl}$ and $h_\mu(f)$ is a morphism of $M_{cl}$ for all objects $c$ and morphisms $f$ in $C$. Let $c$ be an object of $C$, then $h_\mu(c)|_{\nu^F}$ equals $\mu_i(c)$, which is an element of $\text{Mod}^A(F(i))$ because of the definition of $\mu$. If $f$ is a morphism in $C$, then a similar argument shows that $h_\mu(f)$ is a morphism in $M_{cl}$. \hfill $\square$
4.2 The Specification Language \( SL_T \)

In this section we are going to define an ASL-like specification language \( SL_T \) based on the operations \( \Sigma \) (signature), \( I_\Phi \) (impose), \( D_\sigma \) (derive), \( T_\sigma \) (translate), and + (union) (cf. Sannella and Wirsing [53]). The semantics of an \( SL_T \)-expression is an abstract datatype in \( ADT_T \). A signature \( \Sigma \), as a specification expression, denotes the abstract datatype with signature \( \Sigma \) and with the category of models the category of \( \Sigma \)-structures.

Impose allows to impose additional requirements on a specification. The semantics of an expression \( I_\Phi S\Phi \) is the abstract datatype with the same signature as the signature of the abstract datatype denoted by \( S\Phi \) and with models all the models of \( S\Phi \) satisfying the set of formulas \( \Phi \).

The translate operation can be used to rename symbols in a signature, but also to add new symbols to a signature. If \( \sigma \) is a signature morphism from \( \Sigma \) to \( \Sigma' \), then the expression \( T_\sigma S\Phi \) denotes an abstract datatype of signature \( \Sigma' \) with models all extensions of models of \( S\Phi \) with respect to \( Str_T(\sigma) \).

The derive operation allows to hide parts of a signature. \( D_\sigma S\Phi \) denotes the abstract datatype having as signature the domain of \( \sigma \) and as models the translations of the models of \( S\Phi \) by \( Str_T(\sigma) \).

At last, the union operation is used to combine two specifications. Since for arbitrary institutions the union of signatures is not defined, we have to require that both specifications have the same signature.

The semantics of \( S\Phi_1 + S\Phi_2 \) is the abstract datatype with signature the signature of \( S\Phi_1 \), which is the same as the signature of \( S\Phi_2 \), and as models the intersection of the category of models of \( S\Phi_1 \) and \( S\Phi_2 \).

To form the union of two specifications \( S\Phi_1 \) and \( S\Phi_2 \) of different signatures \( \Sigma_1 \) and \( \Sigma_2 \), one has to provide a signature \( \Sigma \), signature morphisms \( \sigma_1 : \Sigma_1 \rightarrow \Sigma \) and \( \sigma_2 : \Sigma_2 \rightarrow \Sigma \), and write \( T_{\sigma_1} S\Phi_1 + T_{\sigma_2} S\Phi_2 \). In an institution where the union of two signatures is defined, like \( EQ \) (cf. Section 3.1), \( \Sigma \) could be the union of \( \Sigma_1 \) and \( \Sigma_2 \). In this case \( \sigma_i \) is the inclusion of \( \Sigma_i \) into \( \Sigma \) for \( i \in \{1, 2\} \).

In Chapter 8 we add disjunction \( (S\Phi_1 \lor S\Phi_2) \) to \( SL_T \) having as semantics the union of the category of models of \( S\Phi_1 \) and \( S\Phi_2 \). This operation will be useful in the construction of new relations (cf. the example in Chapter 8).

The specification language \( SL_T \) is mainly intended for theoretical studies and not as a specification language used in practice. However, the semantics of more practical specification languages like Pluss [8], CASL [45], and the Larch Shared Language [34] can be given in the terms of the constructs of \( SL_T \).

Note that \( SL_T \) does not contain constructs for behavioral abstraction and restriction to minimal models, which, for example, can be found by Sannella and Tarlecki [50] or Farrés-Casals
4.2 The Specification Language $\text{SL}_I$

[21]. We assume that these issues are dealt with on the level of the institution itself by means of appropriate constraints, like generating and partitioned-by constraints (cf. Section 3.3).

In Section 5.9 we use $\text{SL}_I$ as the basis for the language $\text{BSL}$ used for the construction of relations.

**Definition 4.6 (Abstract Syntax of $\text{SL}_I$)** Given an institution $I$, signatures $\Sigma$, $\Sigma_1$, and $\Sigma_2$, the abstract syntax of the specification language $\text{SL}_I$ is given by:

$$\text{Sp} ::= \Sigma \mid I_\Phi \text{Sp} \mid D_\sigma \text{Sp} \mid T_\sigma \text{Sp} \mid \text{Sp} + \text{Sp}$$

where $\Phi$ is a finite set of $\Sigma$-formulas and $\sigma$ is a signature morphism. The signature $\text{Sig}(\text{Sp})$ of a specification expression $\text{Sp}$ is defined inductively as follows:

\[
\begin{align*}
\text{Sig}(\Sigma) &= \Sigma \\
\text{Sig}(I_\Phi \text{Sp}) &= \text{Sig}(\text{Sp}) \\
\text{Sig}(D_\sigma \text{Sp}) &= \text{dom}(\sigma) \\
\text{Sig}(T_\sigma \text{Sp}) &= \text{cod}(\sigma) \\
\text{Sig}(\text{Sp}_1 + \text{Sp}_2) &= (\text{Sig}(\text{Sp}_1) = \text{Sig}(\text{Sp}_2))
\end{align*}
\]

A specification expression $\text{Sp}$ from $\text{SL}_I$ is well-formed if

- $\text{Sp} = \Sigma$ and $\Sigma \in \text{SIGN}_I$.
- $\text{Sp} = I_\Phi \text{Sp}'$, $\Phi \subseteq \text{Sen}_I(\text{Sig}(\text{Sp}'))$, and $\text{Sp}'$ is well-formed.
- $\text{Sp} = D_\sigma \text{Sp}'$, $\sigma$ is a signature morphism from $\Sigma$ to $\text{Sig}(\text{Sp}')$, and $\text{Sp}'$ is well-formed.
- $\text{Sp} = T_\sigma \text{Sp}'$, $\sigma$ is a signature morphism from $\text{Sig}(\text{Sp}')$ to $\Sigma$, and $\text{Sp}'$ is well-formed.
- $\text{Sp} = \text{Sp}_1 + \text{Sp}_2$, $\text{Sig}(\text{Sp}_1) = \text{Sig}(\text{Sp}_2)$, and $\text{Sp}_1$ and $\text{Sp}_2$ are well-formed.

The semantics of a well-formed specification expression in $\text{SL}_I$ is an abstract datatype in $\text{ADT}_I$ with the same signature.

**Definition 4.7 (Semantics of $\text{SL}_I$)** Given well-formed specification expressions $\text{Sp}$, $\text{Sp}_1$, and $\text{Sp}_2$, then the semantics $\llbracket \cdot \rrbracket : \text{SL}_I \to \text{ADT}_I$ is defined as follows:

\[
\begin{align*}
\llbracket \Sigma \rrbracket &= (\Sigma, \text{Str}_I(\Sigma)) \\
\llbracket I_\Phi \text{Sp} \rrbracket &= (\text{Sig}(\text{Sp}), \{m \in \text{Mod}^A(\llbracket \text{Sp} \rrbracket) \mid m \models^I \Phi\}) \\
\llbracket D_\sigma \text{Sp} \rrbracket &= (\text{dom}(\sigma), \{m_{|\sigma} \mid m \in \text{Mod}^A(\llbracket \text{Sp} \rrbracket)\}) \\
\llbracket T_\sigma \text{Sp} \rrbracket &= (\text{cod}(\sigma), \{m \in \text{Str}_I(\text{cod}(\sigma)) \mid m_{|\sigma} \in \text{Mod}^A(\llbracket \text{Sp} \rrbracket)\}) \\
\llbracket \text{Sp}_1 + \text{Sp}_2 \rrbracket &= (\text{Sig}(\text{Sp}_1), \text{Mod}^A(\llbracket \text{Sp}_1 \rrbracket) \cap \text{Mod}^A(\llbracket \text{Sp}_2 \rrbracket))
\end{align*}
\]

For any specification expression $\text{Sp}$ from $\text{SL}_I$ we have $\text{Sig}(\text{Sp}) = \text{Sig}^A(\llbracket \text{Sp} \rrbracket)$.

The objects of the category $\text{SL}_I$ are specification expressions and the morphisms $\sigma : \text{Sp}_1 \to \text{Sp}_2$ are those signature morphisms $\sigma$ from $\text{Sig}(\text{Sp}_1)$ to $\text{Sig}(\text{Sp}_2)$ which are also $\text{ADT}_I$-morphisms $\sigma$ from $\llbracket \text{Sp}_1 \rrbracket$ to $\llbracket \text{Sp}_2 \rrbracket$.
We extend \([\_\_]\) to a functor form \(\mathsf{SL}_I\) to \(\mathsf{ADT}_I\) by mapping \(\mathsf{SL}_I\)-morphisms \(\sigma\) to their corresponding \(\mathsf{ADT}_I\)-morphisms. 

In analogy to \(M \models^T \varphi\) we write \(\mathsf{Sp} \models^T \varphi\) and \(\mathsf{Sp} \models^T \Phi\) to denote \(\mathsf{Mod}^A([\mathsf{Sp}]) \models^T \varphi\) and \(\mathsf{Mod}^A([\mathsf{Sp}]) \models^T \Phi\), respectively, and further we write \(\mathsf{Sp}_1 \models^T \mathsf{Sp}_2\) to denote \(\mathsf{Mod}^A([\mathsf{Sp}_1]) \subseteq \mathsf{Mod}^A([\mathsf{Sp}_2])\) for two specification expressions \(\mathsf{Sp}_1\) and \(\mathsf{Sp}_2\) of the same signature. We also write \(m \models^T \mathsf{Sp}\) and \(m \in \mathsf{Sp}\) for \(m \in \mathsf{Mod}^A([\mathsf{Sp}])\). We have \(\mathsf{Sp}_1 = \mathsf{Sp}_2\) if \(\mathsf{Sp}_1 \models^T \mathsf{Sp}_2\) and \(\mathsf{Sp}_2 \models^T \mathsf{Sp}_1\) or, equivalently, if \([\mathsf{Sp}_1] = [\mathsf{Sp}_2]\).

**Fact 4.8** The operations \(I_\varphi\), \(D_\sigma\), \(T_\sigma\), and \(+\) are monotonic with respect to model inclusion, for example, if

$$\mathsf{Mod}^A([\mathsf{Sp}]) \subseteq \mathsf{Mod}^A([\mathsf{Sp}'])$$

then

$$\mathsf{Mod}^A([I_\varphi \mathsf{Sp}]) \subseteq \mathsf{Mod}^A([I_\varphi \mathsf{Sp}'])$$

Monotonicity allows to conclude from \(\mathsf{Sp}_1 \models \mathsf{Sp}_2\) the facts that \(T_\sigma \mathsf{Sp}_1 \models T_\sigma \mathsf{Sp}_2\), \(D_\sigma \mathsf{Sp}_1 \models D_\sigma \mathsf{Sp}_2\), and \(I_\varphi \mathsf{Sp}_1 \models I_\varphi \mathsf{Sp}_2\). Similar union is monotonic if one argument is fixed, that is, \(\mathsf{Sp} + \mathsf{Sp}_1 \models \mathsf{Sp} + \mathsf{Sp}_2\) holds if \(\mathsf{Sp}_1 \models \mathsf{Sp}_2\) holds.

Union is associative and commutative, and therefore we may write \(\mathsf{Sp}_1 + \cdots + \mathsf{Sp}_n\) instead of, e.g., \((\cdots (\mathsf{Sp}_1 + \mathsf{Sp}_2) + \cdots) + \mathsf{Sp}_n\).

What follows are some useful equalities relating the operations of \(\mathsf{SL}_I\) to each other.

**Fact 4.9** Let \(\mathsf{Sp}, \mathsf{Sp}_1\), and \(\mathsf{Sp}_2\) be specification expressions and \(\sigma, \sigma_1,\) and \(\sigma_2\) signature morphisms.

**First some special cases:**

\[
\begin{align*}
I(\text{ }) \mathsf{Sp} & = \mathsf{Sp} & \mathsf{Sp} + \mathsf{Sp} & = \mathsf{Sp} \\
\mathsf{Sp} + \Sigma & = \mathsf{Sp} & D_{\sigma_1} \mathsf{Sp} & = \mathsf{Sp} \\
T_{\sigma_1} \mathsf{Sp} & = \mathsf{Sp}
\end{align*}
\]

**Rules for Impose:**

\[
\begin{align*}
I_\varphi I_\varphi \mathsf{Sp} & = I_\varphi (I_\varphi \mathsf{Sp}) & I_\varphi (\mathsf{Sp}_1 + \mathsf{Sp}_2) & = I_\varphi \mathsf{Sp}_1 + I_\varphi \mathsf{Sp}_2 \\
I_\varphi \mathsf{Sp} & = \mathsf{I}_\varphi + \Sigma & \mathsf{Sp} & = \mathsf{Sp} \\
I_\varphi D_\mathsf{Sp} & = D_\sigma I_\varphi \mathsf{Sp}
\end{align*}
\]

**Rules for Translate:**

\[
\begin{align*}
T_\sigma T_\sigma \mathsf{Sp} & = T_\sigma T_\sigma \mathsf{Sp} & T_\sigma I_\varphi \mathsf{Sp} & = I_\varphi T_\sigma \mathsf{Sp} \\
T_\sigma D_\sigma \mathsf{Sp} & = D_\sigma T_\sigma \mathsf{Sp} & T_\sigma (\mathsf{Sp}_1 + \mathsf{Sp}_2) & = T_\sigma \mathsf{Sp}_1 + T_\sigma \mathsf{Sp}_2 \\
T_\sigma \text{dom}(\sigma) & = \text{cod}(\sigma)
\end{align*}
\]
The equation \( T_\sigma D_\sigma SP = D_\sigma T_\sigma SP \) is true only if the pushout of \( \sigma_1 \) and \( \sigma_2 \) exists and \( \mathcal{I} \) has amalgamation. In this case \( \sigma_1' \) and \( \sigma_2' \) are the co-cone morphisms of the following pushout in \( \text{Sign}_\mathcal{I} \):

\[
\begin{array}{ccc}
\Sigma_{cl} & \xleftarrow{\sigma_1'} & \Sigma_1 \\
\Sigma & \xrightarrow{\sigma_1} & \Sigma_2 \\
\end{array}
\]

**Rules for Derive:**

1. \( D_\sigma SP_1 + SP_2 = D_\sigma (SP_1 + T_\sigma SP_2) \) and
2. \( T_\sigma D_\sigma SP = D_\sigma T_\sigma SP \).

(1) (\subseteq) Let \( m \) be in \( D_\sigma SP_1 + SP_2 \), we have to show that there exists \( m_1 \) in \( SP_1 + T_\sigma SP_2 \) such that \( m_1|_\sigma = m \). Since \( m \in D_\sigma SP_1 \), there exists a model \( m' \) of \( SP_1 \) such that \( m'|_\sigma = m \). Set \( m_1 = m' \). Then we have to show that \( m_1 \in T_\sigma SP_2 \), which is implied by \( m \models SP_2 \) and \( m_1|_\sigma = m \).

(2) (\supseteq) Let \( m \) be in \( D_\sigma (SP_1 + T_\sigma SP_2) \), which means there exists \( m_1 \) with \( m_1 \models T_\sigma SP_2 \), and \( m_1|_\sigma = m \). Then we have \( m \models D_\sigma SP_1 \) and \( m \models SP_2 \).

(2) (\subseteq) To show that \( T_\sigma D_\sigma SP = D_\sigma T_\sigma SP \), let first \( m_1 \) be a model of \( T_\sigma D_\sigma SP \). Then we have to show that \( m_1 \) is a model of \( D_\sigma T_\sigma SP \), that is, there exists \( m \in \text{Str}_\mathcal{I}(\Sigma_{cl}) \) with \( m|_{\sigma_1} \) being a model of \( SP \) and \( m|_{\sigma_2} = m_1 \).

Since \( m_1 \) is a model of \( T_\sigma D_\sigma SP \), there exists a model \( m_2 \) of \( SP \) such that \( m_1|_{\sigma_1} = m_2|_{\sigma_2} \). Then \( m \) is the amalgamated sum of \( m_1 \) and \( m_2 \).

(2) On the other hand, if \( m_1 \) is a model of \( D_\sigma T_\sigma SP \), then we have to show that there exists a model \( m_2 \) of \( SP \) with \( m_1|_{\sigma_1} = m_2|_{\sigma_2} \). Since \( m_1 \) is a model of \( D_\sigma T_\sigma SP \), there exists \( m \in \text{Str}_{\mathcal{I}X}(\Sigma_{cl}) \) with \( m|_{\sigma_1} = m_1 \) and we have

\[
m|_{\sigma_1,\sigma_2} = (m|_{\sigma_2'})|_{\sigma_1} = m|_{\sigma_2;\sigma_1'} = m_1|_{\sigma_2}
\]

because \( \sigma_1;\sigma_2' = \sigma_2;\sigma_1' \). Then \( m_2 \) is \( m|_{\sigma_2'} \).
Note that $\text{dom}(\sigma) \models^T D_\sigma \text{cod}(\sigma)$ holds only if each $\text{dom}(\sigma)$-structure can be extended to a $\text{cod}(\sigma)$-structure. In $\mathcal{EQ}$ this is for example not possible if the signature morphism is not injective. Consider a signature morphism with $\sigma(s_1) = \sigma(s_2) = s$ and a $\text{dom}(\sigma)$-algebra $A$ with $A(s_1) \neq A(s_2)$, then it is impossible to find a $\text{cod}(\sigma)$-algebra $A'$ with $A'|_{\sigma} = A$ because $A'|_{\sigma}(s_1) = A'(s) = A'|_{\sigma}(s_2)$.

Also note that $D_\sigma \text{sp}_1 + D_\sigma \text{sp}_2$ does not imply $D_\sigma (\text{sp}_1 + \text{sp}_2)$. The problem is that in the first case two extensions $m_1 \models^T \text{sp}_1$ and $m_2 \models^T \text{sp}_2$ of a structure $m$ have to exist while in the second case one extension $m \models^T \text{sp}_1 + \text{sp}_2$ has to exist.

Let $\text{sp}_1$ be an extension of $\text{Nat}$ by a constant $c : \mathbb{N}$ with the constraint $c = 3$ and $\text{sp}_2$ be an extension of $\text{Nat}$ with $c = 4$. Then $\text{sp}_1 + \text{sp}_2$ has no models while $D_\sigma \text{sp}_1 = \text{Nat} = D_\sigma \text{sp}_2$ and therefore $D_\sigma \text{sp}_1 + D_\sigma \text{sp}_2 = \text{Nat}$.

However, we have the following theorem:

**Theorem 4.10** Provided that the institution $\mathcal{I}$ has amalgamation and that the pushout of $\sigma_1 : \Sigma_0 \rightarrow \Sigma_1$ and $\sigma_2 : \Sigma_0 \rightarrow \Sigma_2$ exists with co-cone morphisms $\sigma'_1$ and $\sigma'_2$, then

$$D_{\sigma_1;\sigma'_1}(T_{\sigma'_2} \text{sp}_1 + T_{\sigma'_1} \text{sp}_2) = D_{\sigma_1} \text{sp}_1 + D_{\sigma_2} \text{sp}_2.$$

**Proof.** The problematic direction is to show

$$D_{\sigma_1} \text{sp}_1 + D_{\sigma_2} \text{sp}_2 \models^T D_{\sigma_1;\sigma'_1}(T_{\sigma'_2} \text{sp}_1 + T_{\sigma'_1} \text{sp}_2)$$

because we are given two extensions $m_1 \in \text{Mod}^4(\|\text{sp}_1\|)$ and $m_2 \in \text{Mod}^4(\|\text{sp}_2\|)$ of every $m$ in $D_{\sigma_1} \text{sp}_1 + D_{\sigma_2} \text{sp}_2$, but we have to find just one extension $m'$ in $T_{\sigma'_2} \text{sp}_1 + T_{\sigma'_1} \text{sp}_2$.

Since the pushout of $\sigma_1$ and $\sigma_2$ exists and $\mathcal{I}$ has amalgamation, we set $m'$ to be the amalgamated sum of $m_1$ and $m_2$ with respect to $m$. Then we have $m'|_{\sigma'_2} = m_1$ and similar $m'|_{\sigma'_1}$ is a model of $\text{sp}_2$. $\square$

The above theorem is related to the middle distributive law of Goguen and Diaconescu [27]. The difference is that Goguen and Diaconescu define hiding on theories and not on model classes as it is done here. Thus they have to require other properties in addition to amalgamation.

It is well-known, for example Ehrig, Wagner and Thatcher [18], Breu [11], Bergstra, Heering and Klint [7], and Cengarle [14], that using the equalities given in Fact 4.9 any specification expression $\text{sp}$ in $\text{SL}_\mathcal{I}$ can be brought into the form $D_\sigma I_{\Phi} \Sigma$.

**Theorem 4.11 (Normal-form)** Given an institution $\mathcal{I}$ with a cocomplete category of signatures $\text{Sign}_\mathcal{I}$ and such that $\mathcal{I}$ has amalgamation. For any well-formed specification expression $\text{sp}$ in $\text{SL}_\mathcal{I}$ there exists a well-formed specification expression $D_\sigma I_{\Phi} \Sigma$ such that $\|\text{sp}\| = [D_\sigma I_{\Phi} \Sigma]$. 
4.2 The Specification Language SLX

Proof. The theorem follows from the application of the equalities of Fact 4.9. For example, 
\[ D_{\sigma_1}I_{\Phi_1}\Sigma_1 + D_{\sigma_2}I_{\Phi_2}\Sigma_2 = D_{\sigma_1}(I_{\Phi_1}\Sigma_1 + T_{\sigma_1}D_{\sigma_2}I_{\Phi_2}\Sigma_2) \]
\[ = D_{\sigma_1}(I_{\Phi_1}\Sigma_1 + D_{\sigma_2}T_{\sigma_1}I_{\Phi_2}\Sigma_2) \]
\[ = D_{\sigma_1}D_{\sigma_2}(T_{\sigma_2}I_{\Phi_1}\Sigma_1 + T_{\sigma_1}I_{\Phi_2}\Sigma_2) \]
\[ = D_{\sigma_1}\sigma_1(\Phi_1)I_{\sigma_1(\Phi_1)\Sigma_1} + I_{\sigma_2}\sigma_2(\Phi_2)\Sigma_2 \]
\[ = D_{\sigma_1}\sigma_1(\Phi_1)\Sigma_1 + I_{\sigma_2}\sigma_2(\Phi_2)\Sigma_2 \]
where \( \sigma_1 \) and \( \sigma_2 \) are the co-cone morphisms from \( \Sigma_1 \) and \( \Sigma_2 \) into the pushout signature \( \Sigma_d \).
\[ \square \]

Derived Operations

The category SLX is finitely cocomplete if SigX is. Let \( F : J \to SLX \) be a functor such that 
\( J \) is finite, and its collection of objects is given by the set \( \{ i_1, \ldots, i_n \} \). Then the expression
\[ T_{F;\sig}F(i_1) + \cdots + T_{F;\sig}F(i_n) \]
is the colimit of \( F \). The co-cone morphisms are the co-cone morphisms of the colimit of 
\( F;\sig \). Assume that \( \mu \) is a natural transformation from \( F \) to \( \Delta Sig \), then \( \mu;\sig \) is a natural 
transformation from \( F \) to \( \Delta Sig(Sp) \), and thus there exists a unique signature morphism \( \sigma \) from
\( \prod F;\sig \) to \( Sig(Sp) \) with \( i_i;\sig ;\sigma = \mu_i \) for all \( i \in J \). Let \( m \) be a model of \( Sp \), we have 
to show that \( m|_{\sigma} \) is a model of \( \prod F \). By the definition of \( \prod F \) this is equivalent to showing 
that \( (m|_{\sigma})|_{i_i;\sig ;\sigma} \) is a model of \( F(i) \) for all \( i \in J \). This is true because \( i_i;\sig ;\sigma = \mu_i \) and \( \mu_i \) is 
an \( SLX \)-morphism.

Note that \( SLX \) still has only finite colimits even if SigX has also colimits of infinite diagrams 
because it is impossible to express a union of infinitely many specifications in \( SLX \).

The existence of finite colimits in \( SLX \), provided that SigX is finitely cocomplete, motivates 
the following extensions to \( SLX \)
\[ SP := \ldots \mid \text{colim } F \mid SP_1 +_{(\sigma_1, \sigma_2)} SP_2 \mid SP_1 + Sp_0 SP_2 \]
where \( F \) is a functor from \( J \) to \( SLX \) with \( J \) being a finite category, and \( \sigma_1 : SP_0 \to SP_1 \) and 
\( \sigma_2 : SP_0 \to SP_2 \) are \( SLX \)-morphisms.

Then colim \( F \) is defined as an abbreviation for the specification expression
\[ T_{i_1;\sig}F(i_1) + \cdots + T_{i_n;\sig}F(i_n) \]
where \( i_1, \ldots, i_n \) are the objects of \( J \). For the special case where \( F \) is a pushout diagram, we 
write \( SP_1 +_{(\sigma_1, \sigma_2)} SP_2 \) instead of colim \( F \). Also we may write \( SP_1 + Sp_0 SP_2 \) if \( \sigma_1 \) and \( \sigma_2 \) are 
the “canonic” \( SLX \)-morphisms from \( SP_0 \) to \( SP_1 \) and \( SP_2 \), for example in \( LSL \) this would be 
given by the inclusion of signatures.

The following theorem shows that the semantics of colim \( F \) is a colimit of \( F;[\_] \) in \( ADT \).
Theorem 4.12 The functor \([\mathcal{L}]\) from \(\mathbb{SL}_X\) to \(\mathbb{ADT}_X\) preserves colimits, that is, given a specification expression \(\text{colim } F\) then
\[
\text{colim } F = \coprod F \mathcal{L} \text{,}
\]
for functors \(F : J \to \mathbb{SL}_X\).

Proof. The theorem is a consequence of the construction of colimits in \(\mathbb{ADT}_X\), given in the proof of Theorem 4.1.

If each \(F(i)\) has the form \(I_{\Phi_i} \Sigma_i\), then the following is a consequence of the definition of \(\text{colim } F\) and the equalities \(I_{\Phi_1} \Sigma_1 + I_{\Phi_2} \Sigma_2 = I_{\Phi_1 \cup \Phi_2} \Sigma_2\) and \(T_\sigma I_{\Phi} \Sigma_2 = I_{\sigma(\Phi)} T_\sigma \Sigma_2\):

Theorem 4.13 Given a functor \(F\) mapping objects in \(J\) to specification expressions of the form \(I_{\Phi_i} \Sigma_i\) in \(\mathbb{SL}_X\) and morphisms \(f : i \to j\) to \(\mathbb{SL}_X\)-morphisms \(F(f)\) from \(I_{\Phi_i} \Sigma_i\) to \(I_{\Phi_j} \Sigma_j\), then
\[
\text{colim } F = I_{\Phi} \Sigma_{\text{col}}
\]
where \(\Sigma_{\text{col}}\) is the colimit of \(F; \Sigma\) and \(\Phi\) is the union of all \(\Phi_i\) translated by the co-cone morphisms \(i_i : \Sigma\) for \(i \in J\).

For institutions with many sorted signatures, like \(\mathcal{E}\mathcal{Q}, \mathcal{E}\mathcal{QC}\) and \(\mathcal{L}\mathcal{S}\mathcal{L}\), we use

- introduces sorts \(S\)
- introduces \(\Omega\)
- asserts \(\Phi\)

as an abbreviation for \(I_{\Phi} \Sigma\) where \(\Sigma\) is the signature with sorts \(S\) and operation symbols \(\Omega\), and

- includes \(\Sigma_{\text{in}}[y_1 \text{ for } x_1, \ldots, y_n \text{ for } x_n]\)
- introduces sorts \(S\)
- introduces \(\Omega\)
- asserts \(\Phi\)

as an abbreviation for \(I_{\Phi} T_{\sigma} \Sigma_2\) where \(\sigma\) is a signature morphism from \(\Sigma(\Sigma_{\text{in}}) = (S_1, \Omega_1)\) to \((S_1 \cup S_2, \Omega_1 \cup \Omega)\) such that \(\sigma(x_i) = y_i\) for compatible operation or sort symbols \(x_i\) and \(y_i\) \((1 \leq i \leq n)\). We may not mention the set of sorts explicitly if it can be deduced from the family of operations \(\Omega\). We are omitting any of the introduces or asserts part if the corresponding family of operation symbols or set of axioms is empty. These abbreviations are modeled after the syntax of the Larch Shared Language [34]. If we want to give a specification expression a name, for example, \(\text{Name : trait}\), we write

\begin{verbatim}
Name : trait
includes \Sigma_{\text{in}}
introduces \Omega
asserts \Phi
\end{verbatim}

For specification expressions \(\Sigma_{\text{in}}\), \(\Sigma_{\text{in}}\) and \(\Sigma_{\text{in}}\) and signature inclusions \(\iota_1\) from \(\Sigma(\Sigma_{\text{in}})\) to \(\Sigma(\Sigma_{\text{in}})\) and \(\iota_2\) from \(\Sigma(\Sigma_{\text{in}})\) to \(\Sigma(\Sigma_{\text{in}})\), we write \(\Sigma_{\text{in}} + \iota_2 \Sigma_{\text{in}}\) instead of \(\Sigma_{\text{in}} + (\iota_1, \iota_2) \Sigma_{\text{in}}\).
4.3 Proving Specification Entailment in $\text{SL}_I$

We are interested in the problem of proving that a formula $\varphi$ is a consequence of the specification $\text{Sp}$ and that $\text{Sp}'$ is entailed by $\text{Sp}$ for specification expressions $\text{Sp}$ and $\text{Sp}'$ in $\text{SL}_I$. Since proving that $\varphi$ is a consequence of $\text{Sp}$ is the same as proving that the specification expression $I_{\{\varphi\}} \Sigma$ is entailed by $\text{Sp}$, we restrict our attention to specification entailment.

Using the normal-form theorem of the previous section, the problem of showing $\text{Sp}_1 \models \text{Sp}_2$ can be reduced to the problem of showing $D_{\sigma}, I_{\varphi}, \Sigma_1 \models D_{\sigma}, I_{\varphi}, \Sigma_2$. Consider for now that $\sigma_2$ is the identity, the case where $\sigma_2$ is not the identity is treated in Section 4.4.

If we are given a sound inference system, that is, a family of relations

$$\left( \vdash_{\Sigma} \subseteq 2^{\text{Sen}_I(\Sigma)} \times \text{Sen}_I(\Sigma) \right)_{\Sigma \in \text{Sign}_I}$$

such that $\Phi \vdash_{\Sigma} \varphi$, or for short $\Phi \vdash \varphi$, implies $\Phi_1 \vdash \varphi$, then to prove $D_{\sigma}, I_{\varphi}, \Sigma_1 \models I_{\varphi}, \Sigma_2$, it suffices to prove $\Phi_1 \vdash \sigma_1(\Phi_2)$, which is short for $\Phi_1 \vdash \varphi$ for all $\varphi \in \sigma_1(\Phi_2)$.

However, this strategy does not make use of the structure of $\text{Sp}_1$ and $\text{Sp}_2$. For example, to prove $\text{Sp} + \text{Sp}_1 \models \text{Sp} + \text{Sp}_2$, it suffices to prove $\text{Sp} + \text{Sp}_1 \models \text{Sp}_2$, and therefore we need only compute the normal-form of $\text{Sp}_2$ instead of $\text{Sp} + \text{Sp}_2$. In addition, in Chapter 8 we shall extend the specification language $\text{SL}_I$ with disjunction, and for the extended specification language the normal-form theorem does not hold anymore for all specification expressions. Therefore, we introduce a set of inference rules that allow to reduce the goal of proving a specification entailment into a sequence of subgoals which, for example, could be proved using the strategy of computing the normal-form, in case it exists.

A first set of inference rules are extensions of the rules for proving $\text{Sp} \vdash \varphi$ using the structure of $\text{Sp}$ found by Sannella and Tarlecki [50] or Wirsing [61] to rules for proving specification entailment. For example,

$$\text{Sp} \vdash \sigma(\varphi) \quad \frac{D_{\sigma} \text{Sp} \vdash \varphi}{D_{\sigma} \text{Sp} \models \varphi}$$

is extended to

$$\text{Sp} \vdash T_{\sigma} \text{Sp}' \quad \frac{D_{\sigma} \text{Sp} \vdash \text{Sp}'}{D_{\sigma} \text{Sp} \models \text{Sp}'}$$

The first rule is an instance of the second rule if we set $\text{Sp}'$ to $I_{\{\varphi\}} \Sigma$.

$$\begin{align*}
\text{L1} & \quad \frac{\text{Sp} \vdash \text{Sp}'}{I_{\sigma} \text{Sp} \vdash \text{Sp}'} & \text{L2} & \quad \frac{I_{\sigma} \Sigma \vdash \text{Sp}'}{I_{\sigma} \text{Sp} \vdash \text{Sp}'} & \text{L3} & \quad \frac{I_{\{\varphi\}} \Sigma \vdash \text{Sp}'}{\Sigma \vdash \text{Sp}'} \\
\text{L4} & \quad \frac{\text{Sp} \vdash \text{Sp}'}{I_{\sigma} \text{Sp} \vdash T_{\sigma} \text{Sp}'} & \text{L5} & \quad \frac{\text{Sp} \vdash T_{\sigma} \text{Sp}'}{D_{\sigma} \text{Sp} \vdash \text{Sp}'} \\
\text{L6} & \quad \frac{\text{Sp} \vdash \text{Sp}_1}{\text{Sp} + \text{Sp} \vdash \text{Sp}_1} & \text{L6'} & \quad \frac{\text{Sp}' \vdash \text{Sp}_1}{\text{Sp} + \text{Sp}' \vdash \text{Sp}_1}
\end{align*}$$
The next two rules connect the inference system for proving $Sp \vdash Sp'$ with the inference system for proving $\Phi \vdash \Phi'$, which depends on the institution $\mathcal{I}$.

$$
\text{L7: } \frac{\Phi' \subseteq \Phi}{I_{\phi} \Sigma \vdash I_{\phi'} \Sigma} \quad \text{L8: } \frac{Sp \vdash I_{\phi} \Sigma \quad \ldots \quad Sp \vdash I_{\phi_i} \Sigma \quad (\bigcup_{i=1}^{n} I_{\phi_i}) \vdash \Phi'}{Sp \vdash I_{\phi'} \Sigma}
$$

Note that the inference system is to be understood modulo the equalities of specification expressions given in Fact 4.9. For example, if we want to prove $D_{\sigma} Sp \vdash I_{\phi} \Sigma$, we have to show $Sp \vdash T_{\sigma} I_{\phi} \Sigma$. Since $T_{\sigma} I_{\phi} \Sigma$ equals $I_{\sigma(\phi)} \sigma'$, it suffices showing $Sp \vdash I_{\sigma(\phi)} \sigma'$. Thus the consequent can be guaranteed to be of the form $I_{\phi} \Sigma$ after the application of the above rules if the consequent was in that form before.

The next set of rules allows the decomposition of the consequent into a set of rules $Sp_i \vdash I_{\phi_i} \Sigma_i$. Similar rules can be found in Wirsing [61] and Hennicker, Wirsing, and Bidoit [38].

$$
\text{R1: } \frac{Sp \vdash \text{Sig}(Sp)}{Sp \vdash I_{\phi} \Sigma} \\
\text{R2: } \frac{Sp \vdash I_{\phi} \Sigma \quad Sp \vdash Sp'}{Sp \vdash I_{\phi} Sp'} \\
\text{R3: } \frac{Sp \vdash D_{\sigma} Sp'' \quad Sp'' \vdash Sp'}{Sp \vdash D_{\sigma} Sp'} \\
\text{R4: } \frac{Sp \vdash Sp_1 \quad Sp \vdash Sp_2}{Sp \vdash Sp_1 + Sp_2} \\
\text{R5: } \frac{D_{\sigma} Sp \vdash Sp'}{Sp \vdash T_{\sigma} Sp'}
$$

The third set of rules allows to exploit similarities between $Sp$ and $Sp'$ in the proofs of $Sp \vdash Sp'$. The rules for monotonicity of impose, union, and derive are derived rules using the above rules. The rule for monotonicity of translate is rule L4.

$$
\text{Id: } \frac{Sp \vdash Sp}{Sp \vdash Sp} \\
\text{Cut: } \frac{Sp \vdash Sp'' \quad Sp'' \vdash Sp'}{Sp \vdash Sp'} \\
\text{M1: } \frac{Sp \vdash Sp'}{D_{\sigma} Sp \vdash D_{\sigma} Sp'} \\
\text{M2: } \frac{Sp \vdash Sp'}{I_{\phi} Sp \vdash I_{\phi} Sp'} \\
\text{M3: } \frac{Sp \vdash Sp'}{Sp + Sp'' \vdash Sp'} \\
\text{M3': } \frac{Sp \vdash Sp'}{Sp'' + Sp \vdash Sp'' + Sp}
$$

For convenience we also provide rules for the four inequalities of Fact 4.9, although they are derived rules. Rule I3 is a consequence of rules R6, L4, and the monotonicity of derive; I4 can be proved using rule L5; I2 exploits the fact that $\sigma(\sigma^{-1}(\Phi)) \subseteq \Phi$; and I1 is an instance of rule R1.

$$
\text{I1: } \frac{D_{\sigma} \text{cod}(\sigma) \vdash \text{dom}(\sigma)}{D_{\sigma} I_{\phi} Sp \vdash I_{\sigma^{-1}(\phi)} D_{\sigma} Sp} \\
\text{I2: } \frac{D_{\sigma} I_{\phi} Sp \vdash I_{\sigma^{-1}(\phi)} D_{\sigma} Sp}{D_{\sigma} I_{\phi} Sp \vdash D_{\sigma} Sp} \\
\text{I3: } \frac{D_{\sigma} (Sp_1 + Sp_2) \vdash D_{\sigma} Sp_1 + D_{\sigma} Sp_2}{D_{\sigma} (Sp_1 + Sp_2) \vdash D_{\sigma} Sp_1 + D_{\sigma} Sp_2} \\
\text{I4: } \frac{D_{\sigma} T_{\sigma} Sp \vdash Sp}{D_{\sigma} T_{\sigma} Sp \vdash Sp}
$$
4.4 Problems with Derive

Proving $D_\sigma SP \vdash SP'$ poses no problems for this is the same as

$$\forall m \ (\exists m' \ m'|\sigma = m \land m' \vdash SP) \Rightarrow m \models SP'$$

which is equivalent to

$$\forall m, m' \ m'|\sigma = m \land m' \models SP \Rightarrow m \models SP',$$

and using $m'|\sigma = m$ we get

$$\forall m' \ m' \models SP \Rightarrow m'|\sigma \models SP'.$$

Note that $m'|\sigma \models SP'$ is the same as $m' \models T_\sigma SP'$, and therefore $D_\sigma SP \models SP'$ can be proved by showing $SP \models T_\sigma SP'$.

However, if $D_\sigma$ occurs at the top of the consequent, i.e., $SP \models D_\sigma SP'$, then we have to show that

$$\forall m \ m \models SP \Rightarrow \exists m' \ m' \models SP' \land m'|\sigma = m.$$  

The problem is to prove that all models $m$ of $SP$ can be extended to a model $m'$ of $SP'$.

One way to prove this is to provide a refinement $SP''$ of $SP'$, that is, we have $SP'' \models SP'$, and show that each model of $SP$ can be extended to a model of $SP''$. The idea is that it is easier to prove $SP \models D_\sigma SP''$ than to prove $SP \models D_\sigma SP'$. Thus we have the following rule, which is a consequence of the cut rule and monotonicity of derive:

$$\frac{SP \vdash D_\sigma SP'' \quad SP'' \vdash SP'}{SP \vdash D_\sigma SP'}$$  \hspace{1cm} \text{R3}

The problem is to find an appropriate $SP''$ such that proving $SP \models D_\sigma SP''$ is easier than proving $SP \models D_\sigma SP'$.

For example, if we choose $SP'' = SP'$, then we get the original problem back.

On the other hand, if we choose $SP'' = \Sigma'$ where $\Sigma'$ is the codomain of $\sigma$, the proof obligations are $SP \vdash D_\sigma \Sigma'$ and $\Sigma' \vdash SP'$. Since $SP' \vdash \Sigma'$ by rule R1, it follows that $\Sigma' \models SP'$ if and only if $\text{Str}(\Sigma') = \text{Mod}^A(\Sigma')$.

One way to find $SP''$ comes from the observation that $D_\sigma SP'$ corresponds to a possible higher-order, existential quantifier. The idea is to provide an implementation $SP_I$ of the hidden symbols of $SP'$ and prove $T_\sigma SP + SP_I \vdash SP'$. However we have to ensure that the implementation of the hidden symbols can be added to any $SP$-model. Thus we have to ensure that $T_\sigma SP + SP_I$ is a persistent extension of $SP$, that is, $SP = D(T_\sigma SP + SP_I)$. Since $SP \models D(T_\sigma SP + SP_I)$ if and only if $SP \models D_\sigma SP_I$, we get the following rule, which is an instantiation of rule R3

$$\exists \quad \frac{T_\sigma SP + SP_I \vdash SP' \quad SP \vdash D_\sigma SP_I}{SP \vdash D_\sigma SP'}$$
A similar rule is used by Wirsing [61] and Hennicker, Wirsing, and Bidoit [38].

Farrés-Casals [21] remarks that the problem with the $\exists^2$-rule is that one has to provide an implementation $\text{SP}_I$ for the hidden symbols for the proof. However, in a lot of cases $\text{SP}'$ can be decomposed in the union of two specifications $\text{SP}_h$ and $\text{SP}_v$ where $\text{SP}_h$ provides an implementation of the hidden symbols and $\text{SP}_v$ defines part of the visible symbols in terms of the hidden symbols. Then $\text{SP}_I$ in the $\exists^2$-rule is the same as $\text{SP}_h$, and we get a somewhat simplified version of the inheriting rule of Farrés-Casals [21].

$$
\text{Inh} \quad \frac{T_o \cdot \text{SP} + \text{SP}_h \vdash \text{SP}_v}{\text{SP} \vdash D_o(\text{SP}_v + \text{SP}_h)}
$$

4.5 Completeness

It is easy to check that the above inference system for $\text{SP} \vdash \text{SP}'$ is sound, that is, $\text{SP} \vdash \text{SP}'$ implies $\text{SP} \models \text{SP}'$. If one restricts entailment to $\text{SP} \vdash I_{\{p\}} \Sigma$, then the inference system is also complete. This assumes that the category of signatures is cocomplete, the institution has amalgamation, and that $\vdash^X$ is complete.

To see this, assume that $\text{SP} \models \varphi$, that is, $m \models \varphi$ for each $m \in \text{Mod}^A([\text{SP}])$. Because of Theorem 4.11, there exists a specification expression $D_o I_{\phi} \Sigma'$ which has the same class of models as $\text{SP}$. Given a $\Sigma'$-structure $m'$ such that $m' \models \Phi$, then $m'|_o$ is a model of $D_o I_{\phi} \Sigma'$ and thus a model of $\text{SP}$. Since we have $\text{SP} \models \varphi$, we get that $m'|_o \models \varphi$ which implies $m' \models \sigma(\varphi)$ by the satisfaction condition. Thus we have $\Phi \models \sigma(\varphi)$, and because of completeness of $\vdash^X$ we get $\Phi \vdash^X \varphi$. Because the inference system presented here is given modulo the equalities needed to show that $\text{SP}$ equals $D_o I_{\phi} \Sigma'$, we just have to give a derivation for $D_o I_{\phi} \Sigma' \vdash I_{\{p\}} \Sigma$ to prove completeness of the inference system.

$$
\frac{I_{\phi} \Sigma' \vdash I_{\phi} \Sigma'}{\Phi \vdash^X \{\sigma(\varphi)\}} \quad \text{L8}
$$

For completeness it is important that we are able to restructure $\text{SP}$, in particular, that we could replace $\text{SP}$ by its normal-form (cf. Wirsing [61]). If we only use the rules L1–L8 and are not allowed to apply the equalities of Fact 4.9 to the antecedent, only to the consequent to ensure that it remains in the form $I_{\phi} \Sigma$, then completeness depends on the institution $I$. In her PhD-thesis Cengarle [14] has shown that the inference system is complete for the institution of first-order logic, and Borzyszkowski [10] extends this proof to any institution that has a cocomplete category of signatures, amalgamation, is closed under conjunction and negation, and has the interpolation property.

An institution is closed under (finite) conjunction if for any (finite) set of formulas $\Phi$ of $\text{Sen}_I(\Sigma)$, there exists a formula $\varphi$ in $\text{Sen}_I(\Sigma)$ such that $m \models \Phi$ if and only if $m \models \varphi$ for
all $m \in \mathbf{Str}_X(\Sigma)$. If the institution is compact, that is, for any set of $\Sigma$-formulas $\Phi$ and a $\Sigma$-formula $\varphi$ with $\Phi \models \varphi$ there exists a finite set $\Psi \subseteq \Phi$ with $\Psi \models \varphi$, then it suffices for completeness to require that the institution is closed under finite conjunction only instead of arbitrary conjunction.

An institution is closed under negation, if for any formula $\varphi$ in $\mathbf{Sen}_X(\Sigma)$, there exists $\neg \varphi$ such that $m \models \neg \varphi$ if and only if $m \not\models \varphi$ for all $m \in \mathbf{Str}_X(\Sigma)$.

Finally, an institution has the interpolation property if given the pushout $\Sigma_d$ of $\sigma_1 : \Sigma_0 \to \Sigma_1$ and $\sigma_2 : \Sigma_0 \to \Sigma_2$, a $\Sigma_1$-formula $\varphi_1$, and a $\Sigma_2$-formula $\varphi_2$ such that $\{\sigma_1(\varphi_1)\} \models \sigma_2(\varphi_2)$, then there exists a $\Sigma_0$ formula $\varphi$ such that $\{\varphi_1\} \models \sigma_1(\varphi)$ and $\{\varphi_2(\varphi)\} \models \varphi_2$ where $\sigma_1'$ and $\sigma_2'$ are the co-cone morphisms of the pushout.

For arbitrary specification expressions $Sp'$ the inference system for proving $Sp \vdash Sp'$ is not complete. Consider $\Sigma \models D_\sigma \Sigma'$ where $\sigma$ is a signature morphism from $\Sigma$ to $\Sigma'$. We have to find a derivation for $\Sigma \vdash D_\sigma \Sigma'$. The only applicable rule is rule $\text{R3}^1$:

\[
\text{R3} \quad \frac{Sp \vdash D_\sigma Sp'' \quad Sp'' \vdash Sp'}{Sp \vdash D_\sigma Sp'}
\]

Thus we have to find $Sp''$ such that $\Sigma \models D_\sigma Sp''$ and $Sp'' \models \Sigma'$. The second condition holds trivially (rule $\text{R1}$), but the first condition is even more difficult than the original problem because instead of showing that each $\Sigma$-structure can be extended to a $\Sigma'$-structure we have to show that each $\Sigma$-structure can be extended to a $\Sigma'$-structure that is a model of $Sp''$.

The problem is that to decide whether for a given signature morphism $\sigma$ each $\Sigma$-structure can be extended to a $\Sigma'$-structure or not, requires knowledge about the particular institution that is not provided by the notion of institutions. For example, in the institution of equational logic a sufficient condition that each $\Sigma$-structure can be extended to a $\Sigma'$-structure is that $\sigma$ is injective on sorts and operations, and that for each sort in $\Sigma$ there exists at least one ground term of that sort. Thus there cannot be a complete, institution independent inference system for $Sp \vdash Sp'$ that does not use, in one way or another, an explicit judgment of the form $Sp_1 \models Sp_2$.

For example the inference system introduced by Wirsing [61] and Hennicker, Wirsing, and Bidoit [38] is complete because they use the following variant of the $\exists \lambda$-rule:

\[
\frac{T_\sigma Sp + Sp_I \vdash Sp'}{Sp \vdash D_\sigma Sp'}
\]

Note that in the second premise of the $\exists \lambda$-rule $\vdash$ is replaced by $\models$.

To see the completeness of this rule, assume that $Sp \models D_\sigma Sp'$. Then we have to give a derivation for $Sp \vdash D_\sigma Sp'$. Let $Sp_I$ be $Sp'$, then $Sp \models D_\sigma Sp'$ holds trivially because that is our assumption; thus we only have to show $T_\sigma Sp + Sp' \vdash Sp'$ to apply the variant of the

---

$^1$The rules $\exists \lambda$ and $\Pi$ need not be considered because they are instantiations of $\text{R3}$. 
$\exists^2$-rule:

\[
\begin{array}{c}
S_p' \vdash S_p' \\
T \vdash S_p + S_p' \vdash S_p' \\
S_p \vdash \sigma S_p'
\end{array}
\]

Therefore, to trivially complete our inference system, we add the rule

\[
T \vdash S_p \vdash S_p'.
\]
5 Relations as Abstract Datatypes

In this chapter we present the main construction of this thesis the institution $\mathcal{R}_I$, which is based on an exact institution $\mathcal{I}$ with a cocomplete category of signatures. Abstract datatypes in $\mathcal{R}_I$ denote relations between abstract datatypes from $\mathcal{I}$. First we motivate the construction by an example. Next the institution $\mathcal{R}_I$ is defined, and we show that $\mathcal{R}_I$ is exact and has a cocomplete category of signatures. Then we study the relationship between abstract datatypes in $\mathcal{R}_I$ and abstract datatypes in $\mathcal{I}$ which is later used in Section 7.1 to prove entailment of relations and in Section 9.3 to write Z-style specifications of dynamic behavior using the Larch Shared Language instead of Z. The operations of the specification language $\text{SL}_I$ defined in Section 4.2 are then used as a basis for the definition of $\text{RSL}_I$, a kernel specification language for the specification of relations.

5.1 Introduction

In the state as algebra approach the state space of a software system is modeled by an abstract datatype $\text{St} = (\Sigma_{\text{st}}, M_{\text{st}})$, and an operation transforming the state of the software system as a relation $R \subseteq M_{\text{st}} \times M_{\text{st}}$. As an example consider a counter with an increment relation. The state of the counter is an algebra $A$ with carrier set $A(N) = \mathbb{N}$ and a constant $A(c) \in A(N)$. The set of possible states of a counter is given by the following specification:

Counter : trait
  includes Nat
  introduces c : N

where Nat is:

Nat : trait
  introduces
    zero : N
    succ : N \to N
    pred : N \to N
    + : N, N \to N
    < : N, N \to bool
    \leq : N, N \to bool
    > : N, N \to bool
    \geq : N, N \to bool
  asserts
    N generated freely by zero, succ
  equations for all x, y : N
zero + y = y;
succ(x) + y = succ(x + y)
pred(succ(x)) = x
x \neq zero \Rightarrow succ(pred(x)) = x
-(s(x) \leq zero)
zero \leq x
x \leq y \Rightarrow s(x) \leq s(y)
x \leq y \land x \neq y \Rightarrow x < y
-(x < y) \Rightarrow x \geq y
x \geq y \lor x \neq y \Rightarrow x > y

The increment operation increases the value of c by one. It is a relation

\[ \text{Inc} \subseteq \text{Mod}^4([\text{Counter}]) \times \text{Mod}^4([\text{Counter}]) \]

with the property

\[ \text{if } (A, B) \in \text{Inc} \text{ then } B(c) = A(\text{succ})(A(c)) \]

For this equation to be defined, we have to require that \( A(N) = B(N) \). In addition we would like that \( \text{succ} \) and \( + \) are interpreted the same in \( A \) and \( B \). That is, if \( i \) is the inclusion of \([\text{Nat}]\) into \([\text{Counter}]\) then we require that \( A|_i = B|_i \).

In Section 2.3 we have seen that \( \{(A, B) \mid A, B \in \text{Mod}^4([\text{Counter}]), A|_i = B|_i\} \) is a pullback \( \prod F \) of a functor \( F : V^{op} \rightarrow \text{SET} \) given by the following diagram:

![Diagram](https://via.placeholder.com/150)

The functor \( F \) can be given as the composition of the functor \( \Gamma : V \rightarrow \text{ADT} \):

\[
\begin{array}{ccc}
\text{[Counter]} & \xrightarrow{i} & \text{[Counter]} \\
\downarrow & & \downarrow \\
\text{[Nat]} & & \text{[Nat]}
\end{array}
\]

with \( \text{Mod}^4 : \text{ADT}^{op} \rightarrow \text{CAT} \), ignoring for the moment that \( \text{Mod}^4(\Gamma(i)) \) yields a category instead of a set for every \( i \in V \).

Thus, the increment relation is a subset of \( \prod(\Gamma; \text{Mod}^4) \) such that \( (A, B) \in \text{Inc} \) if and only if \( B(c) = A(\text{succ})(A(c)) \).

In each institution that has amalgamation, such as \( \mathcal{LSC} \), there exists for each pair \( (A, B) \) in \( \prod(\Gamma_{\text{inc}}; \text{Mod}^4) \) a unique algebra \( A +_C B \) in \( \text{Mod}^4(\prod \Gamma_{\text{inc}}) \), the amalgamated sum of \( A \) and \( B \) with respect to \( C \), such that \( A +_C B|_{\iota_1} = A \) and \( A +_C B|_{\iota_2} = B \). \( \iota_1 \) and \( \iota_2 \) from \([\text{Counter}]\) to \([\text{DeltaCounter}]\) are the co-cone morphisms of the colimit of \( \Gamma_{\text{inc}} \). \( \iota_1 \) is the
inclusion of $\llbracket\text{Counter}\rrbracket$ into $\llbracket\text{DeltaCounter}\rrbracket$, and $\iota_2$ maps $c$ to $c'$ and all other symbols to themselves.

The pushout $\coprod \Gamma_{\text{Inc}}$ in $\text{ADT}$ can be represented by the specification

\begin{verbatim}
DeltaCounter : trait
  includes Nat
  introduces c, c' : N
\end{verbatim}

Therefore, the relation $\text{Inc}$ is isomorphic to a class of algebras $M_{\text{Inc}}$ from $\text{Mod}^A(\coprod \Gamma_{\text{Inc}})$ such that, if $A$ $\text{Inc}$ $B$, then $A +_C B \in M_{\text{Inc}}$, and if $D \in M_{\text{Inc}}$, then $D|_{\iota_1}$ $\text{Inc}$ $D|_{\iota_2}$.

For $D \in M_{\text{Inc}}$ we have $D(c') = D(\text{succ})(D(c))$, which is equivalent to writing $D \models c' = \text{succ}(c)$ by the definition of satisfaction in $\mathcal{L}_{\mathcal{S}}\mathcal{C}$ and since $c' = \text{succ}(c)$ is an equation of signature $\text{Sig}^A(\coprod \Gamma_{\text{Inc}})$.

Thus we can define a binary relation $R$ by providing its type, a functor from $V$ to $\text{ADT}$, together with a set of formulas $\Phi$ from $\text{Sen}(\text{Sig}^A(\coprod \Gamma))$. Then we have $A R B$ if and only if $(A, B) \in \coprod(\Gamma_{\text{Inc}}; \text{Mod}^A)$ and $A +_C B \models \Phi$.

**Operations with Input**

If we have operations with inputs, like an $\text{Add}$ operation that adds its argument to the counter, we can use the category

\[ V_{\text{in}} = \begin{array}{ccc}
\text{in} & 1 & 2 \\
\downarrow & \downarrow & \downarrow \\
0 & & 
\end{array} \]

and a functor $\Gamma_{\text{Add}} : V_{\text{in}} \to \text{ADT}$ as the type of the relation instead of a functor from $V$ to $\text{ADT}$. We model the input parameter by

\begin{verbatim}
AddIn : trait
  includes Nat
  introduces n_{\text{in}} : N
\end{verbatim}

Then the type of the $\text{Add}$ operation is the functor $\Gamma_{\text{Add}} : V_{\text{in}} \to \text{ADT}$ depicted by

\[ \Gamma_{\text{Add}} = \begin{array}{ccc}
\llbracket\text{AddIn}\rrbracket & \llbracket\text{Counter}\rrbracket & \llbracket\text{Counter}\rrbracket \\
\iota_n & \iota & \iota \\
\llbracket\text{Nat}\rrbracket & & 
\end{array} \]

with $\iota_n$ being the inclusion of $\llbracket\text{Nat}\rrbracket$ into $\llbracket\text{AddIn}\rrbracket$. Now $\text{Add}$ is a subset of the limit of $\Gamma_{\text{Add}}; \text{Mod}^A$ such that if $(C, A, B) \in \text{Add}$ then

\[ B(c) = A(+) (A(c), C(n_{\text{in}})), \]
Note that the properties of limits guarantee that $C|_{n} = A|_{i} = B|_{j}$ which implies $C(N) = A(N) = B(N) = n$ and that the above equation is well-defined.

As before we have that in an institution where $\text{Str}$ and thus $\text{Mod}^{A}$ preserves colimits of shape $V_{\infty}$ we can find for each triple $(C, A, B)$ in $\prod (\Gamma_{\text{Add}}; \text{Mod}^{A})$ a unique $D \in \text{Mod}^{A}(\prod \Gamma_{\text{Add}})$ with $D|_{n} = C$, $D|_{i} = A$ and $C|_{j} = B$.

The colimit of $\Gamma_{\text{Add}}$ is given by the specification

\[
\text{DeltaCounter1 : trait}
\begin{align*}
\text{includes} & \text{ Nat} \\
\text{introduces} & n_{\infty}, c, c' : N
\end{align*}
\]

and we have that if $(C, A, B) \in \text{Add}$ then $D(c) = D(+(D(c), D(n_{\infty})))$. As before we can define $\text{Add}$ by all triples $(C, A, B) \in \prod (\Gamma_{\text{Add}}; \text{Mod}^{A})$ such that $D \models c' = c + n_{\infty}$.

**Arbitrary D**

This treatment can be generalized from categories $V$ and $V_{\infty}$ to arbitrary categories $D$ and from the institution $\mathcal{L}_{\mathcal{L}C}$ to arbitrary institutions $\mathcal{I}$. We only have to require that the category of signatures of $\mathcal{I}$ has all colimits of shape $D$ and that the structure-functor preserves colimits of shape $D$.

Take for example the discrete category $K_{n}$ with objects $\{1, \ldots, n\}$. Let $\Gamma$ be a functor from $K_{n}$ to $\text{ADT}$, then $R \subseteq \prod (\Gamma; \text{Mod}^{A})$ is an $n$-ary relation

\[
R \subseteq \text{Mod}^{A}(\Gamma(1)) \times \ldots \times \text{Mod}^{A}(\Gamma(n)).
\]

Each morphism $f : d \to d'$ in $D$ adds the requirement that $m_{d'}|_{\Gamma(f)} = m_{d}$ for each $m \in \prod (\Gamma; \text{Mod}^{A})$ where $m_{d} = \pi_{d}(m)$, $m_{d'} = \pi_{d'}(m)$, and $\pi_{d}$ and $\pi_{d'}$ are the projections from $\prod \Gamma; \text{Mod}^{A}$ to $\text{Mod}^{A}(\Gamma(d))$ and to $\text{Mod}^{A}(\Gamma(d'))$, respectively.

Given that $\text{Sig}_{\mathcal{I}}$ and thus $\text{ADT}_{\mathcal{I}}$ have colimits of shape $D$ and $\text{Str}_{\mathcal{I}}$ preserves them, we can use sets of formulas $\Phi$ from $\text{Sen}_{\mathcal{I}}(\text{Sig}^{A}(\prod_{\mathcal{I}} \Gamma))$ to define relations $R \subseteq \prod_{\mathcal{I}} \Gamma; \text{Mod}^{A}$.

Note, if we want to use equations to specify relations, we have to make sure that the signatures of the nodes $\text{Sig}^{A}(\Gamma(i))$ share, at least, a set. For example, with $D = K_{2}$ equations in $\text{Sen}_{\mathcal{I}}(\prod \Gamma; \text{Sig}^{A})$ are of the form $\forall X s = t$ where both $s$ and $t$ are terms over $\text{Sig}^{A}(\Gamma(1))$ or $\text{Sig}^{A}(\Gamma(2))$. Thus the only type of relations $R \subseteq \text{Mod}^{A}(\Gamma(1)) \times \text{Mod}^{A}(\Gamma(2))$ we can define using these equations are relations $R = A \times B$, where $A$ and $B$ are subsets of $\text{Mod}^{A}(\Gamma(1))$ and $\text{Mod}^{A}(\Gamma(2))$.

**Changing the shape of relations**

Consider a relation $R \subseteq A \times B \times C$. We can make $R$ a relation $\tilde{R} \subseteq A \times C$ by defining $\tilde{R} = \{(a, c) \mid \exists b \in B \ (a, b, c) \in R\}$. On the other hand, if we are given a relation $S \subseteq A \times C$, we can make $S$ a relation $\hat{S} \subseteq A \times B \times C$ by defining $\hat{S} = \{(a, b, c) \mid b \in B, \ (a, c) \in S\}$.
This can be generalized to relations of shape D and D’ provided there is a functor F from D to D’. In the example above D = K₂, D’ = K₃, F(1) = 1, and F(2) = 3.

Given a relation R of type Γ’: D’ → ADTₓ, we define the relation ̃R of type Γ = F; Γ’ by

\[ ̃R = \{ ̃F(m) \mid m \in R \} \]

where ̃F is a functor from \( \prod_D \Gamma’; \text{Mod}^A \) to \( \prod_D \Gamma; \text{Mod}^A \) given by the universal property of \( \prod_D \Gamma; \text{Mod}^A \) with respect to the natural transformation \( \nu \) from \( \Delta(\prod \Gamma’; \text{Mod}^A) \) to \( \Gamma; \text{Mod}^A \) given by \( \nu_d = \pi^\Gamma;\text{Mod}^A \):

\[ \begin{array}{ccc}
\prod \Gamma; \text{Mod}^A & \xrightarrow{\pi^\Gamma;\text{Mod}^A} & \prod \Gamma’; \text{Mod}^A \\
\nu_d = \pi^\Gamma’;\text{Mod}^A & \downarrow & \nu_d = \pi^\Gamma’;\text{Mod}^A \\
\Gamma(d) = \Gamma’(F(d)) & & \\
\end{array} \]

In the example above \( \pi^\Gamma;\text{Mod}^A \) maps a triple \((a, b, c)\) to its \( i \)-th component and \( \pi^\Gamma’;\text{Mod}^A \) a tuple \((a, b)\) to its \( j \)-th component where \( i \in \{1, 2, 3\} \) and \( j \in \{1, 2\} \). Then we get

\[ \pi^\Gamma;\text{Mod}^A \left( ̃F(a, b, c) \right) = \pi^\Gamma’;\text{Mod}^A (a, b, c) = \pi^\Gamma’;\text{Mod}^A (a, b, c) = a \]

and

\[ \pi^\Gamma;\text{Mod}^A \left( ̃F(a, b, c) \right)_2 = \pi^\Gamma’;\text{Mod}^A (a, b, c) = \pi^\Gamma’;\text{Mod}^A (a, b, c) = c. \]

Thus ̃F maps a triple \((a, b, c)\) to a tuple \((a, c)\).

In the same spirit we define for a relation S of shape Γ a relation of shape Γ’ by

\[ \hat{S} = \{ m’ \in \prod \Gamma’; \text{Mod}^A \mid ̃F(m’) \in S \}. \]

5.2 The Category Rel

The category Rel of relations between abstract datatypes from \( \mathcal{I} \) has as objects relations \((\Theta, M)\) where \( \Theta = (D, 
\Gamma; D \to \text{Adt}) \) is the type of the relation, the category D is the shape of the relation, and \( M \), a full subcategory of \( \prod(\Gamma; \text{Mod}^A) \), is the graph of the relation.

A morphism \( f = (f^F, f^\mu) \) in Rel from \((\Theta, M)\) to \((\Theta’, M’)\) has two components; the first component is a functor \( f^F : D \to D’ \) from the shape category of \( \Theta \) to the shape category of \( \Theta’ \), and the second component is a natural transformation \( f^\mu : \Gamma \Rightarrow f^F; \Gamma’ \), which is a D-indexed family of \( \text{Adt}_\mathcal{I} \)-morphisms \( f^\mu_d : \Gamma(d) \to \Gamma’(f^F(d)) \).

The functor \( f^F \) and the natural transformation \( f^\mu \) give rise to a functor \( \cup f \) from \( \prod_D \Gamma’; \text{Mod}^A \) to \( \prod_D \Gamma; \text{Mod}^A \) by the universal property of \( \prod_D \Gamma; \text{Mod}^A \) and the natural transformation.
\[ \nu_f : \Delta(\prod \Gamma'; \text{Mod}^A) \Rightarrow \Gamma'; \text{Mod}^A \text{ given by } (\nu_f)_d = \pi^{\Gamma'; \text{Mod}^A}; \text{Mod}^A(f''_d) \text{ for } d \in D: \]

\[
\begin{array}{c}
\prod \Gamma'; \text{Mod}^A \xrightarrow{(\nu_f)_d} \prod \Gamma'; \text{Mod}^A \\
\xrightarrow{\pi_d^{\Gamma'; \text{Mod}^A}} \\
\text{Mod}^A(\Gamma(d)) \xrightarrow{\text{Mod}^A(f''_d)} \text{Mod}^A(\Gamma'(f(F(d))))
\end{array}
\]

Then we require \( M'|f \subseteq M \) for \( f = (f^F, f^\mu) \) to be a REL-morphism, that is, \( m'|f \in M \) for all \( m' \in M' \).

As an example take \( R = ((K_2, \Gamma_R), M_R) \) and \( S = ((K_3, \Gamma_S), M_S) \). A REL-morphism \( f \) from \( R \) to \( S \) is a pair \( (f^F, f^\mu) \) of a functor \( f^F : K_2 \rightarrow K_3 \) and a natural transformation \( f^\mu : \Gamma_R \Rightarrow f^F; \Gamma_S \). Let \( f^F(1) = 1 \) and \( f^F(2) = 3 \), then \( f^F \) is an ADT-morphism from \( \Gamma_R(1) \) to \( \Gamma_S(1) \), and \( f''_d \) is an ADT-morphism from \( \Gamma_R(2) \) to \( \Gamma_S(3) \). For \( f \) to be a REL-morphism we have to check that \( (m_1|f^F, m_3|f''_d) \) is in \( M_R \) for each \( (m_1, m_2, m_3) \in M_S \).

The identity \( \text{id}_R \) for an object \( R = (\Theta, M) \) in REL is the pair \( (\text{id}_\Theta, \text{id}_M) \).

Let \( f = (f^F, f^\mu) \) be a REL-morphism from \( (\Theta_1, M_1) \) to \( (\Theta_2, M_2) \) and \( g = (g^F, g^\mu) \) a REL-morphism from \( (\Theta_2, M_2) \) to \( (\Theta_3, M_3) \). The composition of \( f \) and \( g \) is the REL-morphism \( (f^F; g^F, f^\mu; (g^\mu; f^F)) \):

\[
\begin{array}{c}
\Gamma_1 \xrightarrow{f^\mu} f^F ; \Gamma_2 \xrightarrow{g^\mu ; f^F} f^F ; g^F ; \Gamma_3 \\
\xrightarrow{f^F} \Gamma_2 \xrightarrow{g^\mu} g^F ; \Gamma_3
\end{array}
\]

We have to show that \( M_3|f|g \subseteq M_1 \). This holds because \( \downarrow|f|g = \downarrow|g ; \downarrow|f \). The proof of this will be given in the next section.

**Theorem 5.1** The category REL is (finitely) cocomplete if the category of signatures from the institution \( I \) is (finitely) cocomplete.

**Proof.** This follows from fact that REL is the same as the category ADT\( R_I \) of abstract datatypes in the institution \( R_I = \langle \text{SIGN}_{R_I}, \text{Str}_{R_I}, \text{Sen}_{R_I}, \models_{R_I} \rangle \) defined in the next section. Then ADT\( R_I \) is (finitely) cocomplete because SIGN\( I \) and thus SIGN\( R_I \) are (finitely) cocomplete. \( \square \)

### 5.3 The Institution \( R_I \)

In the previous sections we have seen how relations between classes of algebras, given as abstract datatypes, can be defined by a category \( D \), a functor \( \Gamma \) from \( D \) to \( \text{ADT} \), and a subset of \( \prod(\Gamma; \text{Mod}^A) \); and how sets of formulas over the signature \( \prod(\Gamma; \text{Sig}^A) \) can be used...
to define these subsets. What we have given are the ingredients of an institution \( \mathcal{R}_I \) based on an institution \( \mathcal{I} \).

The category of signatures \( \text{SiGN}_{\mathcal{R}_I} \) has as objects pairs \( (D, \Gamma : D \to \text{ADT}_{\mathcal{R}_I}) \), the type of the relation, and morphisms \( f \) from \( \Theta_1 = (D_1, \Gamma_1) \) to \( \Theta_2 = (D_2, \Gamma_2) \) are pairs \( (f^F, f^\mu) \) of a functor \( f^F \) from \( D_1 \) to \( D_2 \) and a natural transformations \( f^\mu : \Gamma_1 \to f^F \Gamma_2 \). The \( \Theta \)-structures are elements of \( \prod(\Gamma; \text{Mod}^A) \), \( \Theta \)-formulas are \( \prod(\Gamma; \text{Sig}^A) \)-formulas from \( \mathcal{I} \), and the satisfaction relation \( \models_{\mathcal{R}_I} \varphi \) if \( \overline{m} \models_{\mathcal{I}} \varphi \). Here \( \overline{m} \) refers to the isomorphism between \( \prod(\Gamma; \text{Mod}^A) \) and \( \text{Mod}^A(\prod \Gamma) \), which exists in any exact institution \( \mathcal{I} \). That is, if \( m \) is an object in \( \prod(\Gamma; \text{Mod}^A) \), then \( \overline{m} \) is the isomorphic object in \( \text{Mod}^A(\prod \Gamma) \).

The institution \( \mathcal{R}_I \) can be constructed for any exact base institution \( \mathcal{I} \) with a cocomplete category of signatures. Examples of such institutions are \( \mathcal{E}Q, \mathcal{E}QC, \mathcal{L}SL, \mathcal{S}ET \) (cf. Sections 3 and 9.1), and the institution of first-order logic (cf. [25, 17]). Thus, in the following, we assume that \( \mathcal{I} = \langle \text{SiGN}_I, \text{Str}_I, \text{Sen}_I, \models_{\mathcal{I}} \rangle \) is an institution with a cocomplete category of signatures \( \text{SiGN}_I \) and a functor \( \text{Str}_I \) that preserves colimits.

**Signatures** Instead of directly defining \( \text{SiGN}_{\mathcal{R}_I} \) as the category with objects \( \Theta = (D, \Gamma) \) and morphisms pairs \( f = (f^F, f^\mu) \), as indicated above, we define \( \text{SiGN}_{\mathcal{R}_I} \) as an instance of the category of diagrams over a category \( T \) which is defined by Tarlecki et al. [58].

**Definition 5.2 (Fun(T))** Given a category \( T \), then we define the indexed category \( \text{Fun}(T) : \text{CAT}^{op} \to \text{CAT} \) as follows:

For an object \( D \in \text{CAT} \) we set \( \text{Fun}(T)_D = T^D \), and for a functor \( F : D \to D' \) we define a functor \( \text{Fun}(T)_F : T^{D'} \to T^D \) by

- \( \text{Fun}(T)_F(\Gamma') = F; \Gamma' \) for \( \Gamma' \in T^{D'} \), that is, \( (\text{Fun}(T)_F(\Gamma'))(d) = \Gamma'(F(d)) \) for every \( d \in D \), and

- \( \text{Fun}(T)_F(\mu) = \mu; F \) for a natural transformations \( \mu : \Gamma'_1 \Rightarrow \Gamma'_2 \) between functors \( \Gamma'_1 \) and \( \Gamma'_2 \) in \( T^{D'} \), that is, \( (\text{Fun}(T)_F(\mu))d = \mu_{F(d)} \) for every \( d \in D \).

Let \( \text{id}_D \) be the identity functor on \( D \), then \( \text{Fun}(T)_{\text{id}_D} \) is the identity on \( T^D \) because

\[
\text{Fun}(T)_{\text{id}_D}(\Gamma) = \text{id}_D; \Gamma = \Gamma
\]

and

\[
\text{Fun}(T)_{\text{id}_D}(\mu) = \mu; \text{id}_D = \mu
\]

for functors \( \Gamma : D \to T \) and natural transformations \( \mu : \Gamma \Rightarrow \Gamma' \).

For two functors \( F : D \to D' \) and \( G : D' \to D'' \) we have \( \text{Fun}(T)_{F;G} = \text{Fun}(T)_G \cdot \text{Fun}(T)_F \) because

\[
\text{Fun}(T)_{F;G}(\Gamma'') : D'' \to T = F; G; \Gamma'' = \text{Fun}(T)_F(G; \Gamma'') = \text{Fun}(T)_F(\text{Fun}(T)_G(\Gamma''))
\]
and similar for the composition of natural transformations. Thus Fun(T) is indeed an indexed
category.

Flattening Fun(T) yields the category Flat(Fun(T)) of diagrams over T (cf. Section 2.5), which
has as objects pairs (D, Γ) — diagrams — where D is a category and Γ a functor from D
to T. Morphisms f from (D, Γ) to (D', Γ') in Flat(Fun(T)) are pairs (fF, fμ) where fF is a
functor from D to D' and fμ is a natural transformation from Γ to fF; Γ'.

The identity on Θ is the pair (idF, idμ) where idF is the identity functor for D and idμ is
the identity on Γ(d) for all d ∈ D. The composition of (fF, fμ) from Θ1 to Θ2 with (gF, gμ)
from Θ2 to Θ3 is defined as

\[ f; g = (fF; gF, fμ; (gμ; fF)), \]

that is, (f; g)\(d\) = f\(d\); g\(d\) for all d ∈ D.

Now we define Sign\(_\mathcal{R}_\mathcal{I}\) as the category of diagrams over ADT\(_\mathcal{I}\).

**Definition 5.3 (Sign\(_\mathcal{R}_\mathcal{I}\))** Let \( \mathcal{I} \) be an institution, then define

\[ \text{Sign}\mathcal{R}_\mathcal{I} = \text{Flat}(\text{Fun}(\text{ADT}_\mathcal{I})). \]

**Structures** The category of Θ = (D, Γ)-structures — Str\(_\mathcal{R}_\mathcal{I}\)(Θ) — is given by an arbitrary,
but fixed limit of the contravariant functor Γ; Mod\(_\mathcal{A}\) : D\(\text{op}\) → CAT in CAT. Thus we can
view objects in Str\(_\mathcal{R}_\mathcal{I}\)(Θ) as D-indexed families of structures \( m_d \in \text{Mod}\(_\mathcal{A}\)(Γ(d)) \) such that if
f : d → d' is a morphism in J, then \( m_d|_{Γ(f)} = m_d\).

For a morphism f = (fF, fμ) from (D, Γ) to (D', Γ') in Sign\(_\mathcal{R}_\mathcal{I}\), the functor Str\(_\mathcal{R}_\mathcal{I}\)(f), from
the limit of Γ'; Mod\(_\mathcal{A}\) to the limit of Γ; Mod\(_\mathcal{A}\), maps a D'-indexed family of objects \( m'_{d'} \in \text{Mod}\(_\mathcal{A}\)(Γ'(d')) \) to a D-indexed family of objects \( m_d = m'_{fF(d)}|_{ΓF(d)} \).

**Definition 5.4 (Str\(_\mathcal{R}_\mathcal{I}\))** Given an institution \( \mathcal{I} \). The functor Str\(_\mathcal{R}_\mathcal{I}\) maps a signature (D, Γ)
to an arbitrary but fixed limit of Γ; Mod\(_\mathcal{A}\) in CAT and a signature morphism (fF, fμ) from
(D, Γ) to (D', Γ') to the unique functor from Str\(_\mathcal{R}_\mathcal{I}\)((D, Γ)) to Str\(_\mathcal{R}_\mathcal{I}\)((D', Γ'))
given by the universal property of Str\(_\mathcal{R}_\mathcal{I}\)((D, Γ)) and the natural transformation ν from \( Δ(\text{Str}\mathcal{R}_\mathcal{I}(Θ_2)) \) to
Str\(_\mathcal{R}_\mathcal{I}(Θ_1) \) defined by ν\(d\) = \( π_{fF(d)} \) Mod\(_\mathcal{A}\)(f\(d\)) for all d ∈ D:

\[
\begin{array}{ccc}
\text{Str}\mathcal{R}_\mathcal{I}((D, Γ)) & \xrightarrow{\text{Str}\mathcal{R}_\mathcal{I}(f)} & \text{Str}\mathcal{R}_\mathcal{I}((D', Γ')) \\
\pi_d & \Downarrow ν_{d} & π_{fF(d)} \\
\text{Mod}\(_\mathcal{A}\)(Γ(d)) & \xrightarrow{\text{Mod}\(_\mathcal{A}\)(f\(d\))} & \text{Mod}\(_\mathcal{A}\)(Γ'(fF(d)))
\end{array}
\]

The functors \( π_d \) for d ∈ D and \( π'_{d'} \) for d' ∈ D' are the cone morphisms of the limit of Γ; Mod\(_\mathcal{A}\)
and Γ'; Mod\(_\mathcal{A}\), respectively.
5.3 The Institution $\mathcal{R}_I$

The definition of $\mathsf{Str}_{\mathcal{R}_I}(\Theta)$ as the limit of $\Gamma; \mathsf{Mod}^A$ is well-defined because $\mathsf{CAT}$ is complete. We still have to show that $\mathsf{Str}_{\mathcal{R}_I}$ is a functor, that is, $\mathsf{Str}_{\mathcal{R}_I}$ preserves identity and composition.

The identity $(\text{id}^F, \text{id}^\mu)$ in $\mathsf{SIGN}_{\mathcal{R}_I}$ is mapped to the identity functor because, on the one hand, $\mathsf{Str}_{\mathcal{R}_I}((\text{id}^F, \text{id}^\mu))$ is unique as a functor from $\mathsf{Str}_{\mathcal{R}_I}(\Theta)$ to $\mathsf{Str}_{\mathcal{R}_I}(\Theta)$, and, on the other hand, the identity on $\mathsf{Str}_{\mathcal{R}_I}(\Theta)$ is a functor from $\mathsf{Str}_{\mathcal{R}_I}(\Theta)$ to $\mathsf{Str}_{\mathcal{R}_I}(\Theta)$.

Consider two morphisms $f$ from $(D_1, \Gamma_1)$ to $(D_2, \Gamma_2)$ and $g$ from $(D_2, \Gamma_2)$ to $(D_3, \Gamma_3)$ in $\mathsf{SIGN}_{\mathcal{R}_I}$. $\mathsf{Str}_{\mathcal{R}_I}(f; g)$ is defined as the unique functor from $\mathsf{Str}_{\mathcal{R}_I}((D_3, \Gamma_3))$ to $\mathsf{Str}_{\mathcal{R}_I}((D_1, \Gamma_1))$ satisfying

$$
\mathsf{Str}_{\mathcal{R}_I}(f; g); \pi_d = \pi^\mu_{f^F(d)}; \mathsf{Mod}^A(f_d; g_d^F(d))
$$

for all $d \in D_1$. However, looking at the following diagram and using the fact that $\mathsf{Mod}^A$ is a functor, we see that $\mathsf{Str}_{\mathcal{R}_I}(g); \mathsf{Str}_{\mathcal{R}_I}(f)$ has the same property, and therefore $\mathsf{Str}_{\mathcal{R}_I}(f; g) = \mathsf{Str}_{\mathcal{R}_I}(g); \mathsf{Str}_{\mathcal{R}_I}(f)$.

Formulas

Formulas in $\mathcal{R}_I$ are defined by using co-completeness of $\mathsf{SIGN}_{\mathcal{R}_I}$. Co-completeness of $\mathsf{SIGN}_{\mathcal{R}_I}$ ensures that for each type $\Theta = (D, \Gamma)$ in $\mathsf{SIGN}_{\mathcal{R}_I}$ there exists a signature $\prod D \Gamma; \mathsf{Sign}^A$ in $\mathsf{SIGN}_{\mathcal{R}_I}$. Note that, because $\mathsf{Sign}^A$ preserves and creates colimits, this is the same as $\mathsf{Sign}^A(\prod D \Gamma)$ (cf. Theorem 5.8). Then the set of $\Theta$-formulas in $\mathcal{R}_I$ is the same as the set of $\prod D \Gamma; \mathsf{Sign}^A$-formulas in $\mathcal{I}$.

$\mathsf{Sen}_{\mathcal{R}_I}$ is given as the composition of the functors

- $\mathsf{Flat}(\mathsf{Fun}(\mathsf{Sign}^A)) : \mathsf{Flat}(\mathsf{Fun}(\mathsf{ADT}_I)) \to \mathsf{Flat}(\mathsf{Fun}(\mathsf{SIGN}_{\mathcal{R}_I}))$,
- $\mathsf{cl}^*_{\mathcal{SIGN}_I} : \mathsf{Flat}(\mathsf{Fun}(\mathsf{SIGN}_{\mathcal{R}_I})) \to \mathsf{SIGN}_I$ and
- $\mathsf{Sen}_{\mathcal{I}} : \mathsf{SIGN}_I \to \mathsf{SET}$.

$\mathsf{Flat}(\mathsf{Fun}(\mathsf{Sign}^A))$ maps a diagram over $\mathsf{ADT}_I$ to a diagram over $\mathsf{SIGN}_{\mathcal{R}_I}$; then $\mathsf{cl}^*_{\mathcal{SIGN}_I}$ maps this diagram over $\mathsf{SIGN}_I$ to its colimit in $\mathsf{SIGN}_I$, and at last $\mathsf{Sen}_{\mathcal{I}}$ maps the colimit signature to the set of sentences in $\mathcal{I}$ over this signature.
The functor $\text{Flat}(\text{Fun}(\text{Sig}^A))$ is the result of flattening the indexed functor

$$\text{Fun}(\text{Sig}^A) : \text{Fun} \left( \text{ADT}_x \right) \rightarrow \text{Fun}(\text{Sig}^A).$$

Given a functor $F : T \to T'$, then $F$ induces an indexed functor $\text{Fun}(F)$ from $\text{Fun}(T)$ to $\text{Fun}(T')$ as follows:

**Definition 5.5** For each category $D$, $\text{Fun}(F)_{D}$ is the functor from $T^D$ to $T'^D$ given by

- $\text{Fun}(F)_{D}(\Gamma : D \to T) = \Gamma; F$ and
- $\text{Fun}(F)_{D}(\mu : \Gamma \Rightarrow \Gamma') = \mu; F$.

We have to show that $\text{Fun}(F)$ is indeed an indexed functor, that is, $\text{Fun}(F)$ is a natural transformation from $\text{Fun}(T)$ to $\text{Fun}(T')$. Let $G$ be a functor from $D$ to $D'$, then we have to show that the following diagram commutes:

$$\begin{array}{ccc}
\text{Fun}(T)_{D} & \xrightarrow{\text{Fun}(T)_{G}} & \text{Fun}(T)_{D'} \\
\text{Fun}(F)_{D} & \xrightarrow{\text{Fun}(F)_{D'}} & \text{Fun}(F)_{D'} \\
\text{Fun}(T')_{D} & \xrightarrow{\text{Fun}(T')_{G}} & \text{Fun}(T')_{D'}
\end{array}$$

For a functor $\Gamma : D \to T$ we have

$$\text{Fun}(F)_{D'}(\text{Fun}(T)_{G}(\Gamma)) = \text{Fun}(F)_{D'}(G; \Gamma)$$

$$= (G; \Gamma); F$$

$$= G; (\Gamma; F)$$

$$= \text{Fun}(T')_{G}(\Gamma; F')$$

$$= \text{Fun}(T')_{G}(\text{Fun}(F)_{D}(\Gamma)),$$

and similar for natural transformations.

The functor $\text{clim}_T$ maps objects $(D, \Gamma : D \to T)$ to the colimit of $\Gamma$ in $T$.

**Definition 5.6 (clim$_T$)** Given a cocomplete category $T$, then the functor $\text{clim}_T$ from the category $\text{Flat}(\text{Fun}(T))$ defined as:

- $\text{clim}_T((D, \Gamma : D \to T))$ is an arbitrary, but fixed colimit of $\Gamma$ in $T$ for every $(D, \Gamma) \in \text{Flat}(\text{Fun}(T))$, and

- $\text{clim}_T(f) = \bigsqcup_{D} (f^{\mu}; (f^F, \ell^\nu))$ for every morphism $f = (f^F, f^\nu)$ from $(D, \Gamma)$ to $(D', \Gamma')$ in $\text{Flat}(\text{Fun}(T))$.

Because $T$ is cocomplete, the functor $\text{clim}_T$ is well defined, and since we have chosen a fixed colimit for each $(D, \Gamma)$ in $\text{Flat}(\text{Fun}(T))$, the identity $(\text{id}_F, \text{id}_\Gamma)$ in $\text{Flat}(\text{Fun}(T))$ maps to the identity on $\text{clim}_T((D, \Gamma))$ in $T$. 
\( \text{clim}_T \) preserves the composition of morphisms, that is,

\[
\text{clim}_T(f; g) = \text{clim}_T(f) \circ \text{clim}_T(g)
\]

for all morphisms \( f \) from \( (D_1, \Gamma_1) \) to \( (D_2, \Gamma_2) \) and \( g \) from \( (D_2, \Gamma_2) \) to \( (D_3, \Gamma_3) \) because \( \text{clim}_T(f; g) \) is the unique morphism from \( \text{clim}_T(\Theta_1) \) to \( \text{clim}_T(\Theta_3) \) making the outer rectangle commute for all \( d \in D_1 \) in the following diagram:

\[
\begin{array}{ccc}
\text{clim}_T(\Theta_1) & \xrightarrow{\dim_T(f)} & \text{clim}_T(\Theta_2) \\
\downarrow & & \downarrow \\
\Gamma_1(d) & \xrightarrow{f} & \Gamma_2(f^F(d)) & \xrightarrow{g^F_{f^F(d)}} & \Gamma_3(g^F(f^F(d)))
\end{array}
\]

To define \( \text{Sen}_R \) as \( \text{Flat}(\text{Fun}(\text{Sig}^A)); \dim_{\text{SIGN}_\mathcal{I}}; \text{Sen}_\mathcal{I}, \) we have to require that \( \text{SIGN}_\mathcal{I} \) is cocomplete because otherwise the functor \( \dim_{\text{SIGN}_\mathcal{I}} \) would not be defined.

**Definition 5.7 (\( \text{Sen}_R \))** Let \( \mathcal{I} \) be an institution with a cocomplete category of signatures. Then

\[
\text{Sen}_R = \text{Flat}(\text{Fun}(\text{Sig}^A)); \dim_{\text{SIGN}_\mathcal{I}}; \text{Sen}_\mathcal{I}.
\]

Note that we can always choose the colimits of \( \Gamma : D \to \text{Adt}_\mathcal{I} \) and \( \Gamma; \text{Sig}^A : D \to \text{SIGN}_\mathcal{I} \) in such a way that \( \text{Sig}^A(\prod \Gamma) = \prod \Gamma; \text{Sig}^A \) because there is a one-to-one correspondence between the class of colimits of \( \Gamma \) and the class of colimits of \( \Gamma; \text{Sig}^A \). Assume that \( \Gamma \) has as a colimit \( (\Sigma, M) \) then, because \( \text{Sig}^A \) preserves colimits (cf. Theorem 4.4), we have that \( \Sigma \) is a colimit of \( \Gamma; \text{Sig}^A \). On the other hand, if we have given a colimit \( \Sigma \) of \( \Gamma; \text{Sig}^A \) then, because \( \text{Sig}^A \) creates colimits (cf. Theorem 4.1), we can construct a class of \( \Sigma \)-structures \( M \), such that \((\Sigma, M)\) is a colimit of \( \Gamma \). This leads to the following theorem:

**Theorem 5.8** Provided that \( \text{Adt}_\mathcal{I} \) is cocomplete, we have

\[
\text{Flat}(\text{Fun}(\text{Sig}^A)); \dim_{\text{SIGN}_\mathcal{I}} = \text{clim}_{\text{Adt}_\mathcal{I}}; \text{Sig}^A.
\]

**Proof.** Let \((D, \Gamma)\) be an object of \( \text{Flat}(\text{Fun}(\text{Adt})) \), then

\[
\text{Flat}(\text{Fun}(\text{Sig}^A))(\Gamma; \text{Sig}^A) = (D, \Gamma; \text{Sig}^A)
\]

and \( \dim_{\text{SIGN}_\mathcal{I}}((D, \Gamma; \text{Sig}^A)) = \prod_D \Gamma; \text{Sig}^A \). For the right-hand side we get:

\[
\text{Sig}^A(\text{clim}_{\text{Adt}_\mathcal{I}}((D, \Gamma))) = \text{Sig}^A(\prod_D \Gamma).
\]

Since \( \text{Sig}^A \) preserves and creates colimits, we have

\[
\prod_D \Gamma; \text{Sig}^A = \text{Sig}^A(\prod_D \Gamma).
\]

\( \square \)
However, this relationship does not hold, in general, for limits of $\Gamma;\text{Mod}^A$ and colimits of $\Gamma$. Consider for example the functor $\Gamma : K_2 \to \text{ADT}_{E\Omega}$ in the institution $E\Omega$ of equational logic. One possible choice for a limit of $\Gamma;\text{Mod}^A$ is the cartesian product $\text{Mod}^A(\Gamma(1)) \times \text{Mod}^A(\Gamma(2))$. For this limit it is impossible to find an abstract datatype $(\Sigma, M)$ such that $M = \text{Mod}^A(\Gamma(1)) \times \text{Mod}^A(\Gamma(1))$ since there does not exist a many-sorted signature $\Sigma = (S, \Omega)$ such that $\Sigma$-structures are pairs of algebras $(A_1, A_2)$. However, we can find an abstract datatype $(\Sigma', M')$ such that $M'$ and $\text{Mod}^A(\Gamma(1)) \times \text{Mod}^A(\Gamma(2))$ are isomorphic. This leads to the following theorem:

**Theorem 5.9** The contravariant functor $\text{Str}_{\mathcal{R}_I} : \text{SIGN}_{\mathcal{R}_I}^{\tau} \to \text{CAT}$ is natural isomorphic to the contravariant functor $\text{clim}_{\text{ADT}_{\mathcal{I}}} ; \text{Mod}^A$ provided that the structure functor $\text{Str}_{\mathcal{R}_I}$ preserves colimits.

**Proof.** Since $\text{Str}_{\mathcal{I}}$ preserves colimits, so does $\text{Mod}^A$ (cf. Theorem 4.5). Thus, the natural isomorphism $\mu : \text{Str}_{\mathcal{R}_I} \Rightarrow \text{clim}_{\text{ADT}_{\mathcal{I}}} ; \text{Mod}^A$ is given for each $\Theta = (D, \Gamma)$ in $\text{SIGN}_{\mathcal{R}_I}$ by the isomorphism between $\text{Mod}^A(\prod \Gamma)$ and an arbitrary limit $\prod \Gamma ; \text{Mod}^A$ of $\Gamma ; \text{Mod}^A$. We have to show that the family of all isomorphisms $\mu_{\Theta} : \text{Str}_{\mathcal{R}_I}(\Theta) \to \text{Mod}^A(\prod \Gamma)$ is indeed a natural transformation, that is, the following diagram commutes for all morphisms $f : \Theta \to \Theta'$ in $\text{SIGN}_{\mathcal{R}_I}$.

![Diagram](image_url)

First consider the following family of diagrams for $d \in D$:

The diagrams (1) and (3) commute because the functor $\text{Mod}^A$ preserves colimits and $\text{Str}_{\mathcal{R}_I}(\Theta)$ is defined as $\prod_{D} \Theta; \text{Mod}^A$. Diagram (4) commutes because $\text{Str}_{\mathcal{R}_I}(f)$ is defined as the unique
morphism making (4) commute, and similar diagram (2) commutes because of the definition of $\text{clim}_{\text{AdT}_Z}(f)$ and because a functor preserves composition.

Note that for this type of diagram, if the subdiagrams (1), (2), (3), and (4) commute for all $d \in D$, this does not immediately imply that the functors $\mu_\Theta; \text{Mod}^A(\text{clim}_{\text{AdT}_Z}(f))$ and $\text{Str}_{\mathcal{R}_Z}(f); \mu_\Theta$ are the same.

However, because $\text{Mod}^A(\bigoplus \Gamma)$ is a limit of $\Gamma; \text{Mod}^A$, there exists a unique functor

$$H : \text{Str}_{\mathcal{R}_Z}(\Theta') \to \text{Mod}^A(\bigoplus \Gamma)$$

which makes the following diagram commute for all $d \in D$:

$$\begin{array}{c}
\text{Mod}^A(\bigoplus \Gamma) \\
\downarrow \mu_{\Theta} \\
\text{Mod}^A(\Gamma(d))
\end{array}$$

Since $\mu_\Theta; \text{Mod}^A(\text{clim}_{\text{AdT}_Z}(f))$ and $\text{Str}_{\mathcal{R}_Z}(f); \mu_\Theta$ have the same property, we get:

$$\mu_{\Theta}; \text{Mod}^A(\text{clim}_{\text{AdT}_Z}(f)) = H = \text{Str}_{\mathcal{R}_Z}(f); \mu_\Theta.$$
PROOF. Let $f$ be a morphism from $\Theta$ to $\Theta'$ in $\text{SIGN}_{R_I}$, $m$ a $\Theta'$-structure, and $\varphi$ a $\Theta$-formula, then we have:

$$m \models^R_I \text{Sen}_{R_I}(f)(\varphi)$$

if $$\overline{m} \models^T_I \text{Sen}_I(\text{Sig}^A(\text{clim}_{\text{ADT}_I}(f)))$$ \hspace{1cm} \text{Def. } \models^R_I$$

if $$\overline{m}|_{\text{Sig}^A(\text{clim}_{\text{ADT}_I}(f))} \models^T_I \varphi$$ \hspace{1cm} \text{Sat. Cond. } I$$

if $$\overline{m}|_{\text{clim}_{\text{ADT}_I}(f)} \models^T_I \varphi$$ \hspace{1cm} \text{Def. } \text{ADT}_I\text{-morph.}$$

if $$\overline{m}|_f \models^T_I \varphi$$ \hspace{1cm} *$$

if $$\overline{m}|_f \models^R_I \varphi$$ \hspace{1cm} \text{Def. } \models^R_I$$

Equivalence (*) holds because the naturality of the isomorphism between the functors $\text{Str}_{R_I}$ and $\text{clim}_{\text{ADT}_I};\text{Mod}^A$ implies $\overline{m}|_{\text{clim}_{\text{ADT}_I}(f)} = \overline{m}|_f$.

\textbf{Definition of } $R_I$ \hspace{1cm} To sum up the previous paragraphs, we define:

\textbf{Definition 5.12 ($R_I$)} Given an institution $I$ with a cocomplete category of signatures $\text{SIGN}_I$ and a colimit preserving structure functor $\text{Str}_I$. The institution

$$R_I = (\text{SIGN}_{R_I}, \text{Str}_{R_I}, \text{Sen}_{R_I}, \models^R_I)$$

is defined as follows:

- $\text{SIGN}_{R_I} = \text{Flat}(\text{Fun}(\text{ADT}_I))$,
- $\text{Str}_{R_I}(\Theta) = \prod_D \Gamma; \text{Mod}^A$ and $\text{Str}_{R_I}(f) = \prod_D (f^F; \pi^V; \text{Mod}^A); (f^\mu; \text{Mod}^A)$ for all morphisms $f : \Theta \to \Theta'$ and objects $\Theta = (D, \Gamma)$ and $\Theta' = (D', \Gamma')$ in $\text{SIGN}_{R_I}$,
- $\text{Sen}_{R_I} = \text{Flat}(\text{Fun}(\text{Sig}^A))|_{\text{SIGN}_I}; \text{Sen}_I$, and
- $m \models^R_I \varphi$ if and only if $\overline{m} \models^T_I \varphi$ for all $m \in \text{Str}_{R_I}(\Theta)$, $\varphi \in \text{Sen}_{R_I}(\Theta)$, and $\Theta \in \text{SIGN}_{R_I}$.

Note that the construction of the functors $\text{Str}_{R_I}$ and $\text{Sen}_{R_I}$ are very similar. Given an object $(D, \Gamma)$ then $\text{Str}_{R_I}((D, \Gamma))$ is given by $\prod_D \Gamma; \text{Mod}^A$, while $\text{Sen}_{R_I}((D, \Gamma))$ is given by $\text{Sen}_I(\prod_D \Gamma; \text{Sig}^A)$. However, we have given an explicit definition of $\text{Str}_{R_I}$ while $\text{Sen}_{R_I}$ was given as a composition of functors. And indeed, we can define $\text{Str}_{R_I}$ similar to $\text{Sen}_{R_I}$ as

$$\text{Str}_{R_I} = \text{Flat}(\text{Fun}(\text{Mod}^A)); \text{lim}_{\text{CAT}}.$$ 

Note, however, since $\text{Mod}^A$ is a contravariant functor, $\text{Fun}(\text{Mod}^A)$ is a family of contravariant functors indexed by $\text{CAT}$, that is, $\text{Fun}(\text{Mod}^A)_D$ is a contravariant functor from the functor category of covariant functors, $\text{Fun}(\text{ADT}_I)_D = \text{ADT}_I^D$, to the category of contravariant functors from $D$ to $\text{CAT}$, which we denote by $\text{CFun}(\text{ADT}_I)_D = \text{CAT}^{D^\text{op}}$. Then flattening a family of contravariant functors yields a covariant functor from $\text{Flat}(\text{Fun}(\text{ADT}_I))$ to $\text{Flat}(\text{CFun}(\text{CAT})^{op})$. That is, a morphism

$$(f^F : D \to D', f^\mu : \Gamma \Rightarrow f^F; \Gamma')$$

\textbf{Relations as Abstract Datatypes}
in \( \text{Flat}(\text{Fun}(\text{ADT}_\mathcal{I})) \) is mapped to the morphism

\[
(f^F : D \to D', \text{Mod}^A(f^\mu) : f^F; \Gamma ; \text{Mod}^A \Rightarrow \Gamma; \text{Mod}^A)
\]

in \( \text{Flat}(\text{CFun}((\text{CAT}))^{op}) \).

Then \( \lim_{\text{CAT}} \) maps an object \((D, \Gamma : D^{op} \to \text{CAT}) \) in \( \text{Flat}(\text{CFun}((\text{CAT}))^{op}) \) to \( \prod D, \Gamma \) in \( \text{CAT} \) and a morphism \((f^F : D \to D', f^\mu : f^F; \Gamma \Rightarrow \Gamma) \) in \( \text{Flat}(\text{CFun}((\text{CAT}))^{op}) \) to the unique morphism \( \prod D, f^F(\pi^\Gamma); f^\mu \) from \( \prod D, \Gamma \) to \( \prod D, \Gamma \) given by the limit property of \( \prod D, \Gamma \).

Note the similarity between the category of many-sorted signatures \( \text{Sig} \) (cf. Section 3.1) and the category \( \text{Sig}_{\mathcal{R}_\mathcal{I}} \). Both can be defined by flattening an indexed category, \( \text{MS} : \text{SET}^{op} \to \text{CAT} \) for \( \text{Sig} \) (cf. Section 2.5) and \( \text{Fun}(\text{ADT}_\mathcal{I}) : \text{CAT}^{op} \to \text{CAT} \) for \( \text{Sig}_{\mathcal{R}_\mathcal{I}} \). For a set \( S \), \( \text{MS}_S \) is the set of functions from \( S^+ \) to \( \text{SET} \), and for a category \( D \), \( \text{Fun}(\text{ADT}_\mathcal{I})_D \) is the set of functors from \( D \) to \( \text{ADT}_\mathcal{I} \). We shall see in the next section that also the construction of colimits is very similar.

Abstract datatypes in \( \mathcal{R}_\mathcal{I} \), objects in \( \text{ADT}_{\mathcal{R}_\mathcal{I}} \), are pairs \((\Theta, M)\) where \( M \) is a full subcategory of \( \text{Str}_{\mathcal{R}_\mathcal{I}}(\Theta) = \prod \Gamma; \text{Mod}^A \). Morphisms \( f \) from \((\Theta_1, M_1)\) to \((\Theta_2, M_2)\) in \( \text{ADT}_{\mathcal{R}_\mathcal{I}} \) are type morphisms \( f = \Theta f \) from \( \Theta_1 \) to \( \Theta_2 \) such that \( \text{Str}_{\mathcal{R}_\mathcal{I}}(f)(M_2) \subseteq M_1 \). Thus we have the following fact:

**Fact 5.13** The category of relations between abstract datatypes \( \text{REL} \), defined in Section 5.2, is the same as the category of abstract datatypes \( \text{ADT}_{\mathcal{R}_\mathcal{I}} \) in \( \mathcal{R}_\mathcal{I} \) for an institution \( \mathcal{I} \) with a cocomplete category of signatures and a structure preserving structure functor.

Note that the definition of \( \text{REL} \) does not require \( \text{Sig}_{\mathcal{R}_\mathcal{I}} \) to be cocomplete and \( \text{Str}_{\mathcal{R}_\mathcal{I}} \) to preserve colimits. This is only needed for the definition of formulas and satisfaction in \( \mathcal{R}_\mathcal{I} \).

**Example** In the example of the counter the increment operation is the abstract datatype \((\Theta_{\text{Inc}}, M)\) in the institution \( \mathcal{R}_{\text{LSC}} \) with \( \text{LSC} \) as the base institution where \( \Theta_{\text{Inc}} \in \text{Sig}_{\mathcal{R}_{\text{LSC}}} \) is the type \((V, \Gamma_{\text{Inc}})\). \( \Gamma_{\text{Inc}} \) can be depicted by the following diagram

\[
\Gamma_{\text{Inc}} = \begin{array}{c}
\lfloor C \rfloor \\
\lfloor \text{Nat} \rfloor
\end{array}
\]

where

\( C : \text{trait} \)

includes \( \text{Nat} \)

introduces \( c : \mathbb{N} \)

and \( M \) is given by all pairs \((A, B)\) in

\[
\prod \Gamma_{\text{Inc}}; \text{Mod}^A = \text{Mod}^A([\lfloor C \rfloor]) \times_{\text{Mod}^A([\text{Nat}])} \text{Mod}^A([\lfloor C \rfloor]),
\]

where

\( \text{trait} \) includes \( \text{Nat} \)

introduces \( c : \mathbb{N} \)

and \( M \) is given by all pairs \((A, B)\) in

\[
\prod \Gamma_{\text{Inc}}; \text{Mod}^A = \text{Mod}^A([\lfloor C \rfloor]) \times_{\text{Mod}^A([\text{Nat}])} \text{Mod}^A([\lfloor C \rfloor]),
\]
with $B(c) = A(\text{succ})(A(c))$.

To fix a colimit of $\Gamma_{\text{inc}}; \text{Sig}^A$ for the definition of $\text{Sen}_{\mathcal{R}_{\Lambda_{\text{SL}}}}(\Theta_{\text{inc}})$ we use the convention that the components of the state after an operation is performed are decorated with a prime. Then the formulas in $\text{Sen}_{\mathcal{R}_{\Lambda_{\text{SL}}}}(\Theta_{\text{inc}})$ are the formulas in $\text{Sen}_{\mathcal{R}_{\Lambda_{\text{SL}}}}(\prod \Gamma_{\text{inc}}; \text{Sig}^A)$ where $\prod \Gamma_{\text{inc}}; \text{Sig}^A$ is the signature

$$\langle \{N\}, \{\text{zero} : N, \text{succ} : N \rightarrow N, c : N, c' : N\}\rangle.$$ 

Using the formulas in $\text{Sen}_{\mathcal{R}_{\Lambda_{\text{SL}}}}(\Gamma_{\text{inc}})$, $M$ can be characterized by all pairs $(A, B)$ from $\text{Str}_{\mathcal{R}_{\Lambda_{\text{SL}}}}(\Gamma_{\text{inc}})$ such that

$$(A, B) \models_{\mathcal{R}_{\Lambda_{\text{SL}}}} c' = \text{succ}(c),$$

which is, by the definition of satisfaction in $\mathcal{R}_{\Lambda_{\text{SL}}}$, equivalent to

$$A +_C B \models_{\mathcal{L}_{\Lambda_{\text{SL}}}} c' = \text{succ}(c),$$

where $A +_C B$ is the amalgamated of $A$ and $B$ with respect to $C = A|_x = B|_x$.

With the specification language $\Sigma_{\mathcal{I}}$ introduced in Section 4.2 and instantiated with $\mathcal{I} = \mathcal{R}_{\Lambda_{\text{SL}}}$, we can write

$$\text{Inc} = I_{\langle \text{e} = \text{succ}(\text{e})\rangle} \Theta_{\text{inc}}$$

to define the increment operation.

### 5.4 Colimits in $\text{Sign}_{\mathcal{R}_{\mathcal{I}}}$

Since $\text{Sign}_{\mathcal{R}_{\mathcal{I}}}$ is defined as $\text{Flat}(\text{Fun}(\text{ADT}_{\mathcal{I}}))$, we can use Theorem 2.28 to prove that $\text{Sign}_{\mathcal{R}_{\mathcal{I}}}$ is cocomplete. To apply this theorem, we have to check that

1. $\text{CAT}$ is cocomplete,
2. $\text{ADT}_{\mathcal{I}}^D$ is cocomplete for each category $D$, and
3. the functor $\text{Fun}(\text{ADT}_{\mathcal{I}})_F : \text{ADT}_{\mathcal{I}}^{D'} \rightarrow D$ has a left adjoint for all functors $F : D \rightarrow D'$.

$\text{CAT}$ is cocomplete and since in the construction of $\mathcal{R}_{\mathcal{I}}$ we have assumed that $\text{Sign}_{\mathcal{I}}$ is cocomplete, so is $\text{ADT}_{\mathcal{I}}$ and thus $\text{ADT}_{\mathcal{I}}^D$ is cocomplete for all categories $D$.

Thus it remains to show that $\text{Fun}(\text{ADT}_{\mathcal{I}})_F$ has a left adjoint for every functor $F : D \rightarrow D'$. Given a functor $\Gamma : D \rightarrow \text{ADT}_{\mathcal{I}}$, we are looking for a functor $L^F(\Gamma) : D' \rightarrow \text{ADT}_{\mathcal{I}}$ such that for each functor $\Gamma'' : D' \rightarrow \text{ADT}_{\mathcal{I}}$ and natural transformation $\mu : \Gamma \Rightarrow F; \Gamma''$ there exists a unique natural transformation $\overline{\mu} : L^F(\Gamma) \Rightarrow \Gamma''$:

$$\Gamma \mu \Rightarrow F; \Gamma'' \Rightarrow \overline{\mu} : L^F(\Gamma) \Rightarrow \Gamma''.$$
As observed by Tarlecki, Burstall and Goguen [58], finding for each $\Gamma : D \to \text{ADT}_T$ a functor $L^F(\Gamma) : D' \to \text{ADT}_T$ with the above properties is the same as finding the left Kan extension of $\Gamma$ along $F : D \to D'$.

**Definition 5.14 (Left Kan Extension)** Given categories $T$, $D$, and $D'$ and a functor $F : D \to D'$. Let $\Gamma$ be an object of $T^D$, that is, a functor from $D$ to $T$, then the left Kan extension of $\Gamma$ along $F$ is a pair $(\Gamma', \eta)$ consisting of a functor $\Gamma'$ from $D'$ to $T$ and a natural transformation $\eta$ from $\Gamma$ to $\Gamma'$ such that for all natural transformations $\nu : \Gamma \Rightarrow \Gamma''$ in $T^{D'}$ there exists a unique natural transformation $\tilde{\nu} : \Gamma' \Rightarrow \Gamma''$ such that the following diagram commutes in $T^D$:

$$
\begin{align*}
\begin{array}{c}
\gamma \\
\Downarrow \eta \\
F ; \Gamma'
\end{array} & \xrightarrow{\nu} \\
\begin{array}{c}
F ; \Gamma''
\end{array} & \xrightarrow{F ; \nu} \\
\begin{array}{c}
\gamma''
\end{array}
\end{align*}
$$

Note that if each $\Gamma$ in $T^D$ has a left Kan extension $\Gamma'$ along $F$, then this determines a functor $L^F : T^D \to T^{D'}$ left adjoint to $\text{Fun}(T)_F$ by $L^F(\Gamma) = \Gamma'$ and $L^F(\nu : \Gamma \Rightarrow \Gamma'') = \tilde{\nu} ; \eta''$ where $\eta''$ is the natural transformation associated to the left Kan extension of $\Gamma''$ along $F$:

$$
\begin{align*}
\begin{array}{c}
\Gamma''
\end{array} & \xrightarrow{\eta''} \\
\begin{array}{c}
F ; \Gamma''
\end{array} & \xrightarrow{F ; \nu} \\
\begin{array}{c}
\Gamma'
\end{array}
\end{align*}
$$

As an example consider the following categories

$$
D = \begin{array}{c}
1 \\
\downarrow f \\
0 \\
\uparrow g \\
2
\end{array}
$$

and $D' = \begin{array}{c}
1 \\
\downarrow f' \\
0 \\
\uparrow g' \\
2
\end{array}$

Let $F$ be the inclusion of $D$ into $D'$ and $\Gamma$ an arbitrary functor from $D$ to $T$.

The problem is to find $\Gamma'(0)$, $\Gamma'(1)$, $\Gamma'(2)$, and $\Gamma'(3)$. While it seems natural to choose $\Gamma'(0) = \Gamma(0)$, $\Gamma'(1) = \Gamma(1)$, and $\Gamma'(2) = \Gamma(2)$, the question remains what to choose for $\Gamma'(3)$. Intuitively $\Gamma'(3)$ is the "smallest" object in $T$ which "includes" $\Gamma'(1)$ and $\Gamma'(2)$, that is, $\Gamma'(3)$ is the coproduct of $\Gamma'(1)$ and $\Gamma'(2)$.

To see that this indeed defines the left Kan extension of $\Gamma$ along $F$, consider a functor $\Gamma'^* : D' \to T$ and a natural transformation $\mu : \Gamma \Rightarrow F ; \Gamma'^*$. Then we have to be able to extend $\mu$ to a natural transformation $\underline{\mu}$ from $\Gamma'$ to $\Gamma''$. Again it is natural to choose $\underline{\mu}_0 = \mu_0$, $\underline{\mu}_1 = \mu_1$, and $\underline{\mu}_2 = \mu_2$. Now $\underline{\mu}_3 : \Gamma'(3) \to \Gamma'^*(3)$ is given by the universal property of the coproduct $\Gamma'(3) = \Gamma'(1) \uplus \Gamma'(2)$ and because $\mu_1 ; \Gamma'^*(f')$ is a morphism from $\Gamma'(1)$ to $\Gamma''(3)$ and $\mu_2 ; \Gamma''(g')$ is a morphism from $\Gamma'(2)$ to $\Gamma''(3)$.
Theorem 1 on page 233 of Mac Lane’s book [43] provides a construction of the right Kan extension. The notion of right Kan extension is a dual to the notion of left Kan extension. Thus by reversing the arrows in the construction of the right Kan extension we get a left Kan extension.

**THEOREM 5.15** (Mac Lane [43]) Under the assumptions of Definition 5.14 the left Kan extension of $\Gamma$ along $F$ exists provided that $T$ is cocomplete.

**PROOF.** Here, we only provide the construction of the left Kan extension; the proof that this is indeed a left Kan extension can be found in [43]. Let $\Gamma'$ be a functor from $D'$ to $T$. Then we have to provide a functor $\Gamma'$ from $D'$ to $T$. For each $d' \in D'$ we take $\Gamma'(d')$ as the “smallest element” including $\Gamma(d)$ if there exists a morphism $f$ from $F(d)$ to $d'$ in $D'$. Thus $\Gamma'(d')$ is the colimit of a functor $F_{\delta'}$ from an appropriate category to $T$. The appropriate category is the comma category $(F \downarrow d')$. Objects of $(F \downarrow d')$ are pairs $(d, f)$ consisting of an object $d$ of $D$ and an arrow $f$ from $F(d)$ to $d'$ in $D'$. Morphisms from $(d_1, f_1)$ to $(d_2, f_2)$ are arrows $g: d_1 \to d_2$ in $D$ such that the following diagram commutes in $D'$:

$$
\begin{array}{ccc}
F(d_1) & \xrightarrow{F(g)} & F(d_2) \\
\downarrow f_1 & & \downarrow f_2 \\
d' & \xrightarrow{g} & d'
\end{array}
$$

Then $F_{\delta'}: (F \downarrow d') \to T$ is given by

$$
F_{\delta'}((d, f)) = \Gamma(d) \text{ and } F_{\delta'}(g) = \Gamma(g)
$$

for objects $(d, f)$ and morphisms $g: (d_1, f_1) \to (d_2, f_2)$ in $(F \downarrow d')$.

Now we can define $\Gamma'(d')$ as $\bigsqcup F_{\delta'}$ and $\Gamma'(g: d_1 \to d_2)$ as $\bigsqcup \nu$ where $\nu$ is the natural transformation from $F_{d_1}$ to $\Delta(\bigsqcup F_{d_2})$ given by $\nu_{(d,f)} = \iota_{(d,f;g)}$.

Note that if $(d, f)$ is an object of $(F \downarrow d_1)$ and $g$ is a morphism from $d_1$ to $d_2$, then $(d, f; g)$ is an object of $(F \downarrow d_2)$ and $F_{\delta'}((d, f)) = \Gamma(d) = F_{\delta'}((d, f; g))$.

The colimit of $F_{\delta'}$ exists because $T$ is cocomplete.

$\square$

As an example of the construction of the left Kan extension, we define $\Gamma': D' \to T$ from the previous example.

The category $(F \downarrow 0)$ has one object $(0, \text{id})$ and the identity as the only arrow. The functor $F_0$ maps $(0, \text{id})$ to $\Gamma(0)$. The colimit of $F_0$ is $\Gamma(0)$ and thus $\Gamma'(0) = \Gamma(0)$.

The category $(F \downarrow 1)$ has two objects $(0, f)$ and $(1, \text{id})$ and one arrow $f$ from $(0, f)$ to $(1, \text{id})$ other than the identity. Then $\Gamma'(1)$ is $\Gamma(1)$ because the colimit of $F_1$ is $\Gamma(1)$. Similar we get $\Gamma'(2) = \Gamma(2)$.
(F ↓ 3) is the category freely generated by

\[
\begin{array}{c|c}
1, f' & 2, g' \\
\hline
f & g \\
0, f; f' & 0, g; g'
\end{array}
\]

and F₃ can be depicted by

\[
\begin{array}{c|c}
\Gamma(1) & \Gamma(2) \\
\hline
\Gamma(f) & \Gamma(g) \\
\Gamma(0) & \Gamma(0)
\end{array}
\]

which has the coproduct of \(\Gamma(1)\) and \(\Gamma(2)\) as its colimit. Note that \((0, f; f')\) and \((0, g; g')\) are two different objects in \((F ↓ 3)\), and therefore the colimit of \(F₃\) is the coproduct of \(\Gamma(1)\) and \(\Gamma(2)\) and not the pushout of \(\Gamma(1)\) and \(\Gamma(2)\) with respect to \(\Gamma(0)\).

The morphism \(\Gamma'(f)\) is \(\Gamma(f)\), \(\Gamma'(g) = \Gamma(g)\), \(\Gamma'(f')\) is the injection \(\iota₁\) of \(\Gamma(1)\) into the coproduct \(\Gamma(1) \sqcup \Gamma(2)\), and \(\Gamma'(g')\) the injection \(\iota₂\) of \(\Gamma(2)\) into \(\Gamma(1) \sqcup \Gamma(2)\). Thus \(\Gamma'\) can be depicted as:

\[
\begin{array}{c|c}
\Gamma(1) \sqcup \Gamma(2) & \\
\hline
\Gamma(1) & \Gamma(2) \\
\iota₁ & \iota₂ \\
\Gamma(0) & \Gamma(0) \\
\Gamma(f) & \Gamma(g)
\end{array}
\]

In the proof of the existence of a left Kan extension (cf. Theorem 5.15) we had to require completeness of \(T\) because we needed the colimit of the functor \(F_\theta : (F ↓ d') \to T\). However, provided that \(D\) and \(D'\) are finite categories, it suffices that \(T\) is finitely cocomplete because \((F ↓ d)'\) will be always finite if \(D\) and \(D'\) are finite.

**Corollary 5.16** Under the assumptions of Definition 5.14 the left Kan extension of \(\Gamma\) along \(F\) exists provided that \(T\) is finitely cocomplete and that \(D\) and \(D'\) are finite.

Let \(T\) be a (finitely) cocomplete category, then Theorem 5.15 implies the existence of a left adjoint functor for \(\text{Fun}(T)_F\) for every functor \(F\) from a (finite) category \(D\) to a (finite) category \(D'\). Together with Theorem 2.28 we get:

**Theorem 5.17** The category \(\text{Flat}(\text{Fun}(T))\) is (finitely) cocomplete if \(T\) is (finitely) cocomplete.

Since \(\text{ADT}_X\) is cocomplete, we get as a direct consequence:
**Corollary 5.18** The category \( \text{Sign}_{\mathbb{R}_2} \) is cocomplete.

The initial object in \( \text{Sign}_{\mathbb{R}_2} \) is \((\mathbf{0}, \Gamma_{\perp})\) where \( \Gamma_{\perp} \) is the unique functor from \( \mathbf{0} \) to \( \text{ADT} \).

In the following we study types of functors \( F : J \to \text{Sign}_{\mathbb{R}_2} \) which do not require the existence of left adjoint functors to construct their colimit. An example of these type of diagrams can be found in the definition of the sequential composition of relations from \( \text{ADT}_{\mathbb{R}_2} \) (cf. Section 6.3).

Instead of proving the next theorem for \( \text{Sign}_{\mathbb{R}_2} = \text{Flat}(\text{Fun}(\text{ADT}_{\mathbb{R}_2})) \), we give a proof for \( \text{Flat}(\text{Fun}(T)) \) where \( T \) is any category. Note that for this theorem we do not have to require that \( T \) is (finitely) cocomplete.

**Theorem 5.19** Given a functor \( F \) from \( J \) to \( \text{Flat}(\text{Fun}(T)) \). Let \( F(i) = (D_i, \Gamma_i) \) and \( F(f) = (f^F, f^\mu) \) such that \( f^\mu \) is the identity on \( \Gamma_i \), that is, \( \Gamma_i = f^F; \Gamma_j \) for all objects \( i \) and morphisms \( f : i \to j \) in \( J \). Let further \( F_{\text{CAT}} \) be the functor from \( J \to \text{CAT} \) defined by \( F_{\text{CAT}}(i) = D_i \) and \( F_{\text{CAT}}(f) = f^F \) for every \( i \) and \( f \) in \( J \). Then the colimit \( (D_{\text{cl}}, \Gamma_{\text{cl}}) \) of \( F \) is given by the colimit \( D_{\text{cl}} \) of \( F_{\text{CAT}} \) and the unique functor \( \Gamma_{\text{cl}} \) from \( D_{\text{cl}} \) to \( T \) given by the colimit property of \( D_{\text{cl}} \) w.r.t. the natural transformation \( \nu : F_{\text{CAT}} \Rightarrow \Delta T \) with \( \nu_i = \Gamma_i \) for every \( i \in J \).

**Proof.** First note that \( \nu \) is indeed a natural transformation because

\[
\nu_i = \Gamma_i = f^F; \Gamma_j = F_{\text{CAT}}(f); \nu_j
\]

for all morphisms \( f : i \to j \) in \( J \):

\[
\begin{array}{ccc}
D_i & \xrightarrow{\nu_i = \Gamma_i} & T \\
F_{\text{CAT}}(f) = f^F & \downarrow & \Delta T(f) = \text{id}_T \\
D_j & \xrightarrow{\nu_j = \Gamma_j} & T
\end{array}
\]

Using the representation of colimits in \( \text{CAT} \) from Theorem 2.3 we can write the functor \( \Gamma_{\text{cl}} \) as

\[
\Gamma_{\text{cl}}([[(i, d)]\equiv]) = \Gamma_i(d) \text{ and } \Gamma_{\text{cl}}([[(i, f : d \to d')]\equiv]) = \Gamma_i(f).
\]

The co-cone morphisms \( \iota_i^F \) are given by \( \iota_i^F = (\iota_i^{F_{\text{CAT}}}, \text{id}) \) where \( \iota_i^{F_{\text{CAT}}}(d) = [(i, d)]\equiv \) for all \( i \in J \) and \( d \in D_i \).

To show that \((F, \coprod F)\) is a colimit in \( \text{Flat}(\text{Fun}(T)) \), consider an object \((D', \Gamma')\) and a natural transformation \( \epsilon \) from \( F \) to \( \Delta(D', \Gamma') \). We have to find a unique morphism \( h = (h^F, h^\mu) \) from \( \coprod F \) to \( (D', \Gamma') \) such that the following diagram commutes for all \( i \in J \):

\[
\begin{array}{ccc}
\coprod F & \xrightarrow{(h^F, h^\mu)} & (D', \Gamma') \\
(F_{\text{CAT}}, \text{id}) & \downarrow & \epsilon_i = (\epsilon_i^F, \epsilon_i^\mu) \\
(D_i, \Gamma_i)
\end{array}
\]
$h^F$ is given by the colimit property of $\bigsqcup F_{\mathbf{Cat}}$ with respect to the natural transformation $\eta$ from $F_{\mathbf{Cat}}$ to $\Delta D'$ given by $\eta_t = \epsilon_t^F$ and is unique with the property $\iota^{F_{\mathbf{Cat}}}; h^F = \epsilon_t^F$. Using the explicit representation of $\bigsqcup F_{\mathbf{Cat}}$ the functor $h^F$ can be written as:

$$h^F([(i, d)] = \epsilon_t^F(d) \text{ and } h^F([(i, f : d \to d')] = \epsilon_t^F(f).$$

Define the natural transformation $h^\mu$ by $(h^\mu)_{[(i, d)] = (\iota^\mu_t)_d}$ for $[(i, d)] = \in \bigsqcup F_{\mathbf{Cat}}$. We have to show that $h^\mu$ is well defined, that $h^\mu$ is a natural transformation from $\Gamma_d$ to $F_{h^\mu}; \Gamma'$, and that $\iota^F; h = \epsilon$.

For proving the well-definedness of $h^\mu$ consider $(i, d) \equiv (j, d')$ and $f : i \to j$ in $J$ with $d' = F_{\mathbf{Cat}}(f)(d)$:

$$(h^\mu)_{[(i, d')] = (\iota^\mu_t)_d} \quad \text{| Def. of } h^\mu$$

$$= (\iota^\mu_t)_{F_{\mathbf{Cat}}(f)(d)} \quad \text{| Def. of } F_{\mathbf{Cat}}(f)(\iota^\mu_t)$$

$$= (\iota^\mu_t)_{d} \quad \text{| *}$$

$$= (h^\mu)_{[(i, d)]} \quad \text{| Def. of } h^\mu$$

The equation (*) holds because $\iota$ is a natural transformation from $F$ to $\Delta D'; \Gamma'$ and thus $\iota_t = F(f); \iota_t$, which implies $\epsilon_t^\mu = f^\mu; F_{\mathbf{Cat}}(f)(\epsilon_t)$ by the definition of composition in $\text{Flat}(\mathbb{F}_{\mathcal{F}}(T))$. Then $\iota^\mu_t = F_{\mathbf{Cat}}(f)(\epsilon_t)$ because $f^\mu$ is the identity natural transformation.

To show that $h^\mu$ is a natural transformation from $\Gamma_d$ to $h^F; \Gamma'$, consider a morphism $[(i, f : d \to d')] = [(i, d)] = [(i, d')] = \in \bigsqcup F_{\mathbf{Cat}}$. We have to show that the following diagram commutes

$$\begin{array}{ccc}
\Gamma_d([(i, d)]) & \xrightarrow{(h^\mu)_{[(i, d)]}} & \Gamma'(h^F([(i, d)])
\end{array}$$

$$\begin{array}{ccc}
\Gamma_d([(i, f)]) & \xrightarrow{\Gamma'(h^F([(i, f)]))} & \Gamma'(h^F([(i, d')])
\end{array}$$

However, by the definition of $\bigsqcup F$ and $h^\mu$ this is the same as

$$\begin{array}{ccc}
\Gamma_t(d) & \xrightarrow{(\iota^\mu_t)_d} & \Gamma'(\epsilon_t^F(d))
\end{array}$$

$$\begin{array}{ccc}
\Gamma_t(f) & \xrightarrow{\Gamma'(\epsilon_t^F(f))} & \Gamma'(\epsilon_t^F(d'))
\end{array}$$

for all $i \in J$, which commutes since $\epsilon_t^\mu$ is a natural transformation from $\Gamma_t$ to $\epsilon_t^F; \Gamma'$.

Now we have to show that $\iota^F; h = \epsilon$, that is, we have to show $\iota^{F_{\mathbf{Cat}}}; h^F = \epsilon_t^F$ and $\iota^{F_{\mathbf{Cat}}}(h^\mu) = \epsilon_t^\mu$.

---

1To show the well-definedness of a function $h : A \equiv_R B$ defined by $h([a]_{\equiv_R}) = g(a)$, it suffices to show that $g(a) = g(a')$ if $a R a'$ because equality is an equivalence relation.
for each \(i \in J\). The first equation holds because of the definition of \(h^F\) and for the second equation consider \(d \in D_i\) and

\[
\left(\iota^F_{\mathcal{C}^\epsilon}(h^\mu)\right)_d = (h^\mu)_{\iota^F_{\mathcal{C}^\epsilon}(d)} = (h^\mu)[i(d)] = \text{Def. } \iota^F_{\mathcal{C}^\epsilon} = (e^\mu)_d \quad \text{Def. of } h^\mu.
\]

Note that the construction of the above theorem does not work for arbitrary diagrams since, in general, \(\nu\), as defined above, is not a natural transformation because instead of \(\nu_i(d) = \Gamma_i(d)\) being equal to \(\left(F_{\text{Cat}}(f); \nu_j\right)(d) = \Gamma_j(f^F(d))\) for all \(d \in D_i\) we only know that \(\Gamma_i(d)\) and \(\Gamma_j(f^F(d))\) are related by the \(T\)-morphism \(f^F_d\).

### 5.5 Preservation of Colimits

In this section we prove that \(\text{Str}_{\mathcal{R}_x}\) preserves colimits, that is, \(\text{Str}_{\mathcal{R}_x}(\coprod F)\) is a limit of \(F; \text{Str}_{\mathcal{R}_x}\) for functors \(F : J \to \text{SIGN}_{\mathcal{R}_x}\). Because of Theorem 5.9, we know that \(\text{Str}_{\mathcal{R}_x}\) is natural isomorphic to \(\text{clim}_{\text{ADT}_x}; \text{Mod}_4\), and Theorem 2.20 allows us to deduce from that fact and the fact that \(\text{clim}_{\text{ADT}_x}; \text{Mod}_4\) preserves colimits that \(\text{Str}_{\mathcal{R}_x}\) preserves colimits.

We have that \(\text{Str}_x\) preserves colimits, and thus \(\text{Mod}_4\) preserves colimits. Because the composition of (co)limit preserving functors is again a (co)limit preserving functor, we are done if we can show that \(\text{clim}_{\text{ADT}_x}\) preserves colimits. To this end we prove that \(\text{clim}_{\text{ADT}_x}\) has a right adjoint functor \(U : \text{ADT}_x \to \text{SIGN}_{\mathcal{R}_x}\).

**Lemma 5.20** Let \(U\) be the functor from \(\text{ADT}_x\) to \(\text{SIGN}_{\mathcal{R}_x}\) defined by

\[
U((\Sigma, M)) = (1, \Gamma_{(\Sigma, M)}) \quad \text{and} \quad U(\sigma) = (\text{id}_1, \sigma^\mu)
\]

for each abstract datatype \((\Sigma, M)\) and morphism \(\sigma\) in \(\text{ADT}_x\) where \(\Gamma_{(\Sigma, M)}\) maps the only object of \(1\) to \((\Sigma, M)\) and \(\sigma^\mu = \sigma\). Then \(U\) is a right adjoint for \(\text{clim}_{\text{SIGN}_{\mathcal{R}_x}}\).

**Proof.** The co-unit \(\varepsilon : \text{id}_{\text{ADT}_x} \Rightarrow U; \text{clim}_{\text{ADT}_x}\) of the adjunction is given by \(\varepsilon_{(\Sigma, M)} = \text{id}_{(\Sigma, M)}\) for every \((\Sigma, M)\) in \(\text{ADT}\). And for a morphism \(\sigma\) from \(\text{clim}_{\text{SIGN}_x}(\Theta)\) to \((\Sigma, M)\) the morphism \(\tilde{\sigma}\) from \(\Theta\) to \(U((\Sigma, M))\) is given by \((\tilde{\sigma}^F, \tilde{\sigma}^\mu)\) where \(\tilde{\sigma}^F\) is the unique morphism from \(1\) to \(\text{id}_1\) in \(\text{SIGN}_{\mathcal{R}_x}\) because \(1\) is the terminal object in \(\text{Cat}\) and \(\tilde{\sigma}^\mu_d = \iota^F_{\tilde{\sigma}^\epsilon_d} \sigma\) for each object \(d\) in \(D\). \(\square\)

Theorem 2.25 and the previous lemma imply:

**Corollary 5.21** The functor \(\text{clim}_{\text{SIGN}_x} : \text{SIGN}_{\mathcal{R}_x} \to \text{ADT}_x\) preserves colimits.

Altogether we get the main theorem of this section:

**Theorem 5.22** The contravariant functor \(\text{Str}_{\mathcal{R}_x}\) from \(\text{SIGN}_{\mathcal{R}_x}\) to \(\text{Cat}\) preserves colimits.
5.6 Relation between $\text{ADT}_{\mathcal{R}_X}$ and $\text{ADT}_I$

There is a strong relationship between objects $(\Theta_R, M_R)$ in $\text{ADT}_{\mathcal{R}_X}$ and objects $(\Sigma, M)$ in $\text{ADT}_I$ resulting from the preservation of colimits of $\text{Str}_I$ and the fact that $\text{SIGN}_X$ and thus $\text{ADT}_I$ are cocomplete.

**Definition 5.23** The functor $G^A : \text{ADT}_{\mathcal{R}_X} \to \text{ADT}_I$ is defined by

$$G^A((\Theta_R, M_R)) = \left( \prod_{\Gamma_R} \Sigma^A, \{\overline{m} | m \in M_R\} \right)$$

$$G^A(f) = \text{clim}_{\text{ADT}_I}(f)$$

where $\Theta_R = (D_R, \Gamma_R)$ and $f$ is an $\text{ADT}_{\mathcal{R}_X}$-morphism from $R = (\Theta_R, M_R)$ to $S = (\Theta_S, M_S)$, that is, $f$ is an $\text{SIGN}_{\mathcal{R}_X}$-morphism from $\Theta_R$ to $\Theta_S$ such that $M_S|_f \subseteq M_R$.

For $G^A$ to be well-defined we have to check that $G^A(f)$ is indeed an $\text{ADT}_I$-morphism from $G^A(R)$ to $G^A(S)$, that is,

$$\text{Mod}^A(G^A(S))|_{G^A(f)} \subseteq \text{Mod}^A(G^A(R)).$$

Let $\overline{m}_S$ be a model of $\text{Mod}^A(G^A(S))$, that is, $m_S$ is an object of $M_S$. Then we have to show that $\overline{m}_S|_{\text{clim}_{\text{ADT}_I}(f)}$ is in $\text{Mod}^A(G^A(R))$. Since the isomorphism between $\text{Str}_{\mathcal{R}_X}$ and $\text{clim}_{\text{ADT}_I} : \text{Mod}^A$ is natural, this is equivalent to showing that $\overline{m}_S|_f$ is in $\text{Mod}^A(G^A(R))$. This holds by definition of $G^A$ and because $f$ is an $\text{ADT}_{\mathcal{R}_X}$-morphism, and therefore $m_S|_f$ is in $M_R$.

In the example of the counter $G^A((\Theta_{\text{inc}}, M_{\text{inc}}))$ is the abstract datatype $(\Sigma_I, M_I)$ in the institution $\mathcal{L}\mathcal{S}\mathcal{L}$ where

$$\Sigma_I = \prod_{\Gamma_{\text{inc}}} \Sigma^A_{\text{inc}}, \Sigma^A = \Sigma_{\text{counter}} + \Sigma_{\text{nat}} \Sigma_{\text{counter}}$$

and

$$M_I = \{A +_{\text{inc}} B | (A, B) \in M_{\text{inc}}\}.$$ 

Conversely, if we are given $M_I$, we can get $M_{\text{inc}}$ by

$$M_{\text{inc}} = \{(D|_{\nu_1}, D|_{\nu_2}) | D \in M_I\}$$

where $\nu_1$ and $\nu_2$ are the co-cone morphism of the colimit of $\prod_{\Gamma_{\text{inc}}} \Sigma^A_{\text{inc}}$.

**Fact 5.24** For every $R$ in $\text{ADT}_{\mathcal{R}_X}$ there exists an isomorphism between the model category of $R$ and the model category of $G^A(R)$.

**Proof.** This is obvious since $G^A((\Theta, M))$ is defined as $\prod_{\Gamma} \Sigma^A, M$ where $\overline{M}$ is the category with objects all $\overline{m}$ such that $m \in M$. □
Note however, though the model categories of $R$ and $G^A(R)$ are isomorphic, there is no isomorphism between $\text{ADT}_{R\Sigma}$ and $\text{ADT}_\Sigma$ because it is impossible to recover the type of $R$ from $G^A(R)$.

Still, it is possible to define for each abstract datatype $(\Sigma, M)$ a relation $U((\Sigma, M))$ in $\text{ADT}_{R\Sigma}$ which is universal in the sense that if $\sigma$ is an $\text{ADT}$-morphism from $G^A((\Theta, M'))$ to $(\Sigma, M)$ for some object $(\Theta, M')$ in $\text{ADT}_{R\Sigma}$, then there exists a unique morphism $\tilde{\sigma}$ from $(\Theta, M')$ to $U((\Sigma, M))$ with $G^A(\tilde{\sigma}) = \sigma$.

Let $(\Sigma, M)$ be an abstract datatype in $\text{ADT}_\Sigma$, then

$$U((\Sigma, M)) = ((1, \Gamma_\Sigma), M')$$

where $\Gamma_\Sigma : 1 \to \text{ADT}_\Sigma$ maps 1 to $(\Sigma, \{\})$ and $M'$ is the same as $M$.

Further, given an $\text{ADT}$-morphism $\sigma$ from $(\Sigma, M)$ to $(\Sigma', M')$, then $\sigma$ extends to an $\text{ADT}_{R\Sigma}$-morphism $f = (f^F, f^\mu)$ from $U((\Sigma, M))$ to $U((\Sigma', M'))$ by

$$f^F(1) = 1 \text{ and } f^\mu = \sigma.$$

**Theorem 5.25** $U$ as defined above is a functor from $\text{ADT}$ to $\text{ADT}_{R\Sigma}$ right adjoint for $G^A$.

**Proof.** The co-unit $\varepsilon : \text{id}_{\text{ADT}_\Sigma} \Rightarrow U; G^A$ of the adjunction is given by $\varepsilon_{(\Sigma, M)} = \text{id}_{(\Sigma, M)}$ for abstract datatypes $(\Sigma, M)$. For a morphism $\sigma$ from $G^A((\Theta, M'))$ to $(\Sigma, M)$ the morphism $\tilde{\sigma}$ from $(\Theta, M')$ to $U((\Sigma, M))$ is given by $(\tilde{\sigma}^F, \tilde{\sigma}^\mu)$ where $\tilde{\sigma}^F$ is the unique morphism from $D$ to 1 since 1 is the terminal object in $\text{CAT}$ and $\tilde{\sigma}^\mu_d = \iota_d^\Gamma; \text{Sig}^A; \sigma$ for each object $d$ in $D$.

The morphism $\iota_d^\Gamma; \text{Sig}^A$ is the co-cone morphism from $\text{Sig}^A(\Gamma(d))$ to $\prod \Gamma; \text{Sig}^A$, the signature of $G^A((\Theta, M))$, where $\Theta = (D, \Gamma)$.

Let $U((\Sigma, M)) = ((1, \Gamma_\Sigma), M')$. Note that by the definition of $U$ we have $M' = M$.

For $\tilde{\sigma}$ to be an $\text{ADT}_{R\Sigma}$-morphism it remains to show that $M'^{\tilde{\sigma}} \subseteq M'$. Note that, because $\tilde{\sigma}$ is unique with the property $G^A(\tilde{\sigma}); \varepsilon_{(\Sigma, M)} = \sigma$ and $\varepsilon_{(\Sigma, M)}$ is the identity, we have $G^A(\tilde{\sigma}) = \sigma$.

Using the fact that the isomorphism between $\text{Str}_{R\Sigma}$ and $\text{Mod}^A$ is natural and noting that $G^A(\tilde{\sigma}) = \text{cl}_{\text{ADT}_\Sigma}(\tilde{\sigma}) = \sigma$, we get $M'^{\tilde{\sigma}} = \text{cl}_{\text{ADT}_\Sigma}(\tilde{\sigma}) = \text{cl}_{\text{ADT}_\Sigma}(\tilde{\sigma}) = \sigma$. Since $\sigma$ is an $\text{ADT}$-morphism, we have $M^{\tilde{\sigma}} \subseteq M'$.

The existence of a right adjoint for $G^A$ implies:

**Corollary 5.26** The functor $G^A$ from $\text{ADT}_{R\Sigma}$ to $\text{ADT}_\Sigma$ preserves colimits.

The following theorem is the core theorem for proving properties of relations (cf. Chapter 7). It allows us to prove $(\Theta, M) \models^{R\Sigma} \varphi$ by proving $G^A((\Theta, M)) \models^T \varphi$ and is a consequence of the isomorphism of the model categories of $R$ and $G^A(R)$.

**Theorem 5.27** Let $R = (\Theta, M)$ be a relation in $\text{ADT}_{R\Sigma}$ and $\varphi$ a formula in $\text{Sen}_{R\Sigma}(\Theta)$, then

$$R \models^{R\Sigma} \varphi \text{ if and only if } G^A(R) \models^T \varphi.$$
Note though that this does not imply that if we are given a sound and complete inference system $\vdash^\mathcal{I}$ for proving $\Phi_1 \vdash^\mathcal{I} \Phi_2$, then we get a sound and complete inference system for proving $\Phi_1 \vdash^{\mathcal{R}_\mathcal{I}} \Phi_2$. We can only conclude that if $\Phi_1 \vdash^\mathcal{I} \Phi_2$, then $\Phi_1 \vdash^{\mathcal{R}_\mathcal{I}} \Phi_2$. The reason is that the category of all $\Theta_K$-structures that satisfy $\Phi_1$ with respect to $\models^{\mathcal{R}_\mathcal{I}}$ is only isomorphic to the subcategory of all $\Sigma$-structures that satisfy $\Phi_1$ with respect to $\models^\mathcal{I}$ where $\Sigma$ is the signature of $G^A(R)$ (cf. Section 7).

5.7 Operations on relations

One advantage of representing relations as abstract datatypes of the institution $\mathcal{R}_\mathcal{I}$ is to use the language $\mathbf{SL}_{\mathcal{I}'}$ (cf. Section 4.2) where $\mathcal{I}'$ is $\mathbf{BSL}_{\mathcal{I}}$ with its operations impose, translate, derive, and union to define relations.

A relation $R = \Theta$ is the universal relation. For example, if $\Theta = (\mathbf{K}_n, \Gamma)$, then

\[
(m_1, \ldots, m_n) \in R \quad \text{iff} \quad (m_1, \ldots, m_n) \in \text{Str}_{\mathcal{R}_\mathcal{I}}(\Theta)
\]

\[
\text{iff} \quad (m_1, \ldots, m_n) \in \text{Str}_{\mathcal{I}}(\Gamma(1)) \times \cdots \times \text{Str}_{\mathcal{I}}(\Gamma(n)).
\]

**Impose** Let $R = (\Theta_R, M_R)$ be a relation in $\text{AdTR}_{\mathcal{R}_\mathcal{I}}$. The operation $I_\Phi R$ allows to restrict the tuples in $M_R$ to those satisfying $\Phi$:

\[
(m_1, \ldots, m_n) \in I_\Phi R \quad \text{if and only if} \quad (m_1, \ldots, m_n) \in R \text{ and } (m_1, \ldots, m_n) \models^{\mathcal{R}_\mathcal{I}} \Phi
\]

For example, the increment operation of the counter can be defined using the impose operation as

\[
\text{Inc} = I_{\{c' = \text{succ}(c)\}} \Theta \text{Inc}
\]

and the decrement operation as

\[
\text{Dec} = I_{\{\text{succ}(c') = c, c \neq \text{zero}\}} \Theta \text{Inc}.
\]

**Union** The union operation can be used to combine several relations of the same type such that

\[
(m_1, \ldots, m_n) \in R_1 + R_2 \quad \text{if and only if} \quad (m_1, \ldots, m_n) \in R_1 \text{ and } (m_1, \ldots, m_n) \in R_2
\]

for relations $R_1 = (\Theta, M_{R_1})$ and $R_2 = (\Theta, M_{R_2})$. 
Translate  The translate operation allows to change the type of a relation, for example, so that the union of relations is defined. It can be used to add new state components and nodes/edges to the type of a relation.

Given a relation $R$ of type $\Theta_R$ and a $\text{SIGN}_{\mathcal{R}_S}$-morphism from $\Theta_R$ to some type $\Theta_S$, then $T_f R$ yields a relation of type $\Theta_S$ as follows:

$$(m_1, \ldots, m_n) \in T_f R \quad \text{if and only if} \quad (m_1, \ldots, m_n) |_f \in R.$$  

For example, assume that we want to add a new component $d$ of sort $N$ to the state of the counter, that is, the new state is given by the following specification:

$\textbf{New} : \text{trait}$

includes Counter

introduces $d : N$

Further, we would like to extend the increment relation $\textbf{Inc}$ to an increment relation $\textbf{Inc}'$ on the new state, that is, $\textbf{Inc}'$ is of the type

$$\Theta_{\text{Inc}'} = \text{Env} \rightarrow \text{New}$$

Let $i_C$ denote the inclusion of $\text{Counter}$ into $\text{New}$ and let $f = (i_{d'}, f^A)$ be the $\text{SIGN}_{\mathcal{R}_S}$-morphism from $\Theta_{\text{Inc}}$ to $\Theta_{\text{Inc}'}$ such that $f^A : \text{Env} \rightarrow \text{Env}$ is the identity, $f^A : \text{Counter} \rightarrow \text{New} = i_C$, and $f^A : \text{Counter} \rightarrow \text{New} = i_C$. Then $\text{Inc}'$ is $T_f \text{Inc}$, and we have:

$$\text{Mod}^A(\text{Inc}') = \{(A, B) \in \text{Mod}^A(\text{New}) \times \text{Mod}^A(\text{New}) \mid (A|_{i_C}, B|_{i_C}) \in \text{Inc} \}.$$  

Note that $\text{Inc}'$ does not fix the relationship between $A(d)$ and $B(d)$. Thus any values for $A(d)$ and $B(d)$ are possible in case of $A \text{ Inc}' B$. To establish a relationship between these two values, we can use, for example, the impose operation as follows:

$$I_{\{d'=\text{succ}(\text{succ}(d))\}} \text{Inc}'$$

This ensures that $B(d) = A(\text{succ})(A(\text{succ})(d))$ for all $(A, B) \in \text{Inc}$.

Derive  By hiding state components the derive operation can be used to adapt the state space of relations so that, for example, the union of relations is defined. Hiding nodes by the derive operation is used in the definition of sequential composition (cf. Section 6.3), in the computation of the precondition of a state transformation (cf. Section 7.2), and can be used to define a relation with the help of auxiliary symbols, like the tracking map between sorts in Section 6.1.

If $R$ is a relation of type $\Theta_R$ and $f$ a $\text{SIGN}_{\mathcal{R}_S}$-morphism from a type $\Theta_S$ to $\Theta_R$, then $D_f R$ yields a relation of type $\Theta_S$ as follows:

$$(m_1, \ldots, m_n) \in D_f R$$

if and only if

$$\exists (m'_1, \ldots, m'_k) \in R \text{ with } (m'_1, \ldots, m'_k) |_f = (m_1, \ldots, m_n)$$
5.7 Operations on relations

One use of the derive operation is to define the identity relation. Suppose, we are interested in specifying the identity relation for some abstract datatype $\text{St}$, that is, we want to define a relation $\text{id}_{\text{St}}$ of type

$$
\Theta = \begin{array}{ccc}
\text{[St]} & \text{[St]} \\
\text{[Env]} & \text{[Env]}
\end{array}
$$

such that $(m_1, m_2) \in \text{id}_{\text{St}}$ if and only if $m_1 = m_2$ for structures $m_1$ and $m_2$ from $\text{Mod}^4(\text{St})$.

Consider the type

$$
\Theta' = \begin{array}{c}
\text{[St]} \\
\text{[Env]}
\end{array}
$$

and the morphism $\iota = (\iota^F, \iota^\mu)$ from $\Theta$ to $\Theta'$ mapping each $\text{St}$ in $\Theta$ to $\text{St}$ in $\Theta'$ and which is the identity on $\text{Env}$. That is, $\iota^F$ maps 0 of $V$ to 0 of 2 and 1 and 2 of $V$ to 1 of 2. $\iota^\mu_0$ is the identity on $\text{[Env]}$, and $\iota^\mu_1 = \iota^\mu_2$ is the identity on $\text{[St]}$. Then $\text{id}_{\text{St}}$ is given by $\text{id}_{\text{St}} = D_\Theta \Theta'$.

To show that $\text{id}_{\text{St}}$ really is the identity, let $(A, B)$ in $\text{id}_{\text{St}}$, that is, there exists some $C$ in $\text{Str}_{\text{R}_2}(\Theta')$ with $C|_\iota = (A, B)$. By the definition of $\text{Str}_{\text{R}_2}(\iota)$ we have

$$
C|_\iota = (C|_{\iota^F(1)}, C|_{\iota^F(2)}) = (C|_{\iota^F}, C|_{\iota^F}) = (C, C) \quad | \quad \iota^F(1) = 1 = \iota^F(2)
$$

Thus we have $(A, B) = (C, C)$ and therefore $A = B = C$.

On the other hand, it is obvious that $(A, A)$ is in $\text{id}_{\text{St}}$ for each $A \in \text{Mod}^4(\text{St})$.

**Colimit** The colimit construction can be used to combine different relations on the same state sharing some common part or to combine relations on different states with the possibility of sharing state components. If $F : J \rightarrow \text{SL}_{\text{R}_2}$ is a diagram of relations such that the colimit of $F; \text{Sig}$ exists, then

$$(m_1, \ldots, m_n) \in \text{colim} F \iff (m_1, \ldots, m_n)|_{\iota_i} \in F(i) \text{ for all } i \in J$$

where $\iota_i$ is the co-cone morphism from $F(i)$ to the colimit of $F; \text{Sig}$ for all $i \in J$.

As an example we define the relation $\text{Inc}2$ on the state space

$$
C' = \text{[counter]} +_{\text{Var}} \text{[counter]}
$$
incrementing both copies of the counter simultaneously as \( \text{Inc} +_{\text{id}_{\text{Nat}}} \text{Inc} \) where \( \text{id}_{\text{Nat}} \) is the identity relation on \( \text{Nat} \), which has type

\[
\Theta_{\text{Nat}} = \text{Nat} \rightarrow \text{Nat} \rightarrow \text{Nat}
\]

Let \( \ell = (\text{id}_V, \ell^\mu) \) be the \( \text{SIGN}_R \)-morphism from \( \Theta_{\text{Nat}} \) to \( \Theta_{\text{Inc}} \) where \( \ell^\mu_0 \) is the identity on \( \text{Nat} \) and \( \ell^\mu_1 = \ell^\mu_2 \) is the inclusion of \( \text{Nat} \) into \( \text{Counter} \). The pushout \( \Theta_{\text{Inc}} +_{(\ell, \ell)} \Theta_{\text{Inc}} \) is the type

\[
\Theta_{\text{Inc}2} = \text{Counter} +_{\text{Nat}} \text{Counter} \rightarrow \text{Counter} +_{\text{Nat}} \text{Counter} \rightarrow \text{Nat}
\]

Let

\[
\text{PO} : \text{trait}
\]

\[
\begin{align*}
\text{Counter}[c_{1} \text{ for } c ] & \\
\text{Counter}[c_{2} \text{ for } c ] &
\end{align*}
\]

be the pushout \( \text{Counter} +_{\text{Nat}} \text{Counter} \). Then the co-cone morphism \( \ell_1 \) from \( \Theta_{\text{Inc}} \) to \( \Theta_{\text{Inc}2} \) is \( (\text{id}_V, \ell^\mu_1) \) where \( \ell^\mu_0 \) is the identity morphism on \( \text{Nat} \) and \( (\ell^\mu_1)_1 = (\ell^\mu_1)_2 \) maps \( c : N \) to \( c_1 : N \) and is the identity otherwise. The second co-cone morphism \( \ell_2 \) from \( \Theta_{\text{Inc}} \) to \( \Theta_{\text{Inc}2} \) is \( (\text{id}_V, \ell^\mu_2) \) where \( (\ell^\mu_2)_0 \) is the identity morphism on \( \text{Nat} \) and \( (\ell^\mu_2)_1 = (\ell^\mu_2)_2 \) maps \( c : N \) to \( c_2 : N \).

Using the definition of the \( \text{colim} \) operator from Section 4.2 and the equalities of Fact 4.9 we get

\[
\begin{align*}
\text{Inc}2 &= \text{Inc} +_{\text{id}_{\text{Nat}}} \text{Inc} \\
&= T_{\ell_1} \text{Inc} + T_{\ell_2} \text{Inc} \\
&= T_{\ell_1} I_{\{c' = \text{succ}(c) \}} \Theta_{\text{Inc}} + T_{\ell_2} I_{\{c' = \text{succ}(c) \}} \Theta_{\text{Inc}} \\
&= I_{\ell_1 \{(c' = \text{succ}(c)) \}} \Theta_{\text{Inc}2} + I_{\ell_2 \{(c' = \text{succ}(c)) \}} \Theta_{\text{Inc}2} \\
&= I_{\ell_1 \{(c' = \text{succ}(c_1)) \}} \Theta_{\text{Inc}2} \\
&= I_{\ell_2 \{(c' = \text{succ}(c_2)) \}} \Theta_{\text{Inc}2} \\
&= I_{\ell_1 \{(c' = \text{succ}(c_1), c' = \text{succ}(c_2)) \}} \Theta_{\text{Inc}2}
\end{align*}
\]

5.8 Finite Diagrams

In the previous sections we have assumed that \( \text{SIGN}_R \) is cocomplete. However, in many interesting institutions \( \text{SIGN}_R \) is only finitely cocomplete. For example, if we restrict the signatures of the institutions \( \mathcal{E}Q \) and \( \mathcal{E}QC \) to finite many-sorted signatures, that is, instead
of SIG we use the category of finite many-sorted signatures FGSIG. FGSIG is a full subcategory of SIG, but only finitely cocomplete (cf. Section 3.1).

To use an institution I with a finitely cocomplete category of signatures for the construction of R_I, we have to restrict the objects in SIGN_{R_I} to pairs (D, Γ) where D is a finite category because the definition of SEN_{R_I} depends on taking colimits of shape D in SIGN_I. Since all diagrams are finite, STR_I needs to preserve only finite colimits instead of arbitrary colimits. The definitions of STR_{R_I}, SEN_{R_I}, and |=^R_I are, in principle, unaffected.

Formally, instead of defining SIGN_{R_I} as $\text{Flat}(\text{Fun}(ADT_I))$, we define

$$\text{SIGN}_{R_I} = \text{Flat}(\text{FFun}(ADT_I))$$

where $\text{FFun}(T) : \text{FCAT}^\text{op} \to \text{CAT}$ is the indexed category $\text{FFun}(T)_D = T^D$ for finite categories D and $\text{FFun}(T)(\Gamma') = F;\Gamma$ for functors $F : D \to D'$ and $\Gamma' : D' \to T$. Similar to Fun(G) we define $\text{FFun}(G)_D(\Gamma) = \Gamma;G$ and $\text{FFun}(G)_D(\mu) = \mu;G$ for finite categories D, functors $\Gamma : D \to T$, and natural transformations $\mu : \Gamma_1 \Rightarrow \Gamma_2$.

Note that $\text{Flat}(\text{FFun}(T))$ is a full subcategory of $\text{Flat}(\text{Fun}(T))$, thus the new structure functor $\text{STR}_{R_I}$ is the old structure functor $\text{STR}_{I}$ with its domain restricted to $\text{Flat}(\text{FFun}(T))$.

Similarly, we get a functor $\text{clim}_T : \text{Flat}(\text{FFun}(T)) \to T$ by restricting the domain of the functor $\text{clim}_T : \text{Flat}(\text{Fun}(T)) \to T$. Note that for $\text{clim}_T : \text{Flat}(\text{FFun}(T)) \to T$ to be well-defined we only have to require that T is finitely cocomplete. Then $\text{SEN}_{R_I}$ is again defined as $\text{Flat}(\text{FFun}(\text{SIG}^A));\text{clim}_{\text{SIGN}_{R_I}};\text{SEN}_{I}$.

The results that $\text{STR}_{R_I}$ is natural isomorphic to $\text{clim}_{ADT_I};\text{Mod}^A$ and that

$$\text{Flat}(\text{FFun}(\text{SIG}^A));\text{clim}_{\text{SIGN}_{R_I}} = \text{clim}_{ADT_I};\text{SIG}^A$$

carry over from Theorems 5.8 and 5.9. This allows again to define $m \models^R_I \varphi$ by $m \models^T \varphi$ for all types $\Theta \in \text{SIGN}_{R_I}$, $m \in \text{STR}_{R_I}({\Theta})$, and $\varphi \in \text{SEN}_{R_I}({\Theta})$.

Theorem 5.17 ensures that $\text{SIGN}_{R_I}$ is also finitely cocomplete because $\text{SIGN}_{I}$ and thus $\text{ADT}_I$ are finitely cocomplete.

Similarly, $\text{STR}_{R_I}$ preserves colimits because $\text{STR}_{R_I}$ is isomorphic to the composition $\text{clim}_{ADT_I}$ followed by $\text{Mod}^A$. $\text{Mod}^A$ preserves finite colimits if $\text{STR}_{I}$ preserves them, and $\text{clim}_{ADT_I}$ preserves colimits and thus also finite colimits.

### 5.9 The Language RSL_I

In the following we present the language RSL_I for the definition of relations and introduce some useful abbreviations. At first glance RSL_I expressions are the same as SL_I expressions introduced in Section 4.2 where I' is the institution R_I. However, the difference is that instead of functors $\Gamma : D \to ADT_I$ functors $\Gamma : D \to SL_I$ are used, where SL_I is the specification language for the base institution I of R_I. The idea is that not only the relations
are defined by expressions but also the type of the relations. In addition this allows to define the translation of expressions in RSL_\mathcal{I} to expressions in SL_\mathcal{I} given in Section 7.1, which would be otherwise impossible.

To this end we define the category Type_\mathcal{I}. Type_\mathcal{I} is similar to Sign_\mathcal{I}, however, using pairs (D, \Gamma : D \to SL_\mathcal{I}) instead of pairs (D, \Gamma : D \to ADT_\mathcal{I}). The morphisms f from \Theta = (D, \Gamma) to \Theta' = (D', \Gamma') in Type_\mathcal{I} are pairs (f^D, f^\Gamma) where f^D is a functor from D, and f^\Gamma is a natural transformation from \Gamma to f^D; \Gamma'.

Note that the category Type_\mathcal{I} is the same as the flattened indexed category FFun(SL_\mathcal{I}). Since SL_\mathcal{I} is finitely cocomplete, this implies that Type_\mathcal{I} = Flat(FFun(SL_\mathcal{I})) is also finitely cocomplete (cf. Section 5.8).

The semantics functor \llbracket \cdot \rrbracket : SL_\mathcal{I} \to ADT_\mathcal{I} (cf Section 4.2) is extended to a functor \llbracket \cdot \rrbracket from Type_\mathcal{I} to Sign_\mathcal{I} that maps an object (D, \Gamma : D \to SL_\mathcal{I}) in Type_\mathcal{I} to an object (D, \Gamma; \llbracket \cdot \rrbracket : D \to ADT_\mathcal{I}) in Sign_\mathcal{I} and similar a Type_\mathcal{I}-morphism f^\mu to a Sign_\mathcal{I}-morphism (f^D, f^\Gamma, f^\mu; \llbracket \cdot \rrbracket).

**Definition 5.28 (Abstract Syntax of RSL_\mathcal{I})**

Given the institution \mathcal{R}_\mathcal{I} based on the institution \mathcal{I}, types \Theta and \Theta' in Type_\mathcal{I}, and a Type_\mathcal{I}-morphism f : \Theta \to \Theta, then the abstract syntax of the language RSL_\mathcal{I} is given by

\[ R ::= \Theta \mid I_\Phi R \mid T_\mathcal{I} R \mid D_\mathcal{I} R \mid R + R \]

where \Phi is a set of formulas in the institution \mathcal{R}_\mathcal{I}.

The type type(R) of an expression R in RSL_\mathcal{I} is an object of Type_\mathcal{I} and is defined inductively on the structure of RSL_\mathcal{I} as follows:

- type(\Theta) = \Theta
- type(I_\Phi R) = type(R)
- type(T_\mathcal{I} R) = cod(f)
- type(D_\mathcal{I} R') = dom(f)
- type(R_1 + R_2) = type(R_1) = type(R_2).

An expression R from RSL_\mathcal{I} is well-formed if

- R = I_\Phi R', \Phi \subseteq \text{Sen}_{\mathcal{R}_\mathcal{I}}(\llbracket \text{type}(R') \rrbracket), and R' is well-formed.
- R = T_\mathcal{I} R', f is a morphism from type(R') to type(R) in Type_\mathcal{I}, and R' is well-formed.
- R = D_\mathcal{I} R', f is a morphism from type(R) to type(R') in Type_\mathcal{I}, and R' is well-formed.
- R = R_1 + R_2, type(R_1) = type(R_2), and R_1 and R_2 are well-formed.

The semantics of a well-formed expression in RSL_\mathcal{I} is an object of ADT_\mathcal{R}_\mathcal{I} and is defined in two steps: first an expression in RSL_\mathcal{I} is converted to an expression in SL_\mathcal{R}_\mathcal{I}, and then the semantics of this expression yields a relation in ADT_\mathcal{R}_\mathcal{I}.
Let $\Theta$ be a type in $\text{TYPE}_\mathcal{R}$, $R$ a well-formed expression in $\text{RSL}_\mathcal{R}$, $f$ a $\text{TYPE}_\mathcal{R}$-morphism from $\text{type}(R)$ to $\Theta'$, and $g$ a $\text{TYPE}_\mathcal{R}$-morphisms from $\Theta'$ to $\text{type}(R)$ for some $\Theta'$ in $\text{TYPE}_\mathcal{R}$, then

- $\llbracket \Theta \rrbracket_{\text{sl}_{\mathcal{R}}} = \llbracket \Theta \rrbracket$
- $\llbracket J_\Phi R \rrbracket_{\text{sl}_{\mathcal{R}}} = J_\Phi \llbracket R \rrbracket_{\text{sl}_{\mathcal{R}}}$
- $\llbracket T_\Gamma R \rrbracket_{\text{sl}_{\mathcal{R}}} = T_\Gamma \llbracket R \rrbracket_{\text{sl}_{\mathcal{R}}}$
- $\llbracket D_\delta R \rrbracket_{\text{sl}_{\mathcal{R}}} = D_\delta \llbracket R \rrbracket_{\text{sl}_{\mathcal{R}}}$
- $\llbracket R_1 + R_2 \rrbracket_{\text{sl}_{\mathcal{R}}} = \llbracket R_1 \rrbracket_{\text{sl}_{\mathcal{R}}} + \llbracket R_2 \rrbracket_{\text{sl}_{\mathcal{R}}}$.

Finally, the semantics of an expression $R$ in $\text{RSL}_\mathcal{R}$ is given by

$$\llbracket R \rrbracket_{\mathcal{R}} = \left[ \llbracket R \rrbracket_{\text{sl}_{\mathcal{R}}} \right].$$

Similar as with $\text{SL}_\mathcal{R}$ (c.f. Section 4.2), we make $\text{RSL}_\mathcal{R}$ a category by defining the morphisms $f$ from $R_1$ to $R_2$ to be the $\text{TYPE}_\mathcal{R}$ morphisms $(f^F, f^\mu)$ having the property that $\llbracket f \rrbracket = (f^F, f^\mu; [\_])$ is an $\text{ADT}_\mathcal{R}$-morphism from $\llbracket R_1 \rrbracket_{\mathcal{R}}$ to $\llbracket R_2 \rrbracket_{\mathcal{R}}$.

**FACT 5.29** For any expression $R$ in $\text{RSL}_\mathcal{R}$ we have

$$\Sigma^A(\llbracket R \rrbracket_{\mathcal{R}}) = \llbracket \text{type} (R) \rrbracket \text{ and } \text{Mod}^A(\llbracket R \rrbracket_{\mathcal{R}}) \subseteq \text{St}_{\mathcal{R}}(\llbracket \text{type} (R) \rrbracket).$$

We say that a type $\Theta = (D, \Gamma)$ is included in a type $\Theta' = (D', \Gamma')$ if $\Gamma$ is a sub-diagram of $\Gamma'$. However, we also talk about inclusion if there are obvious inclusion morphisms between corresponding nodes. For example, given the following diagrams

$$\Gamma = \begin{array}{c}
\Gamma(1) \\
\Gamma(2) \\
\Gamma(0)
\end{array}
\begin{array}{c}
\Gamma(1) \\
\Gamma(2) \\
\Gamma(0)
\end{array}
\begin{array}{c}
\Gamma(1) \\
\Gamma(2) \\
\Gamma(0)
\end{array}$$

and

$$\Gamma' = \begin{array}{c}
\Gamma'(1) \\
\Gamma'(2) \\
\Gamma'(0)
\end{array}
\begin{array}{c}
\Gamma'(1) \\
\Gamma'(2) \\
\Gamma'(0)
\end{array}
\begin{array}{c}
\Gamma'(1) \\
\Gamma'(2) \\
\Gamma'(0)
\end{array}$$

then $\Gamma$ is included in $\Gamma'$ if $\Gamma(0) = \Gamma'(0)$, $\Gamma(1) = \Gamma'(1)$, $\Gamma(2) = \Gamma'(2)$, $\Gamma(f_1) = \Gamma'(f_1)$, and $\Gamma(f_2) = \Gamma'(f_2)$, or if there are inclusion morphisms $\iota_0$ from $\Gamma(0)$ to $\Gamma'(0)$, $\iota_1$ from $\Gamma(1)$ to $\Gamma'(1)$, and $\iota_2$ from $\Gamma(2)$ to $\Gamma'(2)$.

Formally, we require that there exists a unique morphism $\iota = (t^F, t^\mu)$ from $\Theta$ to $\Theta'$ such that $t^F : D \to D'$ is faithful and $t^\mu_d : \Gamma(d) \to \Gamma'(t^F(d))$ is “canonic” for all $d \in D$. 


Abbreviations

Since $\text{Type}_T$ is finitely cocomplete, so is $\text{RSL}_T$, and, similar as with $\text{SL}_T$, we extend $\text{RSL}_T$ by a colimit construct

$$ R := \ldots \mid \text{colim } F \mid R_1 +_{(\sigma_1, \sigma_2)} R_2 \mid R_1 +_{R_0} R_2 $$

where $F$ is a functor from a finite category $J$ to $\text{RSL}_T$. Then $\text{colim } F$ is an abbreviation for

$$ T_{i_{\text{type}}^F}(F(i_1)) + \cdots + T_{i_{\text{type}}^F}(F(i_n)) $$

where $i_{\text{type}}^F$ are the co-cone morphisms of the colimit of $F$; $\text{type}$. Similarly, we use $R_1 +_{(f_1, f_2)} R_2$ for the pushout of $R_1$ with $R_2$ with respect to $f_1$ and $f_2$, and $R_1 +_{R_0} R_2$ if $f_1$ and $f_2$ are the unique inclusion of $R_0$ in $R_1$ and $R_2$.

In Chapter 6 we mainly have to deal with relations whose types have the form

$$ \xymatrix{ \text{Sp}_1 & \cdots & \text{Sp}_n \\ \text{Env} \ar[ur] & & \ar[ul] } $$

where the morphisms from $\text{Env}$ to $\text{Sp}_i$ are canonical, for example, in $\mathcal{LSC}$ this means that $\text{Env}$ is included into $\text{Sp}_i$ and that the morphisms are the corresponding inclusions of $\text{Env}$ into $\text{Sp}_i$.

We shall write $<\text{Sp}_1 \times \ldots \times \text{Sp}_n>_{\text{Env}}$ for types of this form.

Then $[c : E]$ in $<\text{Sp}>_{\text{Env}}$ is an abbreviation for

- includes $\text{Env}$
- introduces $e : E$

For example, the type of the $\text{Add}$ operation from page 83 can be now written as

$$ <[n_{\text{in}} : \text{Nat}] \times \text{Counter} \times \text{Counter}>_{\text{Nat}}. $$

If $R$ is a relation defined by $I_\Theta \Theta$ then we may also write

- $R : \Theta$
- asserts $\Phi$

And

- $R : \Theta$
- includes $R'$
- asserts $\Phi$

is the same as $I_{\Theta}^\ell T_\ell R'$ where $\ell$ is the canonical morphism from the type of $R'$ to $\Theta$. 
6 Abstract Machines

The motivation to study relations between classes of algebras is to model state-transitions in software systems. An example of such software systems are abstract machines. An abstract machines offers a set of operations to its clients. Depending on the operations that have been requested before, the same operation may yield different results. Thus abstract machines have memory. A typical abstract machine is the abstract machine of a stack. It provides the operations Push and Pop. The Push operation pushes its argument on the stack, and the Pop operation removes the topmost element of the stack and returns it. Depending on what Push and Pop operations have been performed before, different results are returned by the Pop operation. Thus an abstract machine consists of a set of states, a set of initial states, a subset of the set of states, and a set of services. A service is a relation between states with possible input and output values.

Abstract machines are often called abstract datatypes with states or simply abstract datatypes. However, to not confuse abstract datatypes with state with the notion of abstract datatypes introduced in Chapter 4, we stick to the term abstract machines.

In the framework of this thesis, the signature of an abstract machine is a 4-tuple \( (\text{Env}, I, O, \tau) \) where the environment \( \text{Env} \) is an \( \text{SL}_T \)-expression, \( I \) is the name of the set of initial states, \( O \) is a set of names for the operations, and \( \tau \) a function assigning to an operation name \( op \) in \( O \) a type \( \tau(op) \) has the form

\[
\begin{array}{c}
I_1 & \cdots & I_n \\
\downarrow f_1 & & \downarrow f_n \\
\text{Env} & & \text{Env} \\
\downarrow & & \downarrow \\
O_1 & \cdots & O_m \\
\downarrow g_1 & & \downarrow g_m \\
\end{array}
\]

We shall also write \( \tau(op) = <I_1 \times \ldots \times I_n> \rightarrow <O_1 \times \ldots \times O_m> \) assuming that the morphisms \( f_i : \text{Env} \rightarrow I_i \) and \( g_j : \text{Env} \rightarrow O_j \) are “canonic”, which, for example, in \( \text{LSL} \) means that \( f_i \) and \( g_j \) are inclusions.

Since abstract machines encapsulate the state, the signature does not contain an \( \text{SL}_T \)-expression for the state, and similar the type of an operation does not contain the state.

For the example, the signature of the stack is \( (\text{Env, Empty, \{Push, Pop\}, \tau}) \) where \( \tau(\text{Push}) = <[e : E]> \rightarrow <>, \tau(\text{Pop}) = <> \rightarrow <[e : E]> \), and \( \text{Env} \) is an abstract datatype containing at least the sort \( E \).

Whenever convenient, we may also write

\[
(\text{Env, Empty, \{Push : <[e : E]> \rightarrow <>, Pop : <> \rightarrow <[e : E]>\}})
\]
for the the signature \((\text{Env}, \text{Empty}, \{\text{Push}, \text{Pop}\}, \tau)\).

An abstract machine \(\mathcal{M} = (\text{St}_M, I_M, \mathcal{M}_O)\) of signature \((\text{Env}, I, O, \tau)\) consists of an abstract datatype \(\text{St}_M\) from \(\text{ADT}_I\) such that \(\text{Env}\) is included in \(\text{St}_M\), defining the state space; a relation \(I_M\) of type \(<\text{St}_M>_{\text{Env}}\) and a set of relations \(\mathcal{M}_O = \{op_M \mid op \in O\}\) from \(\text{ADT}_{R_2}\) such that if \(\tau(op) = <I_1 \times \ldots \times I_n> \rightarrow <O_1 \times \ldots \times O_m>\), then the type of \(op_M\) is

\[
<\text{Env}>_I \times I \times \text{St}_M \times \text{St}_M \times O_1 \times \ldots \times O_m>_{\text{Env}}.
\]

The initial states \(I_M\) are given as a unary relation of type \(<\text{St}_M>_{\text{Env}}\) instead of an abstract datatype from \(\text{ADT}_I\) because this ensures that the class of initial states are models of \(\text{St}_M\), and this simplifies writing the condition of simulation in Section 7.2.

The abstract machine of a stack is given by

\[
\mathcal{S} = (\text{Stack}_S, \text{Empty}_S, \{\text{Push}_S, \text{Pop}_S\})
\]

where \(\text{Stack}_S\) is the abstract datatype:

\[
\text{Stack}_S : \text{trait}
\]

\[
\text{includes} \ \text{Env}
\]

\[
\text{introduces} \ s : \text{Stack}
\]

and \(\text{Empty}_S\) is the abstract datatype

\[
\text{Empty}_S : <\text{Stack}_S>
\]

\[
\text{asserts} \ s = \text{empty}
\]

We assume that the following specification is part of the environment \(\text{Env}\):

\[
\text{Stack} : \text{trait}
\]

\[
\text{introduces} \ \text{empty} : \text{Stack}
\]

\[
\text{push} : E, \text{Stack} \rightarrow \text{Stack}
\]

\[
\text{pop} : \text{Stack} \rightarrow \text{Stack}
\]

\[
\text{top} : \text{Stack} \rightarrow E
\]

\[
\text{asserts}
\]

\[
\text{Stack freely generated by empty, push}
\]

\[
\forall \ e : E, s : \text{Stack} \ \text{top}(\text{push}(e, s)) = e
\]

\[
\forall \ e : E, s : \text{Stack} \ \text{pop}(\text{push}(e, s)) = s
\]

The \(\text{Push}_S\) operation is defined as

\[
\text{Push}_S : <[e : E] \times \text{Stack}_S \times \text{Stack}_S>
\]

\[
\text{asserts} \ s' = \text{push}(e, s)
\]

and the type of the operation \(\text{Pop}_S\) is \(<\text{Stack}_S \times \text{Stack}_S \times [e : E]>_{\text{Env}}\) and the operation is given by

\[
\text{Pop}_S : <[e : E] \times \text{Stack}_S \times \text{Stack}_S>
\]

\[
\text{asserts} \ s' = \text{pop}(s)
\]

\[
e = \text{top}(s)
\]
6.1 State as Algebra Approach

In the state as algebra approach the state of a software system is modeled by an algebra. This corresponds to using one of the institutions $\mathcal{E}Q$, $\mathcal{E}QC$, or $\mathcal{L}SL$ as the base institution $\mathcal{I}$ for $\mathcal{R}_\pi$. The state components in the state as algebra approach are constants (null-ary functions), functions, and sorts.

**Constants**

Let us first consider constants as state components. Suppose we are given the following state space:

*State : trait*

  includes Env

  introduces $c : S$

and a type $\Theta = <\text{State} \times \text{State}>_{\text{Env}}$. The formulas that can be used to define relations of type $\Theta$ are the formulas from $\mathcal{L}SL$ over the signature

$$
\Sigma_{\Theta} = \text{Sig(State)} + \text{Sig(Env)} \text{ Sig(State)}
= \text{Sig(Env)} \cup \{c : S, \ c' : S\}.
$$

For example, a relation $R = I_{\{c' = t[c]\}} \Theta$ where $t$ is a term of signature $\Sigma_{\Theta}$ not containing an occurrence of $c'$, defines for each algebra $A$ a unique algebra $B$ by $B|\text{Sig(Env)} = A|\text{Sig(Env)}$ and $B(c) = A(t)$ such that $A R B$. An example for this type of relation is the $\text{Inc}$ relation on a counter from Section 5.1

$$
\text{Inc} = I_{\{c' = \text{succ} (c)\}} \Theta_{\text{Inc}}.
$$

However, there are also other kinds of relations, like, for example the decrement operation on a counter, which has the form:

$$
\text{Dec} = I_{\{\text{succ} (c') = c\}} \Theta_{\text{Inc}}.
$$

Note that the decrement operation is undefined for an algebra $A$ if $A(c) = A(\text{zero})$ as there is no $n \in A(\text{Nat})$ such that $A(\text{succ} (n)) = A(\text{zero})$.

If one wants to describe that the value of a state component $c : S$ does not change one can define the relation $R = I_{\{c = c'\}} \Theta$. Then $A R B$ implies $A(c) = B(c)$. A more general way to define the identity on (part of) the state was shown in Section 5.7; the method presented there has also the advantage that it is independent of the base institution.

**Functions**

Consider the state space of a dictionary, which we model by a function $\text{map}$ from keys to values and a function $\text{dom}$ from keys to $\text{bool}$. The intention is that only in the case where $\text{dom} (x)$ yields $\text{true}$ the value of $\text{map} (x)$ is valid.
Dict : trait
  includes Env
  introduces
    map : Key → Value
    dom : Key → Bool

Then type Θ of the add operation, adding a new key, value pair to the dictionary, is

$$\Theta = \langle k: \text{Key} \rangle \times \langle v: \text{Value} \rangle \times \text{Dict} \times \text{Dict} >_{\text{Env}}$$

A possible way to define the add operation seems to be as

$$\text{Add} = I_{\text{map}'(k)=v, \text{dom}'(k)=\text{true}} \Theta.$$}

However, this does not define the expected relation. Consider the relation defined by the above add operation. Add is the set of 4-tuples \((A, B, C, D)\) such that \(A + B + C + D \models_{\text{CSG}} \{\text{map}'(k) = v, \text{dom}'(k) = \text{true}\}.\) Thus the only restrictions on map' and dom' are \(D(\text{map}')(A(k)) = B(v)\) and \(D(\text{dom})(A(k)) = D(\text{true})\). Nothing else is assumed, in particular it need not hold that \(D(\text{map})(a)\) is the same as \(C(\text{map})(a)\) if \(a \neq A(k)\). This is in contrast, for example, to the Abstract State Machine approach of Gurevich, where \(D(\text{map})(a) = C(\text{map})(a)\) for \(a \neq A(k)\) would be implied.

Therefore, to get the intended meaning of the add operation, we have to write \(\text{Add} = I_{\Phi} \Theta\) with \(\Phi\) being the set:

$$\forall x: \text{Key} \quad \text{map}'(x) = (\text{if } x = k \text{ then } v \text{ else map}(x))$$
$$\forall x: \text{Key} \quad \text{dom}'(x) \leftrightarrow x = k \lor \text{dom}(x)$$

Note also that it is important that the sorts Key and Value are defined in the environment Env because otherwise, \(A(\text{Key}), C(\text{Key})\) and \(D(\text{Key})\) need not be the same set and thus a term of the form \(D(\text{map}')(A(k))\) would be meaningless since \(A(k) \in A(\text{Key})\) may not be an element of \(D(\text{Key})\) as required by \(D(\text{map}) : D(\text{Key}) \rightarrow D(\text{Value})\).

Our choice to model dom and map as functions depends strongly on the base institution. For example, dom could have been a predicate instead of a boolean function in an institution with predicates, like first-order logic [25], or one could have omitted dom altogether and used a partial function map instead of a total one, in the institution of partial algebras [48]. And using \(\mathcal{SET}\) (cf. Section 9.1) as the base institution, map could be a set of key, value pairs.

**Sorts**

Similar to constants and functions, sorts can be used as state components. Consider for example a state with a sort OID of object identifiers, with a constant nil of sort OID:

State : trait
  includes Env
  introduces sorts OID
  introduces nil : OID
6.1 State as Algebra Approach

We want to define a relation $R$ that adds a new element to OID. However, how can two sorts be related? In an algebraic institution no operations are defined on sorts, thus we cannot write $\text{OID}' = \text{OID} \cup \{o\}$. Another way to relate the sorts OID and OID' is by a function $f : \text{OID} \rightarrow \text{OID}'$, called tracking map in the D-oids approach of Astesiano and Zucca [4]. The problem with this approach is that in $\text{Sig(State)} \rightarrow_{\text{Env}} \text{Sig(State)}$, which is the same as

$$\text{Sp}_{\text{cd}} : \text{trait}$$

includes Env

introduces sorts OID, OID'

introduces $\text{nil} : \text{OID}$

$$\text{nil}' : \text{OID}'$$

there are no functions between the sorts of the pre- and the post-state. However this can be helped by the use of the derive operation and a specification expression of type $\Theta'$, where $\Theta'$ is

$$[f : \text{OID} \rightarrow \text{OID}', o : \text{OID}']$$

The notation $[f : \text{OID} \rightarrow \text{OID}', o : \text{OID}']$ is an abbreviation for

includes $\text{Sp}_{\text{cd}}$

introduces

$$f : \text{OID} \rightarrow \text{OID}'$$

$$o : \text{OID}'$$

Then adding a new element to OID is the following relation $R = D, I_o \Theta'$, where $\Phi$ is:

$$f(\text{nil}) = \text{nil}'$$

$$f(x) = f(y) \Rightarrow x = y \ % f \text{ is injective}$$

$$f(x) \neq o \ % o \ is \ a \ new \ object \ identifier.$$  

The type-morphism $\iota$ is the inclusion $\Theta = <\text{State} \times \text{State}>\text{Env}$ into $\Theta'$.  

An alternative is to define OID' with the help of a generating constraint as $R' = D, I_o, \Theta'$ with $\Phi' = \{\text{OID'} \ generated \ freely \ by \ \{f, \ o\}\}$. The derive operation $D, I$ forgets the node defining $f$ and $o$.

Another problem is to access the newly created object identifier $o$. Since OID and OID' are state components, we cannot use the following type for the new operation:

$$[o : \text{OID}]$$

as the sort OID and the constant $o$ have nothing to do with the sort OID in State and the constant $o$ used in the type $\Theta'$. A solution is to allow the output parameter to be an extension
of the state instead of the environment. This gives the output parameter direct access to the state components, which, in this case, is desirable. Thus the type of the new operation is

\[
\text{State} \xrightarrow{} [o : \text{OID}] \xrightarrow{} \text{State}
\]

Then we have to adapt \( \Theta' \) to

\[
[ f : \text{OID} \rightarrow \text{OID}', o : \text{OID}' ] \quad \quad \quad \quad \quad \quad \quad \quad \quad [ o : \text{OID} ]
\]

\[
\text{State} \xrightarrow{} [f : \text{OID} \rightarrow \text{OID}', o : \text{OID}'] \xrightarrow{} \text{State}
\]

\[
\text{Env}
\]

\[
\text{Env}
\]

Note that still \( o \) in the output parameter and \( o \) in the hidden part of \( R \) are not identified, but the colimit \( \coprod \Theta' \) is:

\[
\coprod \Theta' : \text{trait}
\]

\[
\text{includes Env}
\]

\[
\text{introduces sorts OID, OID'}
\]

\[
\text{introduces nil: OID}
\]

\[
nil' : \text{OID'}
\]

\[
f : \text{OID} \rightarrow \text{OID'}
\]

\[
o : \text{OID'}
\]

\[
o' : \text{OID'}
\]

contains both constants \( o \) as \( o \) and \( o' \). Note that the constant \( o' \) is of sort \( \text{OID}' \) because the sort \( \text{OID} \) of the post-state and the parameters are the same since the post-state is included into the output parameter. Then we can define \( R \) by \( D, I_\Phi \Theta' \) with \( \Phi \) being:

\[
\text{OID'} \text{ generated freely by } f, \ o
\]

\[
o = o'
\]

\[
6.2 \quad \text{Models of the State}
\]

In the following we use different approaches to model the state of an abstract machine. Though they are described using \( \mathcal{LSC} \) as the base institution, the approaches are not limited to algebraic institutions.

One way to model the state is by providing a possible implementation of the state, that is, we give a concrete model of the state. A characteristic of the concrete model of the state is the existence of states which cannot be distinguished by the operations of the abstract machine. In this case the specification is biased towards an implementation of the specification.
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(cf. Jones [40]). Note that a concrete model of the state does not prescribe the representation of the state space used by the final implementation of the abstract machine (cf. Section 7.3).

An abstract model of the state, or a two tiered model, uses a functional abstract datatype modeling the state space and as a component a constant of the sort of the functional abstract datatype. This approach is, for example, used in the Larch approach to specifications [34]. The Larch Shared Language is used to define functional abstract datatypes, which are then used in one of the Larch Interface Languages tailored to a specific programming language to specify an abstract datatype with state.

A third approach uses as state components possible observations on the state. In general, it is not possible to model all abstract machines with this technique because not all abstract machines can be defined in a finite way by the effect the state changing operations have on the observations. An example of this is the abstract machine of a stack as noted by Schoett [55]. The observers of a stack are isEmpty and top. However, just with these two state components it is impossible to describe the intended behavior of the Pop operation.

As an example of the different styles, we shall give the specification of a birthday book from the Z reference manual of Spivey [57] in each of the three styles. The task is to model a birthday book recording the names of people and their birthday. We define three operations on the birthday book: AddBirthday adds a name and a date to the birthday book assuming that not already a birthday for that name is recorded, FindBirthday returns the date of birth associated to a name in the birthday book, and Remind returns a set of names for persons whose birthday is recorded in the birthday book for a given date.

Thus the signature of the birthday book is

$$(\text{Env}, \text{InitBirthday}, \{\text{AddBirthday}, \text{FindBirthday}, \text{Remind}\}, \tau),$$

where $\tau$ is:

$$\begin{align*}
\tau(\text{AddBirthday}) &= <[n : \text{Name}] \times [d : \text{Date}] > \rightarrow < > \\
\tau(\text{FindBirthday}) &= <[n : \text{Name}] > \rightarrow <[d : \text{Date}] > \\
\tau(\text{Remind}) &= <[d : \text{Date}] > \rightarrow <[s : \text{NameSet}] >.
\end{align*}$$

The environment $\text{Env}$ contains at least sorts $\text{Name}$, $\text{Date}$ and the sort $\text{NameSet}$, of finite sets of sort $\text{Name}$.

Concrete State

In the concrete model of the state, the state of the birthday book is modeled by a finite set of names $\text{known}$, containing the names for which the birthday book contains an entry and a finite map $\text{birthday}$ between names and dates. $\text{known}$ is modeled as a constant of sort $\text{NameSet}$, defined in the specification $\text{Set}$ and $\text{birthdate}$ as a constant of sort $\text{NameToDate}$, defined in the specification $\text{FiniteMap}$. The environment $\text{Env}$ is given by the specification:
Env : trait
includes Set [Name for E, NameSet for C]
    FiniteMap [Name for F, Date for T, NameToDate for M]
introduces sorts Name, Date

The specifications for Set and FiniteMap can be found in the appendix A.

The state of the birthday book is given by

BirthdayBook_{BC} : trait
includes Env
introduces
    known : NameSet
    birthday : NameToDate
asserts
    \forall n : Name \ n \in known \iff defined (birthday, n)

The state invariant requires that if \( n \) is in \( \text{known} \) then the association with \( n \) as its key is valid in \( \text{birthday} \). Note that, because in \( \mathcal{LSC} \) all functions are total, \( \text{apply} (\text{birthday}, n) \) always has a value, however, the value is not specified, if \( \text{defined} (\text{birthday}, n) \) does not hold.

Of the three versions of the birthday book example presented here, this version is the closest to the original Z specification of Spivey [57].

The initial birthday book contains no entries.

InitBirthday_{BC} : \langle BirthdayBook_{BC} \rangle
asserts
    known = \{ \}

The operation AddBirthday adds a new association to birthday provided that \( n \) is not in known. The type \( \Theta_{AB} \) of the AddBirthday operation is:

\[ \langle [n : \text{Name}] \times [d : \text{Date}] \times \text{BirthdayBook}_{BC} \times \text{BirthdayBook}_{BC} \rangle_{\text{Env}} \]

Then AddBirthday_{BC} = I_s \Theta_{AB} with \( \Phi \) the set
not (n \in known);
birthday' = update (birthday, n, d)

As in Spivey [57] we have not defined the effect of AddBirthday to \( \text{known}' \). In particular we would like to show that \( n \) is an element of \( \text{known} \) after executing the AddBirthday operation. This should be a consequence of the definition of AddBirthday and the state invariant of BirthdayBook. Thus we would like to show

AddBirthday \models^{R_x} n \in \text{known}'

In Chapter 7 we shall develop methods to do this.

FindBirthday returns the birthday \( d \) of a person with name \( n \). The type \( \Theta_{FB} \) of FindBirthday is:

\[ \langle [n : \text{Name}] \times \text{BirthdayBook}_{BC} \times \text{BirthdayBook}_{BC} \times [d : \text{Date}] \rangle_{\text{Env}} \]
6.2 Models of the State

Then FindBirthday_{bs} = I_s \Theta_{Ps} with \Phi given as:

\begin{align*}
n \in \text{known} \\
d = \text{apply}(\text{birthday}, n) \\
\text{birthday}' = \text{birthday} \\
\text{known}' = \text{known}
\end{align*}

For a given date \(d\), the remind operation returns the set of names of persons whose birthday is recorded in the birthday book and who have their birthday at that date. The type of the remind operation is \(\Theta_{R}\):

\[<[d:\text{Date}] \times \text{BirthdayBook}_{bs} \times \text{BirthdayBook}_{bs} \times [s:\text{NameSet}]>_{\text{Env}}\]

And \(\text{Remind}_{bs} = I_s \Theta_R\) with \(\Phi\) being the set

\begin{align*}
\text{known}' &= \text{known} \\
\text{birthday}' &= \text{birthday} \\
\forall n : \text{Name} \quad n \in s \Leftrightarrow \text{known}(n) \land \text{apply}(\text{birthday}, n) = d
\end{align*}

Abstract State

In the abstract state approach, the state space is modeled by a sort \(\text{BBook}\) defined in the environment, and the state consists of a constant \(\text{bdb}\) of this sort. The specification \(\text{BirthdayBookSpec}\) defines the sort \(\text{BBook}\) with the functions \(\text{initBirthday}\), \(\text{addBirthday}\), \(\text{known}\), and \(\text{findBirthday}\). These functions are later used to define the operations \(\text{AddBirthday}\), \(\text{FindBirthday}\), and \(\text{Remind}\).

\text{BirthdayBookSpec} : \text{trait}

introduces

\text{initBirthday} : \text{BBook}
\text{addBirthday} : \text{BBook}, \text{Name}, \text{Date} \rightarrow \text{BBook}

\text{known} : \text{BBook}, \text{Name} \rightarrow \text{Bool}
\text{findBirthday} : \text{BBook}, \text{Name} \rightarrow \text{Date}

asserts

\begin{align*}
\text{BBook} \text{ generated by } \text{initBirthday}, \text{addBirthday} \\
\forall b: \text{BBook}, \quad n, n1: \text{Name}, \quad d, d1: \text{Date} \\
\quad \neg \text{known}(\text{initBirthday}, n); \\
\quad \text{known}(\text{addBirthday}(b, n1, d), n) \leftrightarrow \\
\quad \quad n = n1 \lor \text{known}(b, n); \\
\quad \text{findBirthday}(\text{addBirthday}(b, n1, d), n) = \\
\quad \quad (\text{if } n1 = n \land \\
\quad \quad \text{then } d \\
\quad \quad \text{else } \text{findBirthday}(b, n));
\end{align*}

Note that it is possible to add several dates for the birthday of one person to the birthday book. However, only the birthday added last will be found using the operation \(\text{findBirthday}\).

We require that \(\text{Env}\) includes \(\text{BirthdayBookSpec}\):
Env : trait
   includes BirthdayBookSpec,
   Set [Name for E, NameSet for C]

Then the state space of the birthday book is given by:

BirthdayBook\textsubscript{\text{BA}} : trait
   includes Env
   introduces bdb: BBook

The initial state \text{InitBirthday\textsubscript{\text{BA}}} initializes bdb to the constant \text{initBirthday} of type BBook.

\text{InitBirthday\textsubscript{\text{BA}}} : <BirthdayBook\textsubscript{\text{BA}}>
   asserts bdb = initBirthday

The operations on BirthdayBook may, but need not, rely on the operations provided by BirthdayBookSpec. For example, the AddBirthday-operation is given by:

\text{AddBirthday\textsubscript{\text{BA}}}:<[n:Name]\times[d:Date]\times BirthdayBook\textsubscript{\text{BA}}\times BirthdayBook\textsubscript{\text{BA}}/\text{Env}>
   asserts
   known(bdb,n)
   bdb’ = addBirthday(bdb,n,d)

and FindBirthday:

\text{FindBirthday\textsubscript{\text{BA}}}:<[n:Name]\times BirthdayBook\textsubscript{\text{BA}}\times BirthdayBook\textsubscript{\text{BA}}/\times[d:Date]/\text{Env}>
   asserts
   known(bdb,n)
   d = findBirthday(bdb,n)
   bdb’ = bdb

Both, AddBirthday and FindBirthday have used in their definition the corresponding functions addBirthday and findBirthday from the specification BirthdayBookSpec.

\text{Remind\textsubscript{\text{BA}}}:<[d:Date]\times BirthdayBook\textsubscript{\text{BA}}\times BirthdayBook\textsubscript{\text{BA}}/\times[s:NameSet]/\text{Env}>
   asserts
   \forall n: Name \ n \in s \Leftrightarrow \text{findBirthday}(bdb,n) = d \land \text{known}(bdb,n)
   bdb’ = bdb

The abstract state approach is similar to the two tiered approach of Larch. First we have given a functional abstract datatype of a birthday book in an algebraic institution $\mathcal{LSL}$. Then we have used this trait to specify an abstract data type with state using formulas relating the components of the pre- and post-states of an operation. But instead of using a Larch Interface Language tailored to a specific programming language, we use the specification language $\text{RSL}_{\mathcal{LSL}}$ as a kind of abstract interface language that makes no references to a specific programming language.

Using Observers

The basic observations one can make about a birthday book are whether a name is in the birthday book or not and what the birth date is for a given name. Thus the state has two
components, a function known : Name → Bool and birthday : Name → Date.

BirthdayBook<σ> : trait
  includes Env
  introduces
    known : Name → Bool
    birthday : Name → Date

In the initial state of a birthday book no names are known, that is,

InitBirthday<σ> : <BirthdayBook<σ>>
  asserts
    ∀ n : Name  known(n) = false

The effect of the operations are described by their effect on the observers. Thus the
AddBirthday operation is given by:

AddBirthday<σ> : ⟨[n:Name]×[d:Date]×BirthdayBook<σ>×BirthdayBook<σ>⟩Env
  asserts
    ¬ known(n)
    ∀ n' : Name  known'(n') ⇔ n' = n  ∨  known(n')
    ∀ n' : Name  birthday'(n') = if n' = n then d else birthday(n')

The FindBirthday operation does not change the observers and returns for a given person
with name n its birthday d, if known(n) is true.

FindBirthday<σ> : ⟨[n:Name]×BirthdayBook<σ>×BirthdayBook<σ>×[d:Date]⟩Env
  asserts
    known(n);
    d = birthday(n)
    ∀ n' : Name  known'(n') = known(n')
    ∀ n' : Name  birthday'(n') = birthday(n')

Instead of explicitly writing the formulas that the state of the birthday book does not change,
we can define a relation IDBirthdayBook<σ> that expresses this:

IDBirthdayBook : ⟨BirthdayBook<σ>×BirthdayBook<σ>⟩
  asserts
    ∀ n' : Name  known'(n') = known(n')
    ∀ n' : Name  birthday'(n') = birthday(n')

then we can write

FindBirthday<σ> : ⟨[n:Name]×BirthdayBook<σ>×BirthdayBook<σ>×[d:Date]⟩Env
  includes IDBirthdayBook
  asserts
    known(n);
    d = birthday(n)

to stand for

$$I_σ T_σ IDBirthdayBook<σ>$$

where σ is the inclusion of the type of IDBirthdayBook<σ> into the type of FindBirthday<σ>,
and Φ is the set \{known(n), d = birthday(n)\}. 

Another way to define $\text{IDBirthdayBook}_{BO}$ is by using the derive operation with a morphism $\sigma$ from $\Theta_{IDB}$ to $\Theta_{IDB'} = <\text{BirthdayBook}_{BO} >_{\text{Env}}$, mapping the environment component of $\Theta_{IDB}$ to the environment component of $\Theta_{IDB'}$ and both state components to the single state component of $\Theta_{IDB'}$ (cf. Section 5.7). Then $\text{IDBirthdayBook}_{BO} = D, \Theta_{IDB'}$. To see that the definition of $\text{IDBirthdayBook}_{BO}$ really does what it is supposed to do, we prove

$$\text{IDBirthdayBook}_{BO} \models^{R_{sc}} \forall n' : \text{Name known}'(n') = \text{known}(n')$$

The proof that

$$\forall n' : \text{Name birthday}'(n') = \text{birthday}(n')$$

follows from $\text{IDBirthdayBook}_{BO}$ is analog.

Using the rules for proving properties of specification expressions $\text{SL}_I$ from Section 4.3, it suffices to prove

$$\Theta_{IDB'} \models^{R_{sc}} \sigma(\forall n' : \text{Name known}'(n') = \text{known}(n'))$$

Since the state components of $\Theta_{IDB}$ are mapped to the same state component of $\Theta_{IDB'}$, we get that $\sigma(\text{known'}) = \text{known} = \sigma(\text{known})$ and therefore it suffices to show

$$\Theta_{IDB'} \models^{R_{sc}} \forall n' : \text{Name known}(n') = \text{known}(n'),$$

which holds trivially.

The $\text{Remind}$ operation is defined as follows:

$\text{Remind}_{BO} : <[d:\text{Date}] \times \text{BirthdayBook}_{BO} \times \text{BirthdayBook}_{BO} \times [s:\text{NameSet}] >_{\text{Env}}$

includes

$\text{IDBirthdayBook}$

asserts

$$\forall n : \text{Name } n \in s \leftrightarrow \text{birthday}(n) = d \land \text{known}(n)$$

$$\forall n : \text{Name known}(n) = \text{known}(n)$$

$$\forall n : \text{Name birthday}'(n) = \text{birthday}(n)$$

### 6.3 Extensions to $\text{RSL}_I$

In the following we shall introduce operations on relations that are useful for defining the operations of abstract machines, and that can be explained in terms of derive, translate, and union.

#### Sequential Composition

Consider two relations $R \subseteq A \times B$ and $S \subseteq B \times C$. In the first step of the construction we extend $R$ and $S$ to three place relations in the following way:

$$(a, b, c) \in \tilde{R} \text{ iff } (a, b) \in R \text{ for every } c \in C$$

and

$$(a, b, c) \in \tilde{S} \text{ iff } (b, c) \in S \text{ for every } a \in A.$$
In the next step we form the intersection of $\bar{R}$ and $\bar{S}$, which yields
\[ \bar{R} \cap \bar{S} = \{(a, b, c) \mid (a, b, c) \in \bar{R}, (a, b, c) \in \bar{S}\} \]
\[ = \{(a, b, c) \mid (a, b) \in R, (b, c) \in S\} \]

In the last step we forget about the middle component of $\bar{R} \cap \bar{S}$ and get a binary relation
\[ (\bar{R} \cap \bar{S}) = \{(a, c) \mid \exists b, (a, b, c) \in \bar{R} \cap \bar{S}\} \]
\[ = \{(a, c) \mid \exists b, (a, b) \in R, (b, c) \in S\}, \]
which is the sequential composition $R; S$ of the relation $R$ with $S$.

Now let $R$ be a relation of type $<\text{SP}_1 \times \text{SP}_2>_{\text{env}}$ and $S$ a relation of type $<\text{SP}_2 \times \text{SP}_3>_{\text{env}}$ in $\text{RSL}_\tau$. In a first step we form the pushout of $S$ and $R$ with respect to the inclusions of $<\text{SP}_2>_{\text{env}}$ into $R$ and $S$.

\[
\begin{array}{c}
R \\
\downarrow_{s_1} \\
<\text{SP}_2>_{\text{env}} \\
\downarrow_{s_2} \\
S
\end{array}
\]

where $s_1$ and $s_2$ are the inclusions of the relation $<\text{SP}_2>_{\text{env}}$ into $R$ and $S$.

To construct the pushout in $\text{RSL}_\tau$ we first take the pushout of the types of $R$ and $S$, translate $R$ and $S$ by the co-cone morphism and form their union.

Theorem 5.19 can be used to form the pushout of the following diagram in $\text{TYPE}_\tau$:

\[
\begin{array}{c}
\text{SP}_1 \\
\downarrow_{(s_1 \rho)_1 = \text{id}} \\
\text{Env} \\
\uparrow_{(s_1 \rho)_0 = \text{id}} \\
\text{SP}_2 \\
\downarrow_{(s_2 \rho)_1 = \text{id}} \\
\text{Env} \\
\downarrow_{(s_2 \rho)_0 = \text{id}} \\
\text{SP}_2 \\
\downarrow_{\text{id}} \\
\text{Env} \\
\uparrow_{\text{id}} \\
\text{SP}_1 \\
\text{SP}_2 \\
\text{SP}_3
\end{array}
\]

which is
\[
\Theta_d =
\begin{array}{c}
\text{SP}_1 \\
\downarrow_{\text{id}} \\
\text{Env} \\
\text{SP}_2 \\
\text{SP}_3
\end{array}
\]

with co-cone morphisms $s'_1$.
and $s'_2$

Then the pushout of $R$ and $S$ with respect to morphism $s_1$ and $s_2$ in $\mathbb{RSL}_X$ is $T_{s'_1} R + T_{s'_2} S$.

In the next step, we have to forget the $S_{P_2}$ component of the pushout. This is done with the help of the derive operation. Then we get

$$R; S = D_\iota(R + (\text{Env} \times s_1, s_2, S)) = D_\iota(T_{s'_1} R + T_{s'_2} S),$$

where $\iota$ is the inclusion of $\text{Env} \times s_1, s_2, S$ into $\text{Env} \times s_1, s_2, S$.

**Definition 6.1 (Sequential Composition)**

Let $R$ be a relation of type $\langle SP_1 \times SP_2 \rangle_{\text{Env}}$ and $S$ a relation of type $\langle SP_2 \times SP_3 \rangle_{\text{Env}}$. Further, let $s_1$ and $s_2$ be the obvious inclusion morphisms of $\langle SP_2 \rangle_{\text{Env}}$ into the type of $R$ and $S$. The type $\Theta = \langle SP_1 \times SP_2 \times SP_3 \rangle$ is the colimit of $s_1$ and $s_2$. Let further $s$ be the morphism from $\langle SP_1 \times SP_3 \rangle$ into $\Theta$ mapping $SP_1$ to the first component and $SP_3$ to the last component of $\Theta$.

Then the sequential composition of $R$ with $S$, $R; S$, is a relation of type $\langle SP_1 \times SP_3 \rangle$ and defined by

$$R; S = D_s(R + (\langle SP_2 \rangle_{\text{Env}}, s_1, s_2, S)).$$

This definition can be extended to arbitrary relations $R$ of type

$$\langle SP_1 \times \ldots \times SP_n \times SP'_1 \times \ldots \times SP'_m \rangle_{\text{Env}}$$

and $S$ of type

$$\langle SP'_1 \times \ldots \times SP'_m \times SP''_1 \times \ldots \times SP''_k \rangle_{\text{Env}}.$$
Let $\Theta$ be $<\text{Sp}_1 \times \ldots \times \text{Sp}_m^r>_{\text{Env}}$ and $s_1 = (s_1^F, \text{id})$ a morphism from $\Theta$ to the type of $R$ and $s_2 = (s_2^F, \text{id})$ a morphism from $\Theta$ to the type of $S$. The result type of the composition of $R$ with $S$ is

$$\Theta' = <\text{Sp}_1 \times \ldots \times \text{Sp}_n \times \text{Sp}_1^r \times \ldots \times \text{Sp}_m^r>_{\text{Env}}.$$ 

Let $s$ be the inclusion of $\Theta'$ into the pushout of the type of $R$ and $S$ with respect to $s_1$ and $s_2$, then we have

$$R; S = D_s(R + (\Theta_{s_1,s_2}) S).$$

**Instantiation**

If $R$ is a binary relation $R \subseteq A \times B$ and $S$ a subset of $A$ then the instantiation of $R$ with $S$, $R(S)$, is the set $\{b \mid \exists a. (a, b) \in R, a \in S\}$. One can extend this to arbitrary relations $R$ and $S$, where the type of $S$ is a subtype of $R$. For example, let $R \subseteq A \times B \times C$ be a relation and $S \subseteq A \times B$. Then

$$R(S) = \{c \mid \exists a, b. (a, b, c) \in R, (a, b) \in S\}.$$

**Definition 6.2 (Instantiation of Relations)**

Let $R$ be a relation of type $\Theta_R = <\text{Sp}_1 \times \ldots \times \text{Sp}_n>_{\text{Env}}$ and $S$ a relation of type $\Theta_S = <\text{Sp}_1 \times \cdots \times \text{Sp}_m>_{\text{Env}}$ for $m \leq n$. The instantiation of $R$ with $S$, $R(S)$, is a relation of type $\Theta_{R(S)} = <\text{Sp}_{m+1} \times \cdots \times \text{Sp}_n>_{\text{Env}}$ defined by

$$R(S) = D_t(R + T_{i_S} S),$$

where $t$ is the inclusion of $\Theta_{R(S)}$ into $\Theta_R$ and $i_S$ the inclusion of $\Theta_S$ into $\Theta_R$.

The section about refinement (cf. Section 7.2) contains an example of the use of instantiation.
7 Proving Entailment of Relations

We are interested in methods for showing that a relation \( R \) entails another relation \( S \), which, for example, is needed to prove the correctness of refinement (cf. Section 7.2). Applying the results of Section 4.3, the goal of proving \( R \models_{R_2} S \), where \( R \) and \( S \) are expressions in SL\(_{R_2}\), can be reduced to subgoals \( R_i \models_{R_2} S_i \) for \( 1 \leq i \leq n \), which, in a lot of cases, can be further reduced to \( \Phi_j \models_{R_2} \Phi_j' \) for \( 1 \leq j \leq m \). Thus the problem is how to prove \( \Phi \models_{R_2} \Phi' \).

In Section 5.3 we have defined \( m \models_{R_2} \varphi \) iff \( \overline{m} \models_{I} \varphi \). This might lead to the conclusion that \( \Phi \models_{R_2} \Phi' \) if and only if \( \Phi \models_{I} \Phi' \). However, while \( \Phi \models_{I} \Phi' \) implies \( \Phi \models_{R_2} \Phi' \), the converse is not always true.

**Theorem 7.1** Let \( \Phi \) and \( \Phi' \) be subsets of \( \text{Sen}_{R_2}(\Theta) \) for \( \Theta \in \text{SIGN}_{R_2} \), then \( \Phi \models_{I} \Phi' \) implies \( \Phi \models_{R_2} \Phi' \).

**Proof.** Let \( m \) be a \( \Theta \)-structure. We have to show that \( m \models_{R_2} \Phi \) implies \( m \models_{R_2} \Phi' \). By the definition of \( \models_{R_2} \) we have \( m \models_{R_2} \Phi \) if and only if \( \overline{m} \models_{I} \Phi \). Because \( \Phi \models_{I} \Phi' \), we have \( \overline{m} \models_{I} \Phi' \) and thus \( m \models_{R_2} \Phi' \).

Let \( \Theta \) be \((D, \Gamma)\), the problem with the inverse direction is that the class of \( \Theta \)-structures in \( R_2 \) that satisfy \( \Phi \) is usually only isomorphic to a subclass of \( \prod_{\Gamma} \text{Sig}^A \)-structures in \( I \) that satisfy \( \Phi \) because \( \text{Str}_{R_2}(\Theta) \) is only isomorphic to a subcategory of \( \text{Str}_I(\prod_{\Gamma} \text{Sig}^A) \). However, if \( \text{Str}_{R_2}(\Theta) \) is isomorphic to \( \text{Str}_I(\prod_{\Gamma} \text{Sig}^A) \) then we get:

**Theorem 7.2** Let \( \Phi \) and \( \Phi' \) be subsets of \( \text{Sen}_{R_2}(\Theta) \) for \( \Theta = (D, \Gamma) \) in \( \text{SIGN}_{R_2} \), and let \( \text{Mod}^A(\text{clim}_{\text{AdT}_I}(\Theta)) \) be the same as \( \text{Str}_I(\prod_{\Gamma} \text{Sig}^A) \). Then \( \Phi \models_{R_2} \Phi' \) implies \( \Phi \models_{I} \Phi' \).

**Proof.** Assume that \( m \) is in \( \text{Str}_I(\prod_{\Gamma} \text{Sig}^A) \) with \( m \models_{I} \Phi \), then \( m \) is in \( \text{Mod}^A(\text{clim}_{\text{AdT}_I}(\Theta)) \) because we have assumed that \( \text{Str}_I(\prod_{\Gamma} \text{Sig}^A) \) is the same as \( \text{Mod}^A(\text{clim}_{\text{AdT}_I}(\Theta)) \). Since \( \text{Str}_{R_2} \) and \( \text{clim}_{\text{AdT}_I}; \text{Mod}^A \) are isomorphic, there exists \( m' \) in \( \text{Str}_{R_2}(\Theta) \) such that \( m' = m \). By the definition of \( \models_{R_2} \) we have \( m' \models_{I} \Phi \) if and only if \( m' \models_{R_2} \Phi \). Because \( \Phi \models_{R_2} \Phi' \), we have \( m' \models_{R_2} \Phi' \) and therefore \( m \models_{I} \Phi' \).

However, in general, the condition \( \text{Mod}^A(\text{clim}_{\text{AdT}_I}(\Theta)) = \text{Str}_I(\prod_{\Gamma} \text{Sig}^A) \) does not hold as \( \text{clim}_{\text{AdT}_I}(\Theta) \) contains restrictions given by the datatypes defined in the environment and possible state invariants. Take the birthday book with the AddBirthday operation from Section 6.2 as an example.

```
Env : trait
includes Set[Name for E, NameSet for C]
       FiniteMap[Name for F, Date for T, NameToDate for M]
introduces sorts Name, Date
```
BirthdayBook : trait
trait introduces Env
trait introduces known: NameSet
trait introduces birthday: NameToDATE
asserts
\forall n:Name. n \in \text{known} \iff \text{defined(birthday, n)}

AddBirthday = I_\varphi \Theta_{AB} \text{ with }
\Phi = \{ n \notin \text{known}, \text{birthday}' = \text{update(birthday, n, d)} \}

and
\Theta_{AB} = <[n : \text{Name}] \times [d : \text{Date}] \times \text{BirthdayBook} \times \text{BirthdayBook}>_{\text{Env}}

We would expect the formula \( n \notin \text{known} \Rightarrow n \in \text{known}' \) to follow from \( \Phi \) in \( \mathcal{R}_I \) since otherwise the state invariant
\[ \forall n : \text{Name}. n \in \text{known}' \iff \text{defined(birthday}', n) \]

would not hold for the state after the \text{AddBirthday} operation; however, it is easy to see that the above formula is not a consequence of \( \Phi \) in \( \mathcal{I} \). The problem is that we need, in addition to the formulas in \( \Phi \), the state invariant, which is part of the type \( \Theta_{AB} \), and the definition of \text{defined}, which is part of the \text{FiniteMap} trait included in the environment, to prove \( n \notin \text{known} \Rightarrow n \in \text{known}' \).

7.1 Translation of RSL_\mathcal{I}-Expressions

Thus, to prove \( \Phi \models \mathcal{R}_I \Phi' \), we have to prove that \( \Phi' \) holds in all models that satisfy \( \Phi \) and are models of \( \coprod \Gamma \). If we use the specification language SL_\mathcal{I} to specify the abstract datatypes \( \Gamma'(d) \) for \( d \in D \), that is, if we provide a functor \( \Gamma' \) from \( D \) to \( \text{SL}_\mathcal{I} \) such that \( \llbracket \Gamma'(d) \rrbracket = \Gamma(d) \), then we can reduce the task of proving \( \Phi \models \mathcal{R}_I \Phi' \) to the task of proving that the SL_\mathcal{I}-expression \( I_\varphi \Sigma_{cl} \) is entailed by \( I_\varphi \Sigma_{cl} + \text{colim} \Gamma' \) in \( \mathcal{I} \) where \( \Sigma_d \) is \( \prod \Gamma \); Sig.

**Theorem 7.3** Let \( \Gamma \) be a functor from \( D \) to \( \text{SL}_\mathcal{I} \) then \( \Theta = (D, \Gamma; \llbracket \rrbracket) \) is an object of \( \text{SIGN}_{\mathcal{R}_I} \). Let \( \Phi \) and \( \Phi' \) be sets of \( \Theta \)-formulas then
\[ \Phi \models \mathcal{R}_I \Phi' \iff I_\varphi \Sigma_{cl} + \text{colim} \Gamma \models \mathcal{I} I_\varphi \Sigma_{cl}, \]
where \( \Sigma_d = \prod D \Gamma \); Sig

We do not directly prove this theorem, but use a more general approach. To an RSL_\mathcal{I}-expression \( R \) we associate an SL_\mathcal{I}-expressions \( \text{tr}(R) \) such that \( G^A([R]_\mathcal{R}) = \llbracket \text{tr}(R) \rrbracket \). For two RSL_\mathcal{I}-expressions \( R \) and \( S \) this implies that \( R \models \mathcal{R}_I S \) if and only if \( \text{tr}(R) \models \mathcal{I} \text{tr}(S) \).
Definition 7.4 Let $R$ and $S$ be well-formed expressions in $\mathbf{RSL}_T$ of type $\Theta_R$ and $\Theta_S = (D_S, \Gamma_S)$, respectively, $\Gamma$ a functor from $D$ to $\mathbf{SL}_T$, $\Phi$ a set of $(D, \Gamma; [\square])$-formulas and $f : \Theta_R \to \Theta_S$ an arrow in $\mathbf{Type}_T$. Then

- $\text{tr}((D, \Gamma)) = \text{colim} \Gamma$
- $\text{tr}(I_\phi R) = I_\phi \text{tr}(R)$
- $\text{tr}(T_f R) = T_{\text{tr}(f)} \text{tr}(R) + \text{colim} \Gamma_S$
- $\text{tr}(D_f S) = D_{\text{tr}(f)} \text{tr}(S)$
- $\text{tr}(R + S) = \text{tr}(R) + \text{tr}(S)$

and $\text{tr}$ maps a morphism $f$ in $\mathbf{RSL}_T$ to a morphism $\text{clim}_{\mathbf{SL}_T}(f)$ in $\mathbf{SL}_T$.

Theorem 7.5 (Correctness of $\text{tr}$) Let $R$ be an expression in $\mathbf{RSL}_T$ then

$$G^A([R]_R) = [\text{tr}(R)].$$

Proof. The proof is done by induction over the structure of $R$.

$$G^A([\Theta]_R) = G^A\left( ([\Theta], \text{Str}_{\mathbf{R}_T}( [\Theta])) \right) \quad \text{[Def. } [\square]_R \text{]}
= \left( \coprod [\Gamma]; \text{Sig}^A, \text{Str}_{\mathbf{R}_T}( [\Theta]) \right)$$

because of the definition of $G^A$ and because $\Theta = (D, \Gamma)$,

$$= \left( \coprod [\Gamma]; \text{Sig}^A, \text{Mod}^A(\text{clim}_{\mathbf{AdT}_T}( [\Theta])) \right)$$

because $\text{Str}_{\mathbf{R}_T}$ is natural isomorphic to $\text{clim}_{\mathbf{AdT}_T}: \text{Mod}^A$

$$= \text{clim}_{\mathbf{AdT}_T}( [\Theta])$$

because $(\text{Sig}^A(SP), \text{Mod}^A(SP))$ is the same as $SP$,

$$= \prod_D [\Gamma] \quad \text{[Def. clim}_{\mathbf{AdT}_T}\text{]}
= [\text{colim} \Gamma] \quad \text{[Theorem 4.12]}
= [\text{tr}(\Theta)] \quad \text{[Def. tr,]}

where $\Theta = (D, \Gamma)$. 

**Impose** Let \([R]_R = (\Theta_R, M_R)\) and \(\Sigma_R = \bigcup \Theta_R; \text{Sig}^A\).

\[
G^A([I_\Phi R]_R) = G^A((\Theta_R, \{ m \mid m \models^{R_x} \Phi, \ m \in M_R \})) \\
= (\Sigma_R, \{ m \mid m \models^{R_x} \Phi, \ m \in M_R \}) \\
= (\Sigma_R, \{ \overline{m} \mid \overline{m} \models^{x} \Phi, \ \overline{m} \in \overline{M}_R \})
\]

because \(m \models^{R_x} \Phi\) if and only \(\overline{m} \models^{x} \Phi\),

\[
= (\Sigma_R, \{ \overline{m} \mid \overline{m} \models^{x} \Phi, \ \overline{m} \in \text{Mod}^A(G^A([R]_R)))\})
\]

because \(G^A((\Theta, M_R))\) is the same as \((\Sigma_R, \overline{M}_R)\),

\[
= (\Sigma_R, \{ \overline{m} \mid \overline{m} \models^{x} \Phi, \ \overline{m} \in \text{Mod}^A([\text{tr}(R)])\})
\]

because of the induction hypotheses,

\[
= [I_\Phi \text{tr}(R)] \\
= [\text{tr}(I_\Phi R)] \quad \text{Def. } [.] \\
= [\text{tr}(I_\Phi R)] \quad \text{Def. tr.}
\]

**Union** Let \([R]_R = (\Theta, M_R), [S]_R = (\Theta, M_S)\) and \(\Sigma_{cl} = \bigcup \Theta; \text{Sig}^A\).

\[
G^A([R + S]_R) = G^A((\Theta, M_R \cap M_S)) \\
= (\Sigma_{cl}, \overline{M}_R \cap \overline{M}_S) \\
= (\Sigma_{cl}, \text{Mod}^A(G^A([R]_R)) \cap \text{Mod}^A(G^A([S]_R)))
\]

because \(G^A((\Theta, M_R)) = (\Sigma_{cl}, \overline{M}_R)\) and \(G^A((\Theta, M_S)) = (\Sigma_{cl}, \overline{M}_S)\)

\[
= (\Sigma_{cl}, \text{Mod}^A([\text{tr}(R)]) \cap \text{Mod}^A([\text{tr}(S)])
\]

because of the induction hypotheses we have \(G^A([R]_R)\) is the same as \([\text{tr}(R)]\) and \(G^A([S]_R)\) is the same as \([\text{tr}(S)]\),

\[
= [\text{tr}(R) + \text{tr}(S)] \\
= [\text{tr}(R + S)] \quad \text{Def. } [+] \\
= [\text{tr}(R + S)] \quad \text{Def. tr.}
\]

**Derive** Let \([R]_R = (\Theta_R, M_R), [f] : \Theta_S \rightarrow \Theta_R, \Sigma_S = \bigcup \Theta_S; \text{Sig}^A\) and \(\Sigma_R = \bigcup \Theta_R; \text{Sig}^A\).

\[
G^A([D_f R]_R) = G^A((\Theta_S, \{ m[f]_R \mid m \in M_R \})) \\
= (\Sigma_S, \{ m[f]_R \mid m \in M_R \}) \\
= (\Sigma_S, \{ \overline{m} \mid \overline{m} \in \text{Mod}^A([f]_R) \mid \overline{m} \in \overline{M}_R \})
\]
because \( \text{Str}_{R_x} \) is natural isomorphic to \( \text{clim}_{\text{AT}_{R_x}}; \text{Mod}^A \),

\[
= (\Sigma_S, \{ \overline{m}_{\text{at}_{R_x}[[f]]_R} | \overline{m} \in \text{Mod}^A(\text{clim}^A(\llbracket R \rrbracket_R))) \})
\]

because \( G^A(R) = (\Sigma_R, \overline{M}_R) \),

\[
= (\Sigma_S, \{ \overline{m}_{\text{tr}(f)} | \overline{m} \in \text{Mod}^A(\llbracket \text{tr}(R) \rrbracket)) \})
\]

because of the induction hypotheses,

\[
\begin{align*}
&= \llbracket D_{\text{tr}(f)} \text{tr}(R) \rrbracket \quad \text{| Def. } \llbracket \cdot \rrbracket \\
&= \llbracket \text{tr}(D_f R) \rrbracket \quad \text{| Def. tr}
\end{align*}
\]

**Translate** Let \( \llbracket R \rrbracket_R = (\Theta_R, M_R), [f] : \Theta_R \to \Theta_S, \Theta_S = (D_S, \Gamma_S), \Sigma_R = \prod \Theta_R; \text{Sig}^A \) and \( \Sigma_S = \prod \Theta_S; \text{Sig}^A \).

\[
G^A(\llbracket T_f R \rrbracket_R) = G^A((\Theta_S, \{ m | m_{[[f]]_R} \in M_R, m \in \text{Str}_{R_x}(\Theta_S) \}))
\]

\[
= (\Sigma_S, \{ \overline{m} | \overline{m}_{\text{at}_{R_x}[[f]]_R} \in \overline{M}_R, \overline{m} \in \text{Mod}^A(\text{clim}_{\text{AT}_{R_x}}(\Theta_S)) \})
\]

\[
= (\Sigma_S, \{ \overline{m} | \overline{m}_{\text{tr}(f)} \in \text{Mod}^A(G^A(\llbracket [R]_R)), \overline{m} \in \text{Mod}^A(\prod \Gamma_S) \})
\]

\[
= (\Sigma_S, \{ \overline{m} | \overline{m}_{\text{tr}(f)} \in \text{Mod}^A(\llbracket \text{tr}(R) \rrbracket), \overline{m} \in \text{Mod}^A(\prod \text{type}(S)) \})
\]

\[
= (\Sigma_S, \{ \overline{m} | \overline{m}_{\text{tr}(f)} \in \text{Mod}^A(\llbracket \text{tr}(R) \rrbracket) \cap \text{Mod}^A(\prod \text{colim type}(S)) \})
\]

\[
= (\Sigma_S, \text{Mod}^A(\llbracket (T_{\text{tr}(f)} \text{tr}(R)) \rrbracket) \cap \text{Mod}^A(\prod \text{colim type}(S)))
\]

\[
= \llbracket \text{tr}(T_f R) \rrbracket + \text{colim type}(S)
\]

\[
\llbracket \text{tr}(T_f R) \rrbracket
\]

\( \Box \)

Since \( G^A \) preserves colimits, \( \text{tr} \) commutes with the construction of colimits, that is, the abstract datatypes denoted by \( \text{tr}(\text{colim } F) \) and \( \text{colim } F; \text{tr} \) are the same.

**Theorem 7.6** Given a functor \( F \) from a finite category \( J \) to \( \text{RSL}_I \), then

\[
\llbracket \text{tr}(\text{colim } F) \rrbracket = \llbracket \text{colim } F; \text{tr} \rrbracket.
\]
PROOF.

\[
\lbrack \mathsf{tr}(\mathsf{colim} \ F) \rbrack = G^A(\lbrack \mathsf{colim} \ F \rbrack_\mathcal{R}) \quad \text{Thm. 7.5}
\]
\[
= G^A(\prod_j F; \lbrack \mathcal{U} \rbrack_\mathcal{R}) \quad \text{Thm. 4.12}
\]
\[
= \prod_j F; \lbrack \mathcal{U} \rbrack_\mathcal{R} ; G^A \quad \text{Thm. 5.26}
\]
\[
= \prod_j F; \mathsf{tr} \lbrack \mathcal{U} \rbrack \quad \text{Thm. 7.5}
\]
\[
= \lbrack \mathsf{colim} \ F; \mathsf{tr} \rbrack \quad \text{Thm. 4.12}
\]

\[\Box\]

COROLLARY 7.7 Let \( R \) and \( S \) be expressions in \( \text{RSL}_\mathcal{T} \) then

\[ R \models^{\mathcal{R}_z} S \text{ iff } \mathsf{tr}(R) \models^T \mathsf{tr}(S) \]

PROOF. By Fact 5.24 we have \( R \models^{\mathcal{R}_z} S \) if and only if \( G^A(R) \models^T G^A(S) \) and by Theorem 7.5 we get \( \mathsf{tr}(R) \models^T \mathsf{tr}(S) \).

Now we can finish the proof of Theorem 7.3.

PROOF OF THEOREM 7.3. We have

\[ \Phi \models^{\mathcal{R}_z} \Phi' \text{ if and only if } I_\Phi \Theta \models^{\mathcal{R}_z} I_\Phi' \Theta. \]

By Corollary 7.7 we have \( I_\Phi \Theta \models^{\mathcal{R}_z} I_\Phi' \Theta \) if and only if

\[ \mathsf{tr}(I_\Phi \Theta) \models^T \mathsf{tr}(I_\Phi' \Theta). \]

Because \( \mathsf{tr}(I_\Phi \Theta) = I_\Phi \mathsf{colim} \Gamma \) and \( \mathsf{tr}(I_\Phi' \Theta) = I_\Phi' \mathsf{colim} \Gamma \) we are done if we can prove

\[ I_\Phi \mathsf{colim} \Gamma \models^T I_\Phi' \mathsf{colim} \Gamma \text{ iff } I_\Phi \Sigma_{cl} + \mathsf{colim} \Gamma \models^T I_\Phi' \Sigma_{cl}. \]

Note that \( R \) and \( S \) are \( \text{RSL}_\mathcal{T} \)-expressions and not \( \text{SL}_\mathcal{R}_z \)-expressions. However, the semantics of \( \text{RSL}_\mathcal{T} \)-expressions are defined by translating them to \( \text{SL}_\mathcal{R}_z \)-expressions and therefore we can apply all the techniques developed in Section 4.3 to entailment of \( \text{RSL}_\mathcal{T} \) expressions. Then we are done by the following derivations:

\[ (\Rightarrow) \]

\[ \begin{array}{c}
I_\Phi \mathsf{colim} \Gamma \models^T I_\Phi' \mathsf{colim} \Gamma \\
\hline
I_\Phi \Sigma_{cl} + \mathsf{colim} \Gamma \models^T I_\Phi' \Sigma_{cl} + \mathsf{colim} \Gamma \\
\hline
\end{array} \]

\[ \begin{array}{c}
I_\Phi \Sigma_{cl} + \mathsf{colim} \Gamma \models^T I_\Phi' \Sigma_{cl} \\
\hline
1d \\
\hline
\end{array} \]

\[ \begin{array}{c}
I_\Phi' \Sigma_{cl} \models^T I_\Phi' \Sigma_{cl} \\
\hline
\end{array} \]

\[ \text{Cut} \]
\[(\Leftrightarrow)\]

\[
\begin{align*}
I_\phi \Sigma_{cl} + \lim \Gamma & \models^T \Gamma \\
& \overset{\text{Id}}{\rightarrow} \\
I_\phi \Sigma_{cl} + \lim \Gamma & \models^T \Gamma \\
& \overset{\text{R4}}{\rightarrow} \Gamma \\
I_\phi \Sigma_{cl} + \lim \Gamma & \models^T \Gamma \\
\end{align*}
\]

The translation of AddBirthday yields:

\[
\begin{align*}
\text{tr}(\text{AddBirthday}) &= \text{tr}(I_\phi \Theta_{AB}) \\
&= I_\phi(\text{tr}(\Theta_{AB})) \\
&= I_\phi(\lim \Gamma_{AB}),
\end{align*}
\]

where \(\lim \Gamma_{AB}\) is

\[
\begin{align*}
\text{colim} \Gamma_{AB} : \text{trait} \\
\text{includes Env} \\
\text{introduces}
\end{align*}
\]

\[
\begin{align*}
n & : \text{Name} \\
d & : \text{Name} \\
\text{known} & : \text{NameSet} \\
\text{birthday} & : \text{NameToDate} \\
\text{known'} & : \text{NameSet} \\
\text{birthday'} & : \text{NameToDate} \\
\text{asserts}
\end{align*}
\]

\[
\begin{align*}
\forall n: \text{Name} \; n \in \text{known} & \iff \text{defined(birthday, n)} \\
\forall n: \text{Name} \; n \in \text{known'} & \iff \text{defined(birthday', n)}
\end{align*}
\]

and

\[
\Phi = \{ n \notin \text{known}, \; \text{birthday'} = \text{update(birthday, n,d)} \}
\]

To show that AddBirthday \(\models^T I_{\{ n \notin \text{known} \Rightarrow n \in \text{known'} \}} \Theta_{AB}\) holds, we have to show

\[
I_\phi(\text{colim} \Gamma_{AB}) \models^T n \notin \text{known} \Rightarrow n \in \text{known'},
\]

which is implied by \(\forall n: \text{Name} \; n \in \text{known'} \iff \text{defined(birthday', n)}, \; n \notin \text{known} \) and \(\text{defined(birthday', n)}\) and the definition of \text{defined} in the trait FiniteMap, included in the environment.

\section{7.2 Refinement}

Usually an abstract datatype denotes the class of possible realizations of a software system (cf. [51, 42, 52]). By making design decisions, the class of possible realizations is refined until
one realization or a class of isomorphic realizations remain. Given a specification \( SP \), each
design decision introduces a new specification \( SP' \), a refinement of \( SP \), such that \( Mod^4(SP') \subseteq Mod^4(SP) \). In general, we have several refinement steps \( SP_1, SP_2, \ldots, SP_n \) with \( Mod^4(SP) \supseteq Mod^4(SP_1) \supseteq \cdots \supseteq Mod^4(SP_n) \). To prove that \( SP \) is a refinement of \( SP_{i-1} \), we have to show that \( SP_i \models SP_{i-1} \). Of course, for a specification to be sensible, we require that \( Mod^4(SP) \) is not empty.

A software component \( m \) is correct with respect to a specification \( SP \) if \( m \) is a model of \( SP \). Let \( p[m] \) be a program that uses the software component \( m \). Then \( p \) is correct with respect to specifications \( SP' \) and \( SP \) if whenever \( m \) is a model of \( SP' \), then \( p[m] \) is a model of \( SP \).

In contrast, an abstract datatype in the institution \( \mathcal{R}_I \) denotes one relation and not a class of relations. Therefore the notion of refinement does not apply directly to objects from \( \text{AdT}_{\mathcal{R}_I} \). To apply the above notion of refinement, we use a function \( \text{spec} \) which given a relation \( R \) yields a set of relations \( \text{spec}(R) \). Then a relation \( S \) refines a relation \( R \) if \( \text{spec}(S) \subseteq \text{spec}(R) \).

In principle, the choice of the set \( \text{spec}(R) \) can be arbitrary because if \( p \) is proved correct with respect to \( \text{spec}(S) \) and \( \text{spec}(R) \), then for any relation \( S' \) in \( \text{spec}(S) \) the result of \( p[S'] \) is in \( \text{spec}(R) \) regardless how \( \text{spec} \) is defined. For example, an extreme case is to define \( \text{spec}(R) \) as \( \{R\} \).

The usual definition for \( \text{spec}(R) \) is as the set of all relations \( R' \) such that \( R \) can be substituted by \( R' \) in any context where \( R \) can be used. If \( R' \) can substitute \( R \) in all contexts, we call \( R' \) a simulation of \( R \) and write \( R' \sqsubseteq R \). We get different sets \( \text{spec}(R) \) depending on the meaning of “context” and “\( R \) can be substituted by \( R' \)”. For example, compare the definition of Hehner [37], where \( R' \sqsubseteq R \) if \( R' \) is a subset of \( R \), with the definition of \( \sqsubseteq \) below. Usually one requires \( \sqsubseteq \) to be a partial order, that is, \( \sqsubseteq \) is reflexive and transitive.

Note that, if \( \text{spec}(R) \) is defined as \( \{R' \mid R' \sqsubseteq R\} \) where \( \sqsubseteq \) is a partial order, then proving that \( S \) is a refinement of \( R \), that is \( \text{spec}(S) \) is a subset of \( \text{spec}(R) \), can be simplified to proving \( S \sqsubseteq R \), and, similarly, it suffices to show that \( p[S] \sqsubseteq R \) to show that a program \( p \) is correct with respect to \( \text{spec}(S) \) and \( \text{spec}(R) \).

The problem in defining \( \sqsubseteq \) is to determine what the context where a relation can be used in is and what does it mean that \( R' \) can substitute \( R \) in that context. In the following we use the most common approach [39, 36, 46, 40, 57], where a context is a program \( p \) which is viewed as partial, non-deterministic function from some input values \( I \) to some output values \( O \). A program \( p' \) implements a program \( p \), denoted by \( p' \leq p \), if \( p' \) is defined on the same input values as \( p \) and produces correct output values, that is, if \( o \) is a possible output value of \( p' \) for a given input value then \( o \) is also a possible output value of \( p \) for the same input value. Then \( R' \sqsubseteq R \) holds if for all programs \( p[R] \) that use \( R \), \( R' \) can be used instead of \( R \), and \( p[R'] \) is an implementation of \( p[R] \). Note that \( \leq \), and therefore \( \sqsubseteq \), are reflexive and transitive and that \( \sqsubseteq \subseteq \leq \) because \( R \) itself can be viewed as the program \( p[R] \equiv R \).

In the literature, e.g. [39, 36, 46], it is shown that \( \sqsubseteq \) is the same as \( \leq \) for a suitable class of programming languages. Suitable means, for example, that a program \( p[R] \) can use a relation
7.2 Refinement

R as a component only as a partial, non-deterministic function \( f_R \), that is, if \( R \) is a relation \( R \subseteq I \times O \), then \( f_R \) is a partial, non-deterministic function from \( I \) to \( O \) such that \( f_R \) is defined for all values \( i \) in the domain of \( R \) and if \( f_R(i) \) returns the value \( o \), then \( (i, o) \in R \). However, it is not possible for \( p \) to have access to all possible outcomes of \( f_R \), that is, the set \( R(i) = \{ o \mid (i, o) \in R \} \).

As a counter-example consider the program

\[
p[R] \equiv \text{if } R(1) = \{1, 2\} \text{ then } 1 \text{ else } 2.
\]

Let \( R' = \{(1, 1)\} \) and \( R = \{(1, 1), (1, 2)\} \), although \( R' \subseteq R \), we have \( p[R'] \not\subseteq p[R] \) since \( p[R] \) yields the relation \( \{(i, 2) \mid i \in I\} \) while \( p[R'] \) yields the relation \( \{(i, 1) \mid i \in I\} \).

Thus, for the rest of this section we assume that relations are interpreted as partial, non-deterministic functions and that \( \subseteq \) = \( \leq \). Then \( R' \subseteq R \) if \( \text{dom}(R) \subseteq \text{dom}(R') \) and \( R'(i) \subseteq R(i) \) for all \( i \in \text{dom}(R) \) where \( \text{dom}(R) \) is the set of all input values of \( R \) for which there exists an output value, that is, \( \text{dom}(R) = \{ i \mid \exists o \ (i, o) \in R \} \). Let \( S \) be a set, then \( R|_S \) denotes the restriction of the domain of \( R \) to \( S \), that is, \( R|_S = \{(i, o) \mid \exists o \ (i, o) \in R, i \in S\} \). Then we have \( R' \subseteq R \) if and only if

\[
\text{dom}(R) \subseteq \text{dom}(R') \text{ and } R'|_{\text{dom}(R)} \subseteq R.
\]

In the framework of this thesis we are dealing with relations \( R = (\Theta_R, M_R) \) of type \( \Theta_R = \langle I_1 \times \ldots \times I_n \times O_1 \times \ldots \times O_n \rangle_{\text{Env}} \) where \( \Theta_i = \langle I_1 \times \ldots \times I_n \rangle \) is the input type of \( R \) and \( \Theta_o = \langle O_1 \times \ldots \times O_m \rangle_{\text{Env}} \) is the output type of \( R \). Let \( f_i \) be the injection of \( \Theta_i \) in \( \Theta_R \) and \( f_o \) the injection of \( \Theta_o \) in \( \Theta_R \). Then we define

\[
\text{dom}(R) = D_{f_i} R.
\]

As an example consider the Push operation on stacks. Push has the type

\[
\langle [e : E] \times \text{Stack} \times \text{Stack} \rangle_E.
\]

The morphism \( f_i \) from \( \langle [e : E] \times \text{Stack} \rangle_E \) to \( \text{type(Push)} \) maps \( [e : E] \) to \( [e : E] \) and Stack to the first Stack component. Then the domain of Push is a relation of type \( \Theta_i = \langle [e : E] \times \text{Stack} \rangle_{\text{Env}} \) given by

\[
\text{dom(Push)} = D_{f_i} \text{Push}.
\]

Let \( S \) be of type \( \Theta_i \) then we define

\[
R|_S = T_{f_i} S + R.
\]

\( T_{f_i} S \) describes the relation \( \{ m \in \text{Str}_{\mathcal{K}}(\Theta_R) \mid m|_{f_i} \in \text{Mod}^A(S) \} \), that is, the domain of \( T_{f_i} S \) is \( S \) and the output values are all possible output values. Then the union of \( T_{f_i} S \) with \( R \) is the relation \( R \) with its domain restricted to \( S \).

Now we can formulate \( R' \subseteq R \) as an entailment of relations as follows:
**Definition 7.8 (Simulation)** Given relations $R'$ and $R$ of type

$$\Theta_R = \langle I_1 \times \ldots \times I_n \times O_1 \times \ldots \times O_m \rangle_{\text{Env}}.$$  

$R'$ simulates $R$, denoted by $R' \sqsubseteq R$, if

1. $\text{dom}(R) \vdash^{\text{R}_{x}} \text{dom}(R')$
2. $R'|_{\text{dom}(R)} \vdash^{\text{R}_{x}} R$

We prove that simulation is a preorder as an example of the use of the inference system of Section 4.3.

**Theorem 7.9** Simulation $\sqsubseteq$ is a preorder.

**Proof.** We have to show that $\sqsubseteq$ is reflexive and transitive.

For reflexivity we have to show $\text{dom}(R) \vdash^{\text{R}_{x}} \text{dom}(R)$ and $R'|_{\text{dom}(R)} \vdash^{\text{R}_{x}} R$. The first condition is trivial and the second condition also if rewritten as $T_f D_f R + R \vdash^{\text{R}_{x}} R$.

For transitivity we have to show that $S' \sqsubseteq R$ if $S' \sqsubseteq S$ and $S \sqsubseteq R$. Thus we have to show $D_f R \vdash^{\text{R}_{x}} D_f S'$ and $T_f D_f R + S' \vdash^{\text{R}_{x}} R$. Since $S' \sqsubseteq S$ we have $D_f S \vdash^{\text{R}_{x}} D_f S'$ and therefore

$$\frac{D_f R \vdash D_f S \quad D_f S \vdash D_f S'}{D_f R \vdash D_f S'} \quad \text{Cut}$$

Because $S' \sqsubseteq S$, we have $T_f D_f S + S' \vdash^{\text{R}_{x}} S'$, and then we get

$$\frac{T_f D_f S + S' \vdash S \quad M3'}{T_f D_f R + T_f D_f S + S' \vdash T_f D_f R + S} \quad \frac{T_f D_f R + S \vdash R \quad \text{Cut}}{T_f D_f R + T_f D_f S + S' \vdash R}$$

and

$$\frac{D_f R \vdash D_f S}{T_f D_f R \vdash T_f D_f S} \quad \text{LA}$$

Using the following derived rule (*)

$$\frac{\text{Sp}_1 + \text{Sp}_2 + \text{Sp}_3 \vdash \text{Sp}_3 \quad \text{Sp}_1 \vdash \text{Sp}_2}{\text{Sp}_1 + \text{Sp}_4 \vdash \text{Sp}_3}$$

we get

$$\frac{T_f D_f R + T_f D_f S + S' \vdash R \quad T_f D_f R \vdash T_f D_f S \quad (*)}{T_f D_f R + S' \vdash R}$$
The derivation for rule (*) is:

\[
\frac{\text{SP}_1 \vdash \text{SP}_2}{\text{SP}_1 + \text{SP}_4 + \text{SP}_1 \vdash \text{SP}_1 + \text{SP}_4 + \text{SP}_2} \quad \text{SP}_1 + \text{SP}_2 \vdash \text{SP}_3 \quad \text{Cut}
\]

\[
\frac{\text{SP}_1 + \text{SP}_4 + \text{SP}_1 \vdash \text{SP}_3}{\text{SP}_1 + \text{SP}_4 \vdash \text{SP}_3}
\]

\[\square\]

7.3 Data-Refinement

The following section extends the notion of refinement of relations to refinement of abstract machines. Consider an abstract machine \( \mathcal{A} = (\text{St}_A, I_A, \mathcal{A}_O) \) of signature \( \Sigma = (\text{Env}, I, O, \tau) \). Similar to the previous section, we have the problem that, to talk about the refinement of \( \mathcal{A} \), we have to define the class \( \text{spec}(\mathcal{A}) \) of abstract machines for a given abstract machine \( \mathcal{A} \). One way to define \( \text{spec}(\mathcal{A}) \) is to extend the definition of \( \subseteq \) to abstract machines. For an abstract machine \( \mathcal{C} = (\text{St}_C, I_C, \mathcal{C}_O) \) we have \( \mathcal{C} \subseteq \mathcal{A} \) if and only if \( \text{St}_C = \text{St}_A, I_C = I_A, \) and \( \text{op}_C \subseteq \text{op}_A \) for all \( o \in O \). Then \( \text{spec}(\mathcal{A}) = \{ \mathcal{C} \mid \mathcal{C} \subseteq \mathcal{A} \} \).

However, this definition does not take into account the fact that the state of an abstract machine is only accessible by the operations of that abstract machine. That is, there may be abstract machines \( \mathcal{C} \) and \( \mathcal{A} \) for which \( \mathcal{C} \subseteq \mathcal{A} \) does not hold, but which cannot be distinguished by programs \( p \), that is, \( p[\mathcal{C}] \leq p[\mathcal{A}] \) holds for all programs \( p \). As in the previous section \( p[\mathcal{A}] \) and \( p[\mathcal{C}] \) are programs whose semantics are non-deterministic, partial functions between input and output. The differences to the previous section are that the programs may refer to complete abstract machines instead of single relations only and that \( \subseteq \) now compares abstract machines while \( \leq \) still compares non-deterministic, partial functions.

Therefore we can weaken the above definition and get:

**Definition 7.10 (Simulation II)**

Let \( \mathcal{A} \) and \( \mathcal{C} \) be two abstract machines of signature \( (\text{Env}, I, O, \tau) \), then \( \mathcal{C} \) simulates \( \mathcal{A} \), denoted by \( \mathcal{C} \subseteq \mathcal{A} \), if there exists a relation \( \text{Sim} \) of type \( \langle \text{St}_A \times \text{St}_C \rangle_{\text{Env}} \) such that \( I_C \models \tau \text{Sim}(I_A) \) and for all operations \( o \in O \):

1. \( \text{Sim}_i(\text{dom}(\text{op}_A)) \models \tau \text{Sim}(\text{dom}(\text{op}_C)) \)
2. \( (\text{Sim}_i; \text{op}_C)|_{\text{dom}(\text{op}_A)} \models \tau \text{Sim}_o; \text{Sim}_o \)

where \( \text{Sim}_i \) is the extension of \( \text{Sim} \) to a relation of type

\[ \langle I_1 \times \ldots \times I_n \times \text{St}_A \times \text{St}_C \times I_1 \times \ldots \times I_n \rangle \]

by the identity on the inputs. If \( \tau(\text{op}) = \langle I_1 \times \ldots \times I_n \rangle \rightarrow \langle O_1 \times \ldots \times O_m \rangle \), then \( \text{Sim}_i \) is the colimit of \( \text{Id}_{I_1}, \ldots, \text{Id}_{I_n} \) and \( \text{Sim} \) with respect to the identity on the environment. Similarly, \( \text{Sim}_o \) is the colimit of \( \text{Sim} \) and \( \text{Id}_{O_1}, \ldots, \text{Id}_{O_m} \).
The second condition can be depicted by:

\[
I_1 \times \ldots \times I_n \times \text{dom}(\text{op}_A) \xrightarrow{\text{Sim}_A} \text{St}_A \times O_1 \times \ldots \times O_m
\]

\[
I_1 \times \ldots \times I_n \times \text{St}_C \xrightarrow{\text{op}_C} \text{St}_C \times O_1 \times \ldots \times O_m
\]

Note that Sim is a relation between abstract and concrete state values instead of a function from the concrete state space to the abstract state as, for example, in the seminal work of Hoare [39]. However, later work by Nipkow [46], Schoett [55], and He, Hoare and Sanders [36] have shown that \( A \) may be biased towards a particular implementation (cf. Section 6.2), that is, some states in \( \text{St}_A \) cannot be distinguished by the operations in \( A \). In this case one concrete state may be related to several indistinguishable abstract states.

Note also that not every concrete state value needs to be related to an abstract state value since some of the states of \( \text{St}_C \) may not be reachable from the initial states and the operations of \( C \).

In general, choosing the empty relation for Sim will not work because Sim has to relate at least the initial states of \( A \) to the initial states of \( C \).

It was shown by He et al [36] and Nipkow [46] that simulation is sound and complete with respect to implementation, that is, \( C \subseteq A \) if and only if \( p[C] \leq p[A] \) for all programs \( p \) provided that the programming language ensures the encapsulation principle.

### 7.4 An Example of Data-Refinement

As a non-trivial example of doing proofs using the methods introduced in this chapter and Chapter 4, we show that the abstract machine \( SI \) of a stack is a correct refinement of the abstract machine \( S \) introduced in Chapter 6.

The abstract machine \( SI \) uses the abstract machine \( C \) of a counter and an abstract machine \( A \) of an array to implement its operations.

**Counter** The abstract machine \( C \) of a counter has the following signature:

\[
(\text{Env}, \text{Zero}, \{\text{Inc} : <> \rightarrow <>, \text{Dec} : <> \rightarrow <>\})
\]

The elements of the state space \( \text{St}_C \) of the counter have a state component \( c \) of type \( N \). We assume that the specification \( \text{Nat} \) (cf. Section 5.1) is part of the environment \( \text{Env} \).

\[
\text{St}_C : \text{trait}
\]

\[
\text{includes Env}
\]

\[
\text{introduces} \ c : N
\]

In the initial states \( \text{Zero}_C \), \( c \) is set to the constant \( \text{zero} \) of sort \( N \).
7.4 An Example of Data-Refinement

Zero : <Stc>
   includes Counter
   asserts c = zero

The increment operation is given by

$$\text{Inc}_c = I_{\text{succ}(c)-c} <\text{St}_c \times \text{St}_c>_{\text{Env}}.$$  

The decrement operation decrements c only if c is not zero and is defined by

$$\text{Dec}_c = I_{c \neq \text{zero}, \text{succ}(c)-c} <\text{St}_c \times \text{St}_c>_{\text{Env}}.$$  

Array The abstract machine $\mathcal{A}$ of an array has an operation to update the array at a position $i$ with a new value $v$ and an operation to return the value of the array at a given position. Thus the signature of $\mathcal{A}$ is

$$(\text{Env}, \text{Empty}, \{ \text{Update} :<[i:N] \times [v:E]> \rightarrow <>, \text{Get} :<[i:N]> \rightarrow<[v:E]> \})$$

We assume that Env contains a sort $E$ and that Nat is part of Env. The state $\text{St}_A$ of $\mathcal{A}$ is similar to the state of the dictionary defined in Section 6.1. $\text{St}_A$ has two functions map and dom as components. If dom$(i)$ is true, map$(i)$ yields the value of the array at position $i$. In the empty array, the function dom always yields false.

$\text{St}_A : \text{trait}$
   includes Env
   introduces
      map : $N \rightarrow E$
      dom : $N \rightarrow \text{Bool}$

$\text{Empty}_A : \text{trait}$
   includes $\text{St}_A$
   asserts $\forall n : N \rightarrow \text{dom}(n)$

The update operation changes the function map such that map$(i) = v$ is true and for all other $j \neq i$ map$(i)$ remains the same.

$\text{Update}_A :<[i:N] \times [v:E] \times \text{St}_A \times \text{St}_A>$
   asserts $\forall n : N \rightarrow \text{map}'(n) = \text{if } n = i \text{ then } v \text{ else } \text{map}(n)$
   $\forall n : N \rightarrow \text{dom}'(n) \Leftrightarrow n = i \vee \text{dom}(n)$

The get operation returns the value $v$ for an index value $i$

$\text{Get}_A :<[i:N] \times \text{St}_A \times \text{St}_A \times [v:E]>$
   asserts $\text{dom}(i)$
      $\forall n : N \rightarrow \text{map}'(n) = \text{map}(n)$
      $\forall n : N \rightarrow \text{dom}'(n) = \text{dom}(n)$
      $v = \text{map}(i)$
Stack Implementation  In Chapter 6 we have given the definition of an abstract machine of a stack $S$. Here we define another abstract machine for a stack $\mathcal{SI}$, based on the abstract machine $\mathcal{C}$ of a counter and $\mathcal{A}$ of an array.

The state space of $\mathcal{SI}$ is the pushout of the state spaces for the counter and the array with respect to the environment $\text{Env}$ and inclusions $\iota_1 : \text{Env} \to \text{St}_\mathcal{C}$ and $\iota_2 : \text{Env} \to \text{St}_\mathcal{A}$ such that all values smaller than the value of the counter have a value associated by the array.

$$\text{St}_{\mathcal{SI}} = I_{\{ \forall n : \text{Env} \to \text{dom}(n) \}}(\text{St}_\mathcal{C} +_{(\iota_1, \iota_2)} \text{St}_\mathcal{A}).$$

For simplicity we assume that the environment of $\mathcal{C}$ and $\mathcal{A}$ and are the same. If this is not the case, one can always use the translate operation to adapt the environments.

The initial states $\text{Empty}_{\mathcal{SI}}$ of the stack are basically given by the pushout of the initial states of the counter and the array with respect to the inclusions $\epsilon_1 : <\text{Env}>\text{Env} \to \text{St}_\mathcal{C}$ and $\epsilon_2 : <\text{Env}>\text{Env} \to \text{St}_\mathcal{A}$. However, the result type of $\text{Zero}_\mathcal{C} +_{(\epsilon_1, \epsilon_2)} \text{Empty}_\mathcal{A}$ is $<\text{St}_\mathcal{C} +_{(\iota_1, \iota_2)} \text{St}_\mathcal{A}>\text{Env}$, which does not include that state-invariant $\{ \forall n : n < c \Rightarrow \text{dom}(n) \}$. Thus we have to translate the pushout of $\text{Zero}_\mathcal{C}$ with $\text{Empty}_\mathcal{A}$ by $\sigma_c$, the inclusion of $<\text{St}_\mathcal{C} +_{(\iota_1, \iota_2)} \text{St}_\mathcal{A}>\text{Env}$ into $<\text{St}_{\mathcal{SI}} >\text{Env}$, yielding

$$\text{Empty}_{\mathcal{SI}} = T_{\sigma_c}(\text{Zero}_\mathcal{C} +_{(\epsilon_1, \epsilon_2)} \text{Empty}_\mathcal{A}).$$

Similarly, the push operation can be given as the pushout of the increment operation on counters and the update operation on arrays:

$$\text{Push}_{\mathcal{SI}} = T_{\sigma_{\text{inc}}}(\text{Inc}_\mathcal{C} +_{(\iota_1, \iota_2)} \text{Update}_\mathcal{A}).$$

The parameter $[i : N]$ of the update operation is given by the pre-state of the increment operation. Thus the $\text{Type}_{\mathcal{SI}}$-morphism $p_{s_1}$ has domain $<[i : N] \times \text{Env} \times \text{Env}>\text{Env}$ and codomain $<\text{St}_\mathcal{C} \times \text{St}_\mathcal{C}>$, mapping $[i : N]$ and the first Env to the first $\text{St}_\mathcal{C}$. The morphism $p_{s_2}$ has the same domain as $p_{s_1}$ and codomain $<[i : N] \times [e : E] \times \text{St}_\mathcal{A} \times \text{St}_\mathcal{A}>$, mapping $[i : N]$ to $[i : N]$, the first Env to the first $\text{St}_\mathcal{A}$ and the second Env to the second $\text{St}_\mathcal{A}$. Thus we get the following pushout diagram:

Note that $p_{s_1}$ maps $[i : N]$ and the first Env to the same $\text{St}_\mathcal{C}$ implies that the co-cone morphism $p_{s'_1}$ identifies the argument $[i : N]$ of the update operation with the $c : N$ component of the counter. This means that the first input to the update operation is provided by the pre-state of increment operation.
As with $\text{Empty}_{ST}$, we have to add the state-invariant to the pre- and post-states of the push operation by translating $\text{Inc}_C +_{(p_1,p_2)} \text{Update}_A$ by $\sigma_{p_3}$, where $\sigma_{p_3}$ is the inclusion of $<[e:E] \times \text{St}_C +_{(i_1,i_2)} \text{St}_A \times \text{St}_C +_{(i_1,i_2)} \text{St}_A>_{\text{Env}}$ into $<[e:E] \times \text{St}_{SI} \times \text{St}_{SI} >_{\text{Env}}$.

The normal-form of the push operation is

$$\text{Push}_{SI} : [v:E] \times \text{St}_{SI} \times \text{St}_{SI}$$

asserts

$$c' = \text{succ}(c)$$

$$\forall n : \mathbb{N} \quad \text{map}'(n) = (\text{if } n = i \text{ then } v \text{ else map}(n))$$

$$\forall n : \mathbb{N} \quad \text{dom}'(n) \iff n = i \lor \text{dom}(n)$$

The pop operation removes the top element from the stack and returns it in $v$. The pop operation is defined using the pushout of the decrement and the get operations. This time the $c : \mathbb{N}$ component of the post-state of the counter is identified with the $i : \mathbb{N}$ argument of the get operation:

$$\text{Pop}_{SI} = T_{\sigma_{p_0}}(\text{Dec}_C +_{(p_0_1,p_0_2)} \text{Get}_A).$$

The morphisms $p_{0_1}$ and $p_{0_2}$ form the following pushout diagram:

$$\begin{array}{ccc}
<\text{St}_C +_{(i_1,i_2)} \text{St}_A \times \text{St}_C +_{(i_1,i_2)} \text{St}_A \times [v:E] >_{\text{Env}} & <[i:N] \times \text{St}_A \times \text{St}_A \times [e:E] >_{\text{Env}}
\end{array}$$

$$\begin{array}{c}
<\text{St}_C \times \text{St}_C >_{\text{Env}}
\end{array}$$

$$\begin{array}{c}
<[i:N] \times \text{Env} \times \text{Env} >_{\text{Env}}
\end{array}$$

$p_{0_1}$ maps $[i:N]$ and the second Env to the second $\text{St}_C$ and $p_{0_2}$ maps $[i:N]$ to $[i:N]$ and the first Env to the first $\text{St}_A$ and the second Env to the second $\text{St}_A$.

$\sigma_{p_0}$ is again the inclusion of

$$<\text{St}_C +_{(i_1,i_2)} \text{St}_A \times \text{St}_C +_{(i_1,i_2)} \text{St}_A \times [v:E] >_{\text{Env}}$$

into

$$<\text{St}_{SI} \times \text{St}_{SI} \times [e:E] >_{\text{Env}}.$$
Proof of Refinement

To show that $SI$ is a refinement of $S$, we have to provide a simulation $\text{Sim}$ of type $<\text{St}_S \times \text{St}_{SI}>_{\text{Env}}$. The relation $\text{Sim}$ is defined with the help of a function $\alpha : N \rightarrow \text{Stack}$, where $\alpha(n)$ is the stack consisting of the first $n-1$ entries of $\text{map}$. Then the relation between $\text{St}_S$ and $\text{St}_{SI}$ is established by the equation $s = \alpha(c)$.

Formally $\text{Sim}$ is defined as $D_a(\text{Alpha} + \text{Sim}')$ where $\text{Alpha}$ defines the function $\alpha$ and $\text{Sim}'$ relates $c$ to $s$:

$\text{Alpha} : \Theta_{\text{Alpha}}$
asserts
$\alpha(\text{zero}) = \text{empty}$
$\forall n: \text{Nat} \quad \text{succ}(n) \leq c \Rightarrow \alpha(\text{succ}(n)) = \text{push}(\text{map}(n), \alpha(n))$

$\text{Sim}' : \Theta_{\text{Alpha}}$
asserts
$s = \alpha(c)$

The type $\Theta_{\text{Alpha}}$ is

$$
\Theta_{\text{Alpha}} = \text{St}_{SI} \\
\text{Env}
$$

with $\alpha$ being the inclusion of $<\text{St}_S \times \text{St}_{SI}>_{\text{Env}}$ into $\Theta$.

To facilitate the following refinement proofs we use the following lemma:

**Lemma 7.11**

$$<\text{St}_S \times \text{St}_{SI}>_{\text{Env}} \models^R_{\text{I}} D_a \text{Alpha}$$

**Proof.** We have to show that each $<\text{St}_S \times \text{St}_{SI}>_{\text{Env}}$-structure $(m_1, m_2)$ can be extended to an element $m$ of $\text{Str}_{R^I}(\Theta)$ such that $m|_a = (m_1, m_2)$ and $m \models^R_{\text{I}} \text{Alpha}$. What we have to do is to define the appropriate function $m(\alpha) : m_1(N) \rightarrow m_1(N)$. Note that because $(m_1, m_2) \in \text{Str}_{R^I}(<\text{St}_S \times \text{St}_{SI}>_{\text{Env}})$ and $N$ is a sort in $\text{Env}$ we have $m_1(N) = m_2(N)$. Provided that $\text{Env}$ restricts the interpretations of the sort $N$ to be isomorphic to the natural numbers, the equations used in $\text{Alpha}$ can be viewed as a functional program defining $m(\alpha)$ for each pair $(m_1, m_2)$ in $\text{Str}_{R^I}(<\text{St}_S \times \text{St}_{SI}>_{\text{Env}})$. \qed

**Initial States**

For the initial states of $S$ and $SI$ we have to show

$$\text{Empty}_{SI} \models^R_{\text{I}} \text{Sim}(\text{Empty}_S)$$
This means that given a model $m$ of $\text{Empty}_{SI}$, we have to find a pair $(m_1, m_2)$ such that $m_1 = m$, $m_2$ is model of $\text{Empty}_S$ and $(m_1, m_2)$ is a model of $\text{Sim}$.

However, we prove a stronger result:

1. for each model $m$ of $\text{Empty}_{SI}$ there exists a pair $(m_1, m_2)$ such that $m_1 = m$ and $m_2$ is a model of $\text{Empty}_S$ and

2. for all models $m$ of $\text{Empty}_{SI}$ and models $m_2$ of $\text{Empty}_S$, the pair $(m, m_2)$ is a model of $\text{Sim}$.

The first condition is formally written as

$$\text{Empty}_{SI} \vdash^{R_I} D_f T_f \text{Empty}_S,$$

where $f$ is the inclusion of $<\text{St}_{SI}>$ into $<\text{St}_S \times \text{St}_{SI}>$ and $f'$ is the inclusion of $<\text{St}_S>$ into $<\text{St}_S \times \text{St}_{SI}>$. The second condition is

$$T_f \text{Empty}_{SI} + T_f' \text{Empty}_S \vdash^{R_I} \text{Sim}.$$

This decomposition is an instance of Rule R3 because the original proof obligation can be rewritten as

$$\text{Empty}_{SI} \vdash^{R_I} D_f (\text{Sim} + T_f' \text{Empty}_S),$$

using the definition of instantiation.

To show that $\text{Empty}_{SI} \vdash^{R_I} D_f T_f' \text{Empty}_S$, we observe that $f$ and $f'$ are the co-cone morphisms of the following pushout:

$$\begin{array}{c}
\text{Empty}_{SI} \times \text{St}_{SI} \\
\downarrow f' \quad \downarrow f \\
\text{St}_S \times \text{St}_S \\
\downarrow g \quad \downarrow g' \\
\text{Empty}_{SI} \\
\end{array}$$

where $<>_{\text{Env}}$ denotes the type $(1, \Theta_{\text{Env}} : 1 \rightarrow \text{SL}_I)$ with $\Theta_{\text{Env}}(1) = \text{Env}$. Using the equalities of Fact 4.9 we can rewrite our proof obligation as $\text{Empty}_{SI} \vdash^{R_I} T_f' D_g \text{Empty}_S$ and using Rule R5 we have to show

$$D_g \text{Empty}_{SI} \vdash^{R_I} D_g \text{Empty}_S.$$ 

This means that given a model $m$ of $\text{Empty}_{SI}$, we have to show that $m|_{g'}$, call it $m_{\text{Env}}$, can be extended to some model $m'$ of $\text{Empty}_S$ such that $m'|_{g'} = m_{\text{Env}}$. We are done, if we can show that any model $m_{\text{Env}}$ of $\text{Env}$ can be extended to a model $m'$ of $\text{Empty}_S$ such that $m'|_g = m_{\text{Env}}$, that is, if we can show

$$<>_{\text{Env}} \vdash^{R_I} D_g \text{Empty}_S.$$


because we have $D_g\emptyset_S \vdash_{R^x} \langle \rangle_{\text{Env}}$ by Rule R1. By the definition of $\emptyset_S$ we thus have to show:

$$\langle \rangle_{\text{Env}} \vdash_{R^x} D_g \{s \gets \text{empty}\} S \emptyset_S.$$  

Let $m_{\text{Env}}$ be a model of $\langle \rangle_{\text{Env}}$ then define $m'$ by $m'|_g = m_{\text{Env}}$ and $m'(s) = m'(\text{empty}) = m_{\text{Env}}(\text{empty})$. Then $m'$ satisfies $s = \text{empty}$ and thus $m'$ is a model of $\emptyset_S$. Therefore we have $\langle \rangle_{\text{Env}} \vdash_{R^x} D_g \{s \gets \text{empty}\} S \emptyset_S$. Since we have trivially completed our inference system (cf. Section 4.5) we get $\langle \rangle_{\text{Env}} \vdash_{R^x} D_g \{s \gets \text{empty}\} S \emptyset_S$.

In the next step we have to show that $T_f \emptyset_S + T_p \emptyset_S \vdash_{R^x} \text{Sim}$ holds. Given the definition of Sim as $D_a(\text{Alpha} + \text{Sim}')$, we can use again Rule R3 to decompose our proof obligation into

1. $T_f \emptyset_S + T_p \emptyset_S \vdash_{R^x} D_a \text{Alpha}$ and
2. $T_a(T_f \emptyset_S + T_p \emptyset_S) + \text{Alpha} \vdash_{R^x} \text{Sim}'$.

1. is a consequence of Lemma 7.11 and for 2. we note that

- $T_f \emptyset_S + T_p \emptyset_S \vdash_{R^x} I\{s \gets \text{empty}\} \Theta$,
- $T_f \emptyset_S + T_p \emptyset_S \vdash_{R^x} I\{c \gets \text{zero}\} \Theta$ and
- $T_f \emptyset_S + T_p \emptyset_S \vdash_{R^x} I\{\alpha(\text{zero}) \gets \text{empty}\} \Theta$

because the formula $s = \text{empty}$ is included in the definition of $\emptyset_S$, the formula $c = \text{zero}$ is included in the definition of $\text{Zero}_C$ and $\alpha(\text{zero}) = \text{empty}$ is part of the definition of Alpha. Since Sim' = $I\{s \gets \alpha(c)\} \Theta_{\text{Alpha}}$ and using Rule L8, we are done if we can show that

$$\{s = \text{empty}, c = \text{zero}, \alpha(\text{zero}) = \text{empty}\} \vdash_{R^x} \{s = \alpha(c)\}.$$  

Using Theorem 7.1 it suffices if we can show

$$\{s = \text{empty}, c = \text{zero}, \alpha(\text{zero}) = \text{empty}\} \vdash^C \{s = \alpha(c)\},$$  

which is easy to see.

Operations

Next we have to show for the operations $\text{Push}$ and $\text{Pop}$:

$$\text{Sim}_i(\text{dom}(\text{Push}_S)) \vdash_{R^x} \text{dom}(\text{Push}_S)$$

$$(\text{Sim}_i; \text{Push}_S)|_{\text{dom}(\text{Push}_S)} \vdash_{R^x} \text{Push}_S; \text{Sim}_o$$

and

$$\text{Sim}_i(\text{dom}(\text{Pop}_S)) \vdash_{R^x} \text{dom}(\text{Pop}_S)$$

$$(\text{Sim}_i; \text{Pop}_S)|_{\text{dom}(\text{Pop}_S)} \vdash_{R^x} \text{Pop}_S; \text{Sim}_o$$

As an example, we give the proof for Pop.
Entailment of Preconditions

Step 1  First we have to prove

\[ \text{Sim}_i(\text{dom}(\text{Pop}_S)) \vdash^R_i \text{dom}(\text{Pop}_{SI}). \]

By applying the definition of \text{dom} this is the same as

\[ \text{Sim}_i(\text{dom}(\text{Pop}_S)) \vdash^R_i \text{Pop}_{SI}, \]

where \( p_{\omega_i} \) maps \(<\text{St}_{SI}>\) to the first component of \(<\text{St}_{SI} \times \text{St}_{SI} \times [v : E]>\).

That is, for each model \( m \) of \( \text{Sp} = \text{Sim}_i(\text{dom}(\text{Pop}_S)) \) we have to show that there exists a triple of structures \((m_1, m_2, m_3)\), such that \( m_1 = m \) and \((m_1, m_2, m_3)\) is a model of \( \text{Pop}_S \).

To this end we define a relation \( \text{Sp}_1 \) such that each \(<\text{St}_{SI}>_{\text{env}}\)-structure \( m \) can be extended to a model \((m, m_2, m_3)\) of \( \text{Sp}_1 \), that is, we prove

\[ <\text{St}_{SI}> \vdash^R_i T_{p_{\omega_i}} \text{Sp}_1, \]

and show that each model of \( T_{p_{\omega_i}} \text{Sp} + \text{Sp}_1 \) is also a model of \( \text{Pop}_S \), that is,

\[ T_{p_{\omega_i}} \text{Sp} + \text{Sp}_1 \vdash^R_i \text{Pop}_{SI}. \]

This procedure is justified by Rule R3, if we let \( \text{Sp}' \) in Rule R3 be \( T_{p_{\omega_i}} \text{Sp} + \text{Sp}_1 \). Then \( \text{Sp} \vdash^R_i T_{p_{\omega_i}}(T_{p_{\omega_i}} \text{Sp} + \text{Sp}_1) \) is implied by \(<\text{St}_{SI}> \vdash^R_i D_{p_{\omega_i}} \text{Sp}_1\) using monotonicity of union and the equalities of Fact 4.9.

\( \text{Sp}_1 \) is given by

\[ \begin{align*}
\text{sp}_1 : & <\text{St}_{SI} \times \text{St}_{SI} \times [v : E]> \\
\text{asserts} & \quad c' = \text{pred}(c) \\
& \quad v = \text{map}(c) \\
& \quad \forall n : N \quad \text{map}'(n) = \text{map}(n) \\
& \quad \forall n : N \quad \text{dom}'(n) \leftrightarrow \text{dom}(n)
\end{align*} \]

Now let \( m \) be a \(<\text{St}_{SI}>\)-structure then we define a \(<\text{St}_{SI}>\)-structure \( m_2 \) by

- \( m_2|_{\text{Env}} = m|_{\text{Env}}. \)
- \( m_2(\text{map}) = m(\text{map}), \)
- \( m_2(\text{dom}) = m(\text{dom}), \)
- \( m_2(c) = m(\text{pred})(m(c)) \) and

and a \([v : E]>\)-structure \( m_3 \) by

- \( m_3|_{\text{Env}} = m|_{\text{Env}} \) and
- \( m_3(v) = m(\text{map})(m(c)), \)
It is obvious that \((m, m_2, m_3)\) is a model of \(\text{SP}_1\) and thus we have

\[<\text{St}_{SI}> \models^{R_I} D_{po_1}\text{SP}_1,\]

which implies

\[<\text{St}_{SI}> \models^{R_I} D_{po_1}\text{SP}_1.\]

**Step 2** In the second step we have to prove

\[T_{po_1}\text{SP} + \text{SP}_1 \models^{R_I} \text{Pop}_{SI}.\]

Bringing \(\text{Pop}_{SI}\) into its normal-form we get \(I_{\Phi_1} <\text{St}_{SI} \times \text{St}_{SI} \times [v : E]>\), where \(\Phi_1\) is the set

\[
\{ \text{dom}(c) \\
\quad c \neq \text{zero} \\
\quad \text{succ}(c') = c \\
\quad \forall n:\mathbb{N} \quad \text{map}'(n) = \text{map}(n) \\
\quad \forall n:\mathbb{N} \quad \text{dom}'(n) = \text{dom}(n) \\
\quad v = \text{map}(c) \} \]

The normal-form of \(T_{po_1}\text{SP} + \text{SP}_1\) is \(D_{\sigma}\Theta_2\Theta',\) where \(\Phi_2\) is the set

\[
\{ \alpha(\text{zero}) = \text{empty} \\
\quad n \leq c \Rightarrow \alpha(\text{succ}(n)) = \text{push}(\text{map}(n), \alpha(n)) \\
\quad s = \alpha(c) \\
\quad s \neq \text{empty} \\
\quad s' = \text{pop}(s) \\
\quad v' = \text{top}(s) \\
\quad c' = \text{pred}(c) \\
\quad \forall n:\mathbb{N} \quad \text{map}'(n) = \text{map}(n) \\
\quad \forall n:\mathbb{N} \quad \text{dom}'(n) = \text{dom}(n) \\
\quad v = \text{map}(c) \} \]

and \(\sigma\) is the inclusion of \(<\text{St}_{SI} \times \text{St}_{SI} \times [v : E]>>\) into \(\Theta',\) with \(\Theta'\) being the type:

\[
[\alpha : N \rightarrow \text{Stack}] \\
\text{St}_{\text{s}} \quad \text{St}_{\text{s}} \quad \text{St}_{\text{SI}} \quad \text{St}_{\text{SI}} \quad [v : E] \\
\text{Env} \\
\]

Note that we have two components \(v\) and \(v';\) \(v'\) denotes the result of the operation \(\text{Pop}_{\text{s}}\) of the abstract stack, which is hidden by the \(\text{dom}\) operation and thus is distinct from the result \(v\) of the operation \(\text{Pop}_{\text{PSI}}\) of the stack implementation.

Now we have to prove:

\[D_{\sigma}\Theta_1\Theta' \models^{R_I} I_{\Phi_2} <\text{St}_{SI} \times \text{St}_{SI} \times [v : E]> ,\]
which is, by Rule L5, equivalent to

$$I_{\phi}, \theta' \vdash_{\text{R}_2} I_{\sigma(\phi_2)} \theta'.$$

Because of Rule L7 we have nothing to do for formulas in $\Phi_2$ that also occur in $\Phi_1$. The only formulas in $\Phi_2$ not already in $\Phi_1$ are $\text{dom}(c), c \neq \text{zero}$ and $\text{succ}(c') = c$.

Thus it remains to show that $\text{dom}(c), c \neq \text{zero}$ and $\text{succ}(c') = c$ are consequences of $\Phi_1$ in the institution $\mathcal{R}_{\Sigma\Sigma}$. However, to prove this, we cannot apply Theorem 7.1 and simply prove

$$\Phi_1 \models^T \{ \text{dom}(c), c \neq \text{zero}, \text{succ}(c') = c \},$$

as we did in the proof for $\text{Empty}_{\Sigma \Sigma} \vdash_{\text{R}_I} \text{Empty}_{\Sigma \Sigma}; \text{Sim}$ given in the previous section. The reason is that we need the state invariant $\forall n : N n \leq c \Rightarrow \text{dom}(n)$ given in $\text{St}_{\Sigma \Sigma}$ and the definition of predecessor, given in the environment $\text{Env}$. Thus we have to apply Theorem 7.3 and prove

$$I_{\phi}, \Sigma + \text{colim } \theta' \models^T I_{\{\text{dom}(c), c \neq \text{zero}, \text{succ}(c') = c\}} \Sigma,$$

where $\Sigma$ is the signature of $\Sigma\Sigma$-expression $\text{colim } \theta'$. Then $\text{dom}(c)$ is a consequence of $\forall n : N n \leq c \Rightarrow \text{dom}(n)$, $c \neq \text{zero}$ is a consequence of $\alpha(\text{zero}) = \text{Empty}$, $s \neq \text{Empty}$ and $\alpha(c) = s$, and $\text{succ}(c') = c$ is a consequence of $\forall n : N n \neq \text{zero} \Rightarrow \text{succ}(\text{pred}(n)) = n$ and $c' = \text{pred}(c)$.

**Entailment of Postconditions** We have to show:

$$(\text{Sim}_i; \text{Pop}_{\Sigma \Sigma})|_{\text{dom}(\text{Pop}_{\Sigma \Sigma})} \vdash_{\text{R}_I} \text{Pop}_{\Sigma \Sigma}; \text{Sim}_o$$

Let $\text{SP} = \text{Sim}_i; \text{Pop}_{\Sigma \Sigma}$. Using the definition of sequential composition, we have to show:

$$\text{SP}|_{\text{dom}(\text{Pop}_{\Sigma \Sigma})} \vdash_{\text{R}_I} D_{f_3}(\text{Pop}_{\Sigma \Sigma} + (f_1, f_2) \text{ Sim}_o),$$

where $f_1$ and $f_2$ are $\text{Type}_{\Sigma \Sigma}$-morphisms from $\langle \text{St}_{\Sigma \Sigma} \times [v : E] \rangle$ to the type of $\text{Pop}_{\Sigma \Sigma}$ and the type of $\text{Sim}_o$, respectively, and $f_3$ is the inclusion of $\langle \text{St}_{\Sigma \Sigma} \times \text{St}_{\Sigma \Sigma} \times [v : E] \rangle_{\text{Env}}$ into the pushout of the type of $\text{Pop}_{\Sigma \Sigma}$ and the type of $\text{Sim}_o$ with respect to $f_1$ and $f_2$, which is $\Theta = \langle \text{St}_{\Sigma \Sigma} \times \text{St}_{\Sigma \Sigma} \times [v : E] \times \text{St}_{\Sigma \Sigma} \times [v : E] \rangle_{\text{Env}}$.

We can apply Rule R3 if we can show

1. $\text{SP}|_{\text{dom}(\text{Pop}_{\Sigma \Sigma})} \vdash_{\text{R}_I} D_{f_3} T_{f_2} \text{Pop}_{\Sigma \Sigma}$ and
2. $T_{f_3}(\text{SP}|_{\text{dom}(\text{Pop}_{\Sigma \Sigma})}) + T_{f_2} \text{Pop}_{\Sigma \Sigma} \vdash_{\text{R}_I} T_{f_1} \text{Sim}_o$. 

**Step 1** First we show:

\[ \text{SP}|_{\text{dom}(\text{Pop}S)} \vdash_{R_x} D_f T_j \text{Pop}_S \]

That is, given a model \((m_1, m_2, m_3)\) of \(\text{SP}|_{\text{dom}(\text{Pop}S)}\), we have to find structures \(m'_2\) and \(m'_3\), such that \((m_1, m'_2, m'_3)\) is a model of \(\text{Pop}_S\). Since we have restricted the domain of \(\text{SP}|_{\text{dom}(\text{Pop}S)}\) to \(\text{dom}(\text{Pop}_S)\), we know that if \((m_1, m_2, m_3)\) is a model of \(\text{SP}|_{\text{dom}(\text{Pop}S)}\) then \(m_1\) is in \(\text{dom}(\text{Pop}_S)\) and thus there exists models \(m'_2\) and \(m'_3\) such that \((m_1, m'_2, m'_3)\) is a model of \(\text{Pop}_S\).

We prove this formally by observing that \(R|S \vdash_{R_x} T_j S\) because \(R|S\) is defined as \(R + T_j S\). Thus we have

\[ \text{SP}|_{\text{dom}(\text{Pop}S)} \vdash_{R_x} T_f(\text{dom}(\text{Pop}S)), \]

where \(f\) maps \(\text{St}_S\) in \(<\text{St}_S>_\text{Env}\) to the first component of \(<\text{St}_S \times \text{St}_{SI} \times [v : E]>_\text{Env}\). Using the definition of \(\text{dom}\) we get

\[ \text{SP}|_{\text{dom}(\text{Pop}S)} \vdash_{R_x} T_f D_g \text{Pop}_S, \]

where \(g\) maps \(\text{St}_S\) of \(<\text{St}_S>_\text{Env}\) to the first component of \(<\text{St}_S \times \text{St}_S \times [v : E]>_\text{Env}\).

Note that \(f_3\) and \(f'_3\) are the co-cone morphisms of the pushout of \(<\text{St}_S \times \text{St}_S \times [v : E]>_\text{Env}\) with \(<\text{St}_S \times \text{St}_{SI} \times [v : E]>_\text{Env}\) with respect to the morphisms \(f\) and \(g\).

Using the equalities of Fact 4.9 we have \(T_f D_g \text{Pop}_S = D_f T_j \text{Pop}_S\) and thus we get

\[ \text{SP}|_{\text{dom}(\text{Pop}S)} \vdash_{R_x} D_f T_j \text{Pop}_S. \]

**Step 2** Thus it remains to show

\[ T_{f_3}(\text{SP}|_{\text{dom}(\text{Pop}S)}) + T_{f'_3} \text{Pop}_S \vdash_{R_x} T_{f'_1} \text{Sim}_o. \]

Because \(\text{SP}|_{\text{dom}(\text{Pop}S)} \vdash_{R_x} \text{SP}\) we get

\[ T_{f_3}(\text{SP}|_{\text{dom}(\text{Pop}S)}) + T_{f'_3} \text{Pop}_S \vdash_{R_x} T_{f'_3} \text{SP} + T_{f'_3} \text{Pop}_S \]

by monotonicity of translate and union. By the Cut rule, we are done, if we can prove

\[ T_{f_3} \text{SP} + T_{f'_3} \text{Pop}_S \vdash_{R_x} T_{f'_1} \text{Sim}_o. \]
Sim₀ is defined as $$D_a(\text{Alpha} + \text{Sim}') +_{(t₁, t₂)} \text{ld}_{[v : E]}$$, where t₁ is the inclusion of $$< >_{\text{Env}}$$ into the type of Sim, t₂ the inclusion of $$< >_{\text{Env}}$$ into the type of ld_{[v : E]} and ld_{[v : E]} is defined as I_{[v' - v]}< [v : E] × [v : E] >_{\text{Env}}.

Using the equalities of Fact 4.9 we get that

$$T_{f₁}(D_a(\text{Alpha} + \text{Sim}') +_{(t₁, t₂)} \text{ld}_{[v : E]}),$$

denotes the same relation as

$$D_{a'}(T_{h₁}\text{Alpha} + T_{h₁}\text{Sim}' + T_{h₂}\text{ld}_{[v : E]}),$$

where $$a'$$ is the inclusion of $$\Theta$$ into $$\Theta'$$, which is

$$[\alpha : N \rightarrow \text{Stack}]$$

$$\text{St}_{S}$$ \hspace{1cm} $$\text{St}_{S}$$ \hspace{1cm} $$\text{St}_{S'}$$ \hspace{1cm} $$[v : E]$$ \hspace{1cm} $$[v : E]$$ \hspace{1cm} $$\text{Env}$$

$$h₁$$ is the inclusion of $$\Theta_{\text{Alpha}}$$ into $$\Theta'$$ and $$h₂$$ is the inclusion of $$< [v : E] × [v : E] >_{\text{Env}}$$ into $$\Theta'$$.

To apply Rule R3 we have to show

1. $$T_{f₃}\text{Sp} + T_{f₃}\text{Pop}_{S} \vdash_{R_X} D_{a'}T_{h₁}\text{Alpha}$$ and
2. $$D_{a'}(T_{f₃}\text{Sp} + T_{f₃}\text{Pop}_{S}) + T_{h₁}\text{Alpha} \vdash_{R_X} T_{h₁}\text{Sim}' + T_{h₂}\text{ld}_{[v : E]}.$$

**Step 3** We have $$< \text{St}_{S} × \text{St}_{S'} >_{\text{Env}} \vdash_{R_X} D_{a}\text{Alpha}$$ (cf. Lemma 7.11) and $$h₁$$ and $$a'$$ are the co-cone morphisms of the pushout of a and $$f₁$$. Thus we get

$$T_{f₁} < \text{St}_{S} × \text{St}_{S'} >_{\text{Env}} = \Theta \vdash_{R_X} T_{f₁}D_{a}\text{Alpha} = D_{a'}T_{h₁}\text{Alpha}$$

Since we have $$T_{f₃}\text{Sp} + T_{f₃}\text{Pop}_{S} \vdash \Theta$$, we get

$$T_{f₃}\text{Sp} + T_{f₃}\text{Pop}_{S} \vdash_{R_X} D_{a'}T_{h₁}\text{Alpha}.$$

**Step 4** In the next step we show

$$D_{a'}(T_{f₃}\text{Sp} + T_{f₃}\text{Pop}_{S}) + T_{h₁}\text{Alpha} \vdash_{R_X} T_{h₁}\text{Sim}' + T_{h₂}\text{ld}_{[v : E] >_{\text{Env}}.}$$

Using the equalities

$$\text{Sim}' = I_{[s - \alpha(c)]} < \text{St}_{S} × \text{St}_{S'} >_{\text{Env}}$$
and

\[ \text{ld}_{<v:E>_{\text{env}}} = I_{\{v' - v\}}[v : E] \times [v : E]_{\text{env}}, \]

and using the equalities of Fact 4.9 to form the normal-form of the left and right hand side, we have to show:

\[ D_I I_{\Theta''} \models R_I I_{\{s' - \alpha(c'), v' - v\}} \Theta'. \]

Note that \( s \) and \( c \) are renamed to \( s' \) and \( c' \) by the \( \text{SL}_{SL} \)-morphism

\[ \text{cl}_{\text{SL}}(h_1) : \text{cl}_{\text{SL}}(\text{type}(\text{Pop}_S)) \to \text{cl}_{\text{SL}}(\Theta') \]

because \( s \) is from the post-state of the operation \( \text{Pop}_S \) and \( c \) is from the post-state of the operation \( \text{Pop}_{SI} \).

\( \Theta'' \) is the type

\[
\begin{array}{ccc}
[\alpha : N \to \text{Stack}] & \text{St}_{\text{SI}} & [v : E] \\
\uparrow & & \uparrow \\
\text{St}_S & \text{St}_{\text{SI}} & \text{St}_S
\end{array}
\]

and \( \sigma \) the inclusion of \( \Theta' \) into \( \Theta'' \).

Let \( s \) correspond to the first occurrence of \( \text{St}_S \); \( \text{map} \), \( \text{dom} \) and \( c \) to the first occurrence of \( \text{St}_{SI} \); \( \alpha_1 \) to the first occurrence of \( \alpha : N \to \text{Stack} \); \( \alpha_2 \) to the second occurrence of \( \alpha : N \to \text{Stack} \); \( s' \) to the second occurrence of \( \text{St}_S \) and \( \text{map}' \), \( \text{dom}' \) and \( c' \) to the second occurrence of \( \text{St}_{SI} \).

Then the set \( \Phi \) is given by the following list of formulas:

\[
\begin{align*}
\% \text{Alpha: Def } \alpha_1 \\
\forall \ n : \text{Nat} \quad n < c & \Rightarrow \alpha_1(\text{succ}(n)) = \text{push}(\text{map}(n), \alpha_1(n)) \\
\% \text{Sim} & \\
\text{si} & = \alpha_1(c) \\
\% \text{Pop}_SI = \text{Get} + \text{Dec} & \\
\text{dom}(c) & \\
c \neq \text{zero} & \\
\text{succ}(c') & = c \\
\forall \ n : \text{Nat} \quad \text{dom}'(n) & = \text{dom}(n) \\
\forall \ n : \text{Nat} \quad \text{map}'(n) & = \text{map}(n) \\
v' & = \text{map}(c') \\
\% \text{Pop}_S & \\
s \neq \text{empty} & \\
s' & = \text{pop}(s)
\end{align*}
\]
\( v = \text{top}(s) \)

\% Alpha: Def \( \alpha \)
\[
\alpha_{\text{zero}}(\text{zero}) = \text{empty}
\]
\[
\forall n: \text{Nat} \quad n < c' \Rightarrow \alpha_{\text{zero}}(\text{succ}(n)) = \text{push}(\text{map}'(n), \alpha_{\text{zero}}(n))
\]

To prove \( D I_{\Phi} \Theta^\mu \vdash_{\mathcal{R}_x} I_{\{s' = \alpha(c'), v' = v\}} \Theta' \), we can use Rule L5 and show
\[
I_{\Phi} \Theta^\mu \vdash_{\mathcal{R}_x} I_{\{s' = \alpha_{\text{zero}}(c'), v' = v\}} \Theta''.
\]

**Step 5** Note that we cannot prove \( \Phi \models_{\mathcal{I}} \{v' = v, s' = \alpha_{\text{zero}}(c')\} \) because we need properties of natural numbers and stacks for the proof, which are not present in \( \Phi \). Therefore we cannot use Theorem 7.1 to prove \( \Phi \vdash_{\mathcal{R}_x} \{v' = v, s' = \alpha_{\text{zero}}(c')\} \), instead we have to use Theorem 7.7 and show
\[
I_{\Phi} \Sigma_{\text{d}} + \text{colim } \Theta^\mu \models_{\mathcal{I}} I_{\{v' = v, s' = \alpha_{\text{zero}}(c')\}} \Sigma_{\text{d}},
\]

where \( \Sigma_{\text{d}} \) is the signature of the colimit of \( \Theta^\mu \).

Now we have \( v' = \text{map}(c') \) and \( v = \text{top}(s) \) and \( s = \alpha_1(c) \) and \( \text{succ}(c') = c \) thus \( v = \text{top}(\alpha_1(c)) \). Since we have \( c \leq c' \) because \( \forall n : N \quad n \leq n \) is derivable from \( \text{colim } \Theta^\mu \), we get \( v = \text{top}(\text{map}(c'), \alpha_1(c')) \) which yields \( v = \text{map}(c') \) because
\[
\forall e : E, s : \text{Stack } \text{top}(\text{push}(e, s)) = e
\]
is derivable from \( \text{colim } \Theta^\mu \).

To prove \( s' = \alpha_{\text{zero}}(c') \) we need the lemma
\[
\forall n : N \quad n \leq c' \Rightarrow \alpha_1(n) = \alpha_2(n),
\]
which can be shown by induction on \( n \) as follows:

- \( n = \text{zero} \): We have \( \alpha_1(\text{zero}) = \text{empty} = \alpha_2(\text{zero}) \).

- \( n = \text{succ}(n') \): Assume that \( \text{succ}(n') \leq c' \) then
  \[
  \alpha_1(n) = \text{push}(\text{map}(n), \alpha_1(n')).
  \]

Since \( n' \leq \text{succ}(n') \leq c' \) we can apply the induction hypotheses and with \( n \leq c \) we get \( \alpha_1(n) = \text{push}(\text{map}(n'), \alpha_2(n')) \) and because \( \forall m : N \quad \text{map}'(m) = \text{map}(m) \), we get
\[
\alpha_1(n) = \text{push}(\text{map}'(n'), \alpha_2(n')), \quad \text{which is } \alpha_2(n), \quad \text{by the definition of } \alpha_2.
\]

Note that the justification to use induction over \( n : N \) comes from the constraint that \( N \) is generated by \text{zero} and \text{succ}, derivable from \( \text{colim } \Theta^\mu \).
Now we have

\[ s' = \text{pop}(s) \quad \mid \quad s = \text{pop}(s) \in \Phi \]

\[ = \text{pop}(\alpha_1(c)) \quad \mid \quad s = \alpha_1(c) \in \Phi \]

\[ = \text{pop}(\alpha_1(\text{succ}(c'))) \quad \mid \quad \text{succ}(c') = c \in \Phi \]

\[ = \text{pop}(\text{push}(\text{map}(c'), \alpha_1(c'))) \quad \mid \quad c \leq c \]

\[ = \alpha_1(c') \quad \mid \quad c' \leq c' \]

\[ = \alpha_2(c') \]

### 7.5 Conclusion

The proof that the abstract machine of a stack \( \mathcal{S} \) is an implementation of \( \mathcal{S} \) is surprisingly quite complex.

One of the reasons is that we have to make explicit the relationship between the type of the relations by using TYPE\(_T\)-morphisms. This is due to the fact that we assumed that everything which is not related by morphisms is different even if the components have the same name. This requires to make explicit even simple inclusions of one type into another and to adapt the type of relations by using the translate operation.

In practice though it should be possible to hide a lot of these morphisms and the corresponding translate operations from the user.

Another reason for the complexity of the proofs is the use of the derive operation in the definition of the relations that occur on the right hand side of a turnstile. For example, expanding the right hand side of

\[(\text{Sim}_i; \text{Pop}_{\mathcal{S}T})|_{\text{dom}(\text{pop}_S)} \vdash R \text{ Pop}_S; \text{Sim}_o]\]

yields

\[ D_{f_3}(T_{f_2} \text{Pop}_S + D'_{d}(T_h \text{Alpha} + T_{h'} \text{Sim'} + T_{h}\mid_{v':E})), \]

which contains two derive operations. To get rid of the derive operations we have to use two times the Rule R3, which introduces two proof obligations involving again derive: \( \vdash R \ D_{f_3} T_{f_2} \text{Pop}_S \) and \( \vdash R D'_{d} T_{h} \text{Alpha} \).

On some occasions, it helps to view the derive operation as an existential quantifier, and then use the base institution to deal with that quantifier. For example, let

\[ \text{Pop}_S = I_{\{d' - \text{pop}(s), v - \text{top}(s)\}} \Theta_{\text{Pop}_S} \]

where \( \Theta_{\text{Pop}_S} = (D_{\text{Pop}_S}, T_{\text{Pop}_S}) \). \( D_{f_3} T_{f_2} \text{Pop}_S \) corresponds to

\[ I_{\exists s': \text{Stack}, v: E \quad d' - \text{pop}(s) \land v - \text{top}(s)} \Theta_{\text{Pop}_S}. \]
Then for any $\text{RSL}_\mathcal{I}$-expression $R$ we have $R \models^\mathcal{I} D_{f_1}T_{f_2}\text{Pop}_S$ if and only if

$$R \models^\mathcal{I} I_{\exists \delta: \text{Stack},v:E \ s'\leftarrow \text{pop}(s) \land v=\text{top}(s)} \Theta_{\text{Pop}_S},$$

and because of Theorem 7.5 if and only if

$$\text{tr}(R) \models^\mathcal{I} I_{\exists \delta: \text{Stack},v:E \ s'\leftarrow \text{pop}(s) \land v=\text{top}(s)} \text{colim} \Gamma_{\text{Pop}_S}.$$ 

Now we can use a theorem prover for the institution $\mathcal{I}$ to proof this entailment and thus deal with the derive operation.

However, this correspondence does not hold for all logics, for example, the above formula is not admissible in $\mathcal{LSL}$. Also $D_{\alpha}T_{h_1}\text{Alpha}$ requires a second order existential quantifier as it states the existence of an operation $\alpha: N \rightarrow \text{Stack}$. 
8 Disjunction

A useful operation to define new relations is the disjunction of relations. Disjunction allows to define separate relations for each subset of input values and then define a relation on all input values by the disjunction of the component relations. For example in Spivey [57], the \texttt{AddBirthday} operation (cf. Section 6.2) is extended to yield an error message if \textit{n} is already in known.

Let us recall the definition of the state space of the birthday book

\begin{verbatim}
BirthdayBookSC : trait
    includes Env
    introduces
        known : NameSet
        birthday : NameToData
    asserts
        \forall n:Name \ n \in known \iff defined(birthday,n)
\end{verbatim}

and the definition of the \texttt{AddBirthday} operation

\begin{verbatim}
AddBirthdaySC : \Theta_{AB}
    not(n \in known)
    birthday' = update(birthday,n,d)
\end{verbatim}

where the type \( \Theta_{AB} \) is:

\[
[n : \text{Name}] \times [d : \text{Date}] \times \text{BirthdayBook} \times \text{BirthdayBook} >_{\text{Env}}
\]

We define a new operation \texttt{SuccessSC} of type:

\[
\Theta_R = [\text{result : Report}] >_{\text{Env}}
\]

\begin{verbatim}
SuccessSC : \Theta_R
    result = ok
\end{verbatim}

We assume that \texttt{Env} contains a sort \texttt{Report} which is freely generated by constants \texttt{ok} and \texttt{alreadyKnown}. Given the type \( \Theta_{RAS} \) as

\[
[n : \text{Name}] \times [d : \text{Date}] \times \text{BirthdayBook} \times \text{BirthdayBook} \times [\text{result : Report}] >_{\text{Env}}
\]

with inclusions \( f \) of \( \Theta_{AB} \) into \( \Theta_{RAB} \) and \( g \) of \( \Theta_R \) into \( \Theta_{RAB} \) then

\[
T_f \text{AddBirthday} + T_g \text{Success}
\]

is a relation that adds a name to the birthday book and has \texttt{ok} as the value of \texttt{result}. The relation \texttt{AlreadyKnownSC} is defined by
AlreadyKnown\textsubscript{BC} : \langle n: Name \rangle > \text{BirthdayBook} > \text{BirthdayBook} \langle \text{result: Report} \rangle >
asserts
  \text{known’} = \text{known}
  \text{birthday’} = \text{birthday}
  n \in \text{known}
  \text{result} = \text{alreadyKnown}

AlreadyKnown\textsubscript{BC} does not change \text{known} and \text{birthday} and the value of \text{result} is alreadyKnown. Then a robust version of the AddBirthday\textsubscript{BC} is

\[ \text{RAAddBirthday}_{\text{BC}} = (T_f \text{AddBirthday}_{\text{BC}} + T_s \text{Success}_{\text{BC}}) \lor T_h \text{AlreadyKnown}_{\text{BC}} \]

with \( h \) being the inclusion of the type of AlreadyKnown\textsubscript{BC} into \( \Theta_{RAB} \). The operation RAAddBirthday\textsubscript{BC} adds a birthday for a person which is not already in the birthday-book and reports \text{ok}, or does not change \text{known} and \text{birthday} and reports alreadyKnown\textsubscript{BC}.

### 8.1 Adding Disjunction to \text{SL}_I

Similar to the union of two specification expressions SP\textsubscript{1} and SP\textsubscript{2}, which denotes the intersection of their model classes, we can define the disjunction of SP\textsubscript{1} and SP\textsubscript{2} in any institution \( I \), having the union of their model classes as the semantics. If SP\textsubscript{1} is given as \( I_{\Phi_1} \Sigma \) and SP\textsubscript{2} as \( I_{\Phi_2} \Sigma \) then \( m \) is a model of \( \text{SP}_1 \lor \text{SP}_2 \) if and only if \( m \models \Phi_1 \lor \Phi_2 \).

Disjunction as an operation to form abstract datatypes has not been treated in the literature (cf. Sannella and Wirsing [54], Sannella and Tarlecki [50], Loeckx, Erich and Wolf [42] and Farrés-Casals [21]). One reason for this is that in contrast to union, disjunction does not have a semantics on the presentation level independent from the choice of the institution. For example, for union we have

\[ I_{\Phi_1} \Sigma + I_{\Phi_2} \Sigma = I_{\Phi_1 \lor \Phi_2} \Sigma, \]

while for disjunction

\[ I_{\Phi_1} \Sigma \lor I_{\Phi_2} \Sigma = I_{\Phi} \Sigma \]

only holds in institutions, where one can express the disjunction of two sets of formulas again by a set of formulas (cf. Section 8.2).

The abstract syntax of specification expressions of section 4.2 is extended by

\[ \text{SP} ::= \ldots \mid \text{SP} \lor \text{SP}, \]

where \( \text{SP}_1 \lor \text{SP}_2 \) is well-formed if \( \text{Sig}(\text{SP}_1) = \text{Sig}(\text{SP}_2) \) and \( \text{SP}_1 \) and \( \text{SP}_2 \) are well-formed. The signature of \( \text{SP}_1 \lor \text{SP}_2 \) is the signature of \( \text{SP}_1 \) and the semantics of disjunction is

\[ \llbracket \text{SP}_1 \lor \text{SP}_2 \rrbracket = (\Sigma, M_1 \cup M_2) \]

with \( \llbracket \text{SP}_1 \rrbracket = (\Sigma, M_1) \) and \( \llbracket \text{SP}_2 \rrbracket = (\Sigma, M_2) \).
8.2 Proving Properties with Disjunction

One problem with proving entailment \( \mathbf{SP}_1 \models^T \mathbf{SP}_2 \) for specification expressions in \( \mathcal{SL}_T \) with disjunction is that the normal-form result of Section 4.2 does not hold anymore.

In the case of union we could use the equation \( D_\sigma \mathbf{SP}_1 + \mathbf{SP}_2 = D_\sigma(\mathbf{SP}_1 + T_\sigma \mathbf{SP}_2) \) to pull \( D_\sigma \) out from the union (cf. Section 4.2). However for disjunction only

\[
D_\sigma(\mathbf{SP}_1 \vee T_\sigma \mathbf{SP}_2) \vdash^T D_\sigma \mathbf{SP}_1 \vee \mathbf{SP}_2
\]

is valid, while

\[
D_\sigma \mathbf{SP}_1 \vee \mathbf{SP}_2 \models^T D_\sigma(\mathbf{SP}_1 \vee T_\sigma \mathbf{SP}_2)
\]

does not hold in general. Let \( \sigma \) be a signature morphism from \( \Sigma \) to \( \Sigma' \) and let \( m \models^T D_\sigma \mathbf{SP}_1 \vee \mathbf{SP}_2 \), thus either there exists a \( \Sigma' \)-structure \( m' \), which is a model of \( \mathbf{SP}_1 \) and satisfies \( m'|_\sigma = m \) or \( m \) is a model of \( \mathbf{SP}_2 \). Assume that \( m \) is a model of \( \mathbf{SP}_2 \). Then, in general, \( m \) cannot be extended to a \( \Sigma' \)-structure \( m' \) with \( m'|_\sigma = m \). For example, in \( \mathcal{LSL} \) this is the case if \( \sigma \) is not injective on sorts and function symbols.

In \( \mathcal{R}_T \) this happens if \( \sigma \) identifies parts of the shape of a relation. Consider the relation

\[
R = D_f \langle c : N \rangle \vee I_{\langle e' \vdash 0 \rangle} \langle c : N \rangle \times \langle c : N \rangle,
\]

where \( f \) is a morphism from \( \langle c : N \rangle \times \langle c : N \rangle \) to \( \langle c : N \rangle \) identifying both states. Then \( (m_1, m_2) \in R \) if \( m_1 = m_2 \) or \( m_2(c) = 0 \). However

\[
S = D_f \langle c : N \rangle \vee T_f I_{\langle e' \vdash 0 \rangle} \langle c : N \rangle \times \langle c : N \rangle,
\]

is the same as \( D_f \langle c : N \rangle \) because \( \Theta \vee \mathbf{SP} \) has the same models as \( \Theta \) (cf. the equalities on page 161). Thus \( S \) and \( R \) do not describe the same relation.

Another problem with computing the normal-form is to find a set of formulas \( \Phi \) that expresses the union of two model classes defined by sets of formulas \( \Phi_1 \) and \( \Phi_2 \) in an arbitrary institution. That is, \( \Phi \) has the property

\[
\text{Mod}^4([I_\Phi \mathbf{SP}]) = \text{Mod}^4([I_{\Phi_1} \mathbf{SP} \vee I_{\Phi_2} \mathbf{SP}]).
\]

In some institutions, like the institution of first-order logic, the disjunction of two (finite) sets can be expressed as one formula.

**Definition 8.1** Given two sets of \( \Sigma \)-formulas \( \Phi_1 \) and \( \Phi_2 \). In the case, where a \( \Sigma \)-formula \( \varphi \) in an institution \( \mathcal{I} \) exists such that for each \( \Sigma \)-structure \( m \) we have \( m \models^T \varphi \) if and only if \( m \models \Phi_1 \) or \( m \models \Phi_2 \), we call \( \varphi \) the disjunction of \( \Phi_1 \) and \( \Phi_2 \) and write \( \varphi = \Phi_1 \vee \Phi_2 \).

**Theorem 8.2** Given an institution \( \mathcal{I} \) and a signature \( \Sigma \) in \( \text{Sign}_\mathcal{I} \). If \( \Phi_1 \vee \Phi_2 \) exists for sets of \( \Sigma \)-formulas \( \Phi_1 \) and \( \Phi_2 \) then for a specification expression \( \mathbf{SP} \) in \( \mathcal{SL}_T \) with signature \( \Sigma \) we have

\[
I_{\Phi_1} \mathbf{SP} \vee I_{\Phi_2} \mathbf{SP} = I_{\langle \Phi_1 \vee \Phi_2 \rangle} \mathbf{SP}.
\]
Proof. ($\subseteq$) Assume $m \models^{T} I_{\Phi_{1}} S_{P}$, that is, $m \models^{T} \Phi_{1}$ and $m \models^{T} S_{P}$. Because of the definition of $\Phi_{1} \lor \Phi_{2}$, $m \models^{T} \Phi_{1}$ implies $m \models^{T} ' \Phi_{1} \lor \Phi_{2}'$ and therefore $m \models^{T} I_{\Phi_{1} \lor \Phi_{2}} S_{P}$. A similar argument holds if we assume $m \models^{T} I_{\Phi_{1}} S_{P}$.

($\supseteq$) If $m \models^{T} I_{\Phi_{1} \lor \Phi_{2}} S_{P}$ then $m \models^{T} ' \Phi_{1} \lor \Phi_{2}'$ and $m \models^{T} S_{P}$. Because of the definition of $' \Phi_{1} \lor \Phi_{2}'$ we have $m \models^{T} \Phi_{1}$ or $m \models \Phi_{2}$. Assume now that $m \models^{T} \Phi_{1}$ then $m \models^{T} I_{\Phi_{1}} S_{P} \lor I_{\Phi_{2}} S_{P}$ and similar if $m \models^{T} \Phi_{2}$. □

In first-order logic the disjunction of two sets of formulas

\[ \Phi_{1} = \{ \forall X \ F_{1}, \forall Y \ F_{2} \} \] and \[ \Phi_{2} = \{ \forall Z \ F_{3} \} \]

is

\[ ' \Phi_{1} \lor \Phi_{2}' = (\forall X \ F_{1} \land \forall Y \ F_{2}) \lor \forall Z \ F_{3}. \]

In $\mathcal{L}SL$ the situation is more complex because formulas in $\mathcal{L}SL$ can only be equations or constraints but not arbitrary first-order formulas, in particular, they cannot contain quantified sub-formulas. However, since each signature $\Sigma$ in $\text{Sign}_{\mathcal{L}SL}$ contains the sort $\text{Bool}$ with its operations and the equality symbol, and further each structure in $\text{Str}_{\mathcal{L}SL}(\Sigma)$ is required to satisfy the property of booleans, we get the following theorems:

Lemma 8.3 Given a finite set of $\Sigma$-formulas $\Phi = \{ \varphi_{1}, \ldots, \varphi_{n} \}$ such that each $\varphi_{i}$ has the form $\forall X \ s_{i} = t_{i}$. Define $' \land \Phi '$ as the equation $\forall X (s_{1} \equiv t_{1} \land \cdots \land s_{n} \equiv t_{n}) = \text{true}$ and let $A$ be a $\Sigma$-algebra in $\text{Str}_{\mathcal{L}SL}(\Sigma)$ then

\[ (\forall \varphi \in \Phi \ A \models \varphi) \text{ if and only if } A \models ' \land \Phi '. \]

Proof.

\[ A \models ' \land \Phi ' \text{ if } A \models \forall X (s_{1} \equiv t_{1} \land \cdots \land s_{n} \equiv t_{n}) = \text{true} \quad \text{| Def. ' \land \Phi '}
\]
\[ \text{iff } \forall 1 \leq i \leq n A \models \forall X (s_{i} \equiv t_{i}) = \text{true} \quad \text{| Lemma 3.32}
\]
\[ \text{iff } \forall 1 \leq i \leq n A \models \forall X s_{i} = t_{i} \quad \text{| Lemma 3.35} \]

□

Note that it is important that each equation $\forall X \ s_{i} = t_{i}$ in $\Phi$ has the same set of variables $X$. An alternative could have been to allow each equation its own set of variables $X_{i}$ and to define $X$ in $' \land \Phi '$ as the union of all $X_{i}$ for $1 \leq i \leq n$. However, this does not work in the presence of empty carrier-sets as the following example shows. Let $\Sigma$ be the signature with two sorts $S_{1}$ and $S_{2}$ and with two constants $c_{1}$ and $c_{2}$ of sort $S_{2}$. Let $\Phi$ be the set consisting of the equations $\forall x_{1} : S_{1} \ x_{1} = x_{1}$ and $c_{1} = c_{2}$. Let $A$ be a $\Sigma$-algebra such that $A(S_{1}) = \{ \}$ and $A(c_{1}) \neq A(c_{2})$. Then we have $A \models \forall x_{1} : S_{1} \ x_{1} = x_{1} \land c_{1} = c_{2}$ because there cannot be a variable assignment $\rho$ from $X$ to $A$ because that would imply the existence of a function from a non-empty set, $\{x_{1}\}$, to the empty set. On the other hand, we have $A \models \forall x_{1} : S_{1} \ x_{1} = x_{1}$ but also $A \not\models c_{1} = c_{2}$. However, if we change $\Phi$ to be the set containing the equations $\forall x_{1} : S_{1} \ x_{1} = x_{1}$ and $\forall x_{1} : S_{1} \ c_{1} = c_{2}$ then we have $A \models \forall x_{1} : S_{1} \ c_{1} = c_{2}$.
8.2 Proving Properties with Disjunction

Theorem 8.4 Given finite sets of $\Sigma$-formulas $\Phi_1$ and $\Phi_2$ such that

1. $\Phi_1$ and $\Phi_2$ do not contain constraints and

2. $\Phi_i$ has the form $\{\forall X^i s_1^i = t_1^i, \ldots, \forall X^i s_n^i = t_n^i\}$ for $i \in \{1, 2\}$.

Let $X$ be the co-product of $X^1$ and $X^2$ with injections $\iota_1 : X^1 \Rightarrow X$ and $\iota_2 : X^2 \Rightarrow X$ and let $\forall \Phi_1$, $\forall \Phi_2$, $\forall \Phi_3$, $\forall \Phi_4$ be $\forall X^1 c_1 = \text{true}$ and $\forall X^2 c_2 = \text{true}$.

Then the disjunction $\forall \Phi_1 \lor \forall \Phi_2$ of $\forall \Phi_1$ and $\forall \Phi_2$ is given by

\[ \forall X \iota_1(c_1) \lor \iota_2(c_2) = \text{true}. \]

Proof. We have to show that for each $\Sigma$-algebra $A$ in $\text{Str}_{\mathcal{L}S\mathcal{L}}(\Sigma)$ we have

\[ A \models \forall \Phi_1 \lor \forall \Phi_2 \] if and only if $A \models \forall \Phi_1 \lor \forall \Phi_2$.

\[ A \models \forall \Phi_1 \lor \forall \Phi_2 \iff A \models \forall X \iota_1(c_1) \lor \iota_2(c_2) = \text{true} \] | Def. $\forall \Phi_1 \lor \forall \Phi_2$

\[ \text{iff } A \models \forall X^1 c_1 = \text{true} \text{ or } A \models \forall X^2 c_2 = \text{true} \] | Lemma 3.33

\[ \text{iff } A \models \forall \Phi_3 \text{ or } A \models \forall \Phi_4 \] | Lemma 8.3

\[ \Box \]

If either $\Phi_1$ or $\Phi_2$ contains constraints then the disjunction $\forall \Phi_1 \lor \forall \Phi_2$ is not defined since a constraint cannot be used as a sub formula in $\mathcal{L}S\mathcal{L}$.

The Inference Rules

To the inference rules of Section 4.3 we add the following rules:

1. $\frac{Sp \vdash Sp}{Sp \vdash Sp \lor Sp}$

2. $\frac{Sp \vdash Sp \lor Sp}{Sp \vdash Sp}$

and the rules for monotonicity of $\lor$:

1. $\frac{Sp \vdash Sp'}{Sp \lor Sp'' \vdash Sp' \lor Sp''}$

2. $\frac{Sp \vdash Sp'}{Sp' \lor Sp'' \vdash Sp' \lor Sp''}$

Disjunction is associative and commutative and the following equalities hold:

\[ Sp \lor \Sigma = \Sigma \]

\[ D_\sigma(Sp_1 \lor Sp_2) = D_\sigma Sp_1 \lor D_\sigma Sp_2 \]

\[ I_\Phi(Sp_1 \lor Sp_2) = I_\Phi Sp_1 \lor I_\Phi Sp_2 \]

\[ T_\sigma(Sp_1 \lor Sp_2) = T_\sigma Sp_1 \lor T_\sigma Sp_2 \]

and

\[ I_{\Phi_1} Sp \lor I_{\Phi_2} Sp = I_{\Phi_1 \lor \Phi_2} Sp \]

if $\forall \Phi_1 \lor \forall \Phi_2$ exists.
8.3 Adding Disjunction to RSL$_I$

The language RSL$_I$ is extended by disjunction as follows:

$$ R ::= \ldots \mid R \lor R. $$

Then $R \lor S$ is well-formed if $R$ and $S$ are well-formed and have the same type. The type of $R \lor S$ is the type of $R$. The semantics of disjunction is defined by reduction to expressions in SL$_{R_I}$:

$$ [[R \lor S]]_{SL_{R_I}} = [[R]]_{SL_{R_I}} \lor [[S]]_{SL_{R_I}}. $$

We also extend the translation of RSL expressions to SL$_I$ expressions (cf. Chapter 8) to disjunction:

$$ \text{tr}(R \lor S) = \text{tr}(R) \lor \text{tr}(S). $$

Then we have to show that $G^A([[R \lor S]]_R) = [\text{tr}(R) \lor \text{tr}(S)]$. Let $[[R]]_R = (\Theta, M_R)$ and $[[S]]_R = (\Theta, M_S)$, where $\Theta = (D, \Gamma)$, and let

$$ G^A([[R]]_R) = (\prod \Gamma; \text{Sig}^A, \overrightarrow{M_R}) \text{ and } G^A([[S]]_R) = (\prod \Gamma; \text{Sig}^A, \overrightarrow{M_S}). $$

The induction hypothesis gives us further $G^A([[R]]_R) = [\text{tr}(R)]$ and $G^A([[S]]_R) = [\text{tr}(S)]$. Then we have:

$$ G^A([[R \lor S]]_R) = G^A((\Theta, M_R \cup M_S)) \quad \mid \text{Def. } \lor \\
= (\prod \Gamma; \text{Sig}^A, \overrightarrow{M_R} \cup \overrightarrow{M_S}) \quad \mid \text{Def. } G^A \\
= (\prod \Gamma; \text{Sig}^A, \text{Mod}^A(G^A([[[R]]_R]) \cup \text{Mod}^A(G^A([[[S]]_R]))) \\
= [\text{tr}(R) \lor \text{tr}(S)] $$

The Birthday-Book Example

As an example, the robust version of the AddBirthdayBook$_{BC}$ relation from the beginning of this chapter is translated to SL$_{LSC}$.

$$ \text{tr}(R\text{AddBirthday}_B) = (T \text{tr}(\text{AddBirthday}_B) + T \text{tr}(\text{Success}_B)) \lor T \text{tr}(\text{AlreadyKnown}_B) $$

And we have $\text{tr}(\text{AddBirthday}_B)$:

\begin{verbatim}
includes colim Theta
asserts not(n ∈ known)
birthday' = update(birthday,n,d)
\end{verbatim}
And colim $\Theta_{AB}$ is

includes
  BirthdayBook$_K$,  
  BirthdayBook$_K$[known' for known, birthday' for birthday]
introduces
  n : Name  
  d : Date

Then $\text{tr}(\text{Success}_B)$ yields

includes colim $\Theta_R$  
asserts
  result = ok

with colim $\Theta_R$ being

includes Env  
introduces 
  result : Result

And $\text{tr} (\text{AlreadyKnown}_B)$ is

includes colim $< [n : \text{Name}] \times \text{BirthdayBook}_B \times \text{BirthdayBook}_B \times [\text{result : Report}]>$  
asserts
  known' = known  
  birthday' = birthday  
  n $\in$ known  
  result = alreadyKnown

and colim $< [n : \text{Name}] \times \text{BirthdayBook}_B \times \text{BirthdayBook}_B \times [\text{result : Report}]>$ is

includes  
  BirthdayBook$_K$,  
  BirthdayBook$_K$[known' for known, birthday' for birthday]
introduces 
  result : Result  
  n : Name

Then we get as $\text{tr}(\text{RAddBirthday}_B)$:

includes colim $\Theta_{AB}$  
asserts
  not(n $\in$ known)  
  birthday' = update(birthday,n,d)  
  result = ok

$\lor$

includes colim $\Theta_{AB}$  
asserts
  known' = known  
  birthday' = birthday  
  n $\in$ known  
  result = alreadyKnown

with colim $\Theta_{AB}$ being:
includes
  BirthdayBook_{BC}

BirthdayBook_{BC} [known' for known, birthday' for birthday]
introduces
  n : Name
  d : Date
  result : Result

If we use \( I_{\phi_1}(\text{colim } \Theta_{\text{AS}}) \lor I_{\phi_2}(\text{colim } \Theta_{\text{AS}}) = I_{\phi_1 \lor \phi_2'}(\text{colim } \Theta_{\text{AS}}) \), we get \( \text{tr}(\text{AddBirthday}) \) equals

includes colim \( \Theta_{\text{AS}} \)
asserts
  \((\neg(n \in \text{known}))
    \land \text{birthday'} = \text{update(birthday}, n, d)
    \land \text{result} = \text{ok}
  \lor
  (n \in \text{known}
    \land \text{known'} = \text{known}
    \land \text{birthday'} = \text{birthday}
    \land \text{result} = \text{alreadyKnown})\)
9 Z Specifications

This chapter compares in more detail the approach presented in this thesis for the specification of sequential system with the approach used by the model-oriented specification language Z (cf. The Z Base Standard [12]). To this end we first define the institution \( \text{SET} \), which formalizes the logical system underlying Z. We show that the category of signatures \( \text{SIGN}_{\text{SET}} \) of \( \text{SET} \) is cocomplete and that the covariant structure functor \( \text{Str}_{\text{SET}} : \text{SIGN}_{\text{SET}}^{\text{op}} \rightarrow \text{CAT} \) preserves colimits. Thus \( \text{SET} \) can be used as a base institution to construct \( \mathcal{R}_{\text{SET}} \).

As already noted by Spivey [56], schemata are closely related to signatures and schema-types to abstract datatypes of \( \text{SET} \). We shall investigate this relationship further and show a correspondence between the operations on abstract datatypes given in Section 4.2 and the schema-expressions.

This correspondence and the relationship between \( \text{ADT}_{\mathcal{R}_{\text{SET}}} \) and \( \text{ADT}_{\text{SET}} \), elaborated in Section 5.6, allows to write Z-style specifications of sequential systems using any logical system, for which there is an exact institution with a (finitely) cocomplete category of signatures. In particular, we give an example specification using \( \text{LSL} \).

9.1 The Institution \( \text{SET} \)

Signatures

A signature \( \Sigma \) in \( \text{SIGN}_{\text{SET}} \) consists of a set of names for given-sets \( G \) and a set of identifiers \( O \). Each identifier \( id \) in \( O \) is associated with a type \( \tau(id) \) built from the names of given-sets and the constructors: cartesian product, power-set and schema-type.

Note that \( \text{SET} \) has no type constructors for function types. Instead, a function from \( T_1 \) to \( T_2 \) is identified with its graph and is of type \( \mathcal{P}(T_1 \times T_2) \). This allows functions to be treated as sets and admits higher-order functions, as functions may take as argument the graph of a function and also return the graph of a function.

**Definition 9.1 (Signatures)** A signature \( \Sigma \) in \( \text{SIGN}_{\text{SET}} \) is a tuple \( (G, O, \tau) \) where \( G \) and \( O \) are finite subsets of a recursive enumerable set of names \( F \). The function \( \tau \) maps names in \( O \) to types in \( \mathcal{T}(G) \) where \( \mathcal{T}(G) \) is inductively defined by:

1. \( G \subseteq \mathcal{T}(G) \)
2. (product) \( T_1 \times \cdots \times T_n \in \mathcal{T}(G) \) for \( T_i \in \mathcal{T}(G), 1 \leq i \leq n \)
3. (power-set) \( \mathcal{P}(T) \in \mathcal{T}(G) \) for \( T \in \mathcal{T}(G) \)
• (schema-type) \( <x_1 : T_1, \ldots, x_n : T_n> \in \mathcal{T}(G) \) for \( T_i \in \mathcal{T}(G) \) and \( x_i \in F \) and \( x_i \neq x_j \) for \( 1 \leq i, j \leq n \).

\( G \) and \( O \) need not be disjoint. If a name is used in an expression that occurs both in \( G \) and in \( O \) then it is interpreted as an identifier from \( O \) and not as a given-set from \( G \); this means that the identifiers in \( O \) hide the identifiers in \( G \).

The function \( \mathcal{T} \), mapping a given-set \( G \) to \( \mathcal{T}(G) \), is extended to a functor from \( \text{Set} \) to \( \text{Set} \) by the canonical extension of a function \( f : G \rightarrow G' \) to a function \( \mathcal{T}(f) : \mathcal{T}(G) \rightarrow \mathcal{T}(G') \) given by the definition of \( \mathcal{T}(G) \), that is:

• \( \mathcal{T}(f)(g) = g \) for \( g \in G \),
• \( \mathcal{T}(f)(T_1 \times \ldots \times T_n) = \mathcal{T}(f)(T_1) \times \ldots \times \mathcal{T}(f)(T_n) \) for \( T_1, \ldots, T_n \in \mathcal{T}(G) \),
• \( \mathcal{T}(f)(\mathcal{P}(T)) = \mathcal{P}(\mathcal{T}(f)(T)) \) for \( T \in \mathcal{T}(G) \),
• \( \mathcal{T}(f)(<x_1 : T_1, \ldots, x_n : T_n>) = <x_1 : \mathcal{T}(f)(T_1), \ldots, x_n : \mathcal{T}(f)(T_n)> \) for \( T_1, \ldots, T_n \in \mathcal{T}(G) \).

A signature morphism \( \sigma : (G, O, \tau) \rightarrow (G', O', \tau') \) is a pair of maps between the given-sets and the set of identifiers such that if \( \text{id} \) is the name of a given-set from \( G \setminus O \) then it has to be mapped to \( G' \setminus O' \). This requirement is important for the proof of Lemma 9.14, which in turn is needed in the proof of the satisfaction condition (cf. Theorem 9.15).

**Definition 9.2 (Signature-Morphisms)** A signature morphism \( \sigma \) from a signature \( (G, O, \tau) \) to signature \( (G', O', \tau') \) is a pair of functions \( \sigma_G : G \rightarrow G' \) and \( \sigma_O : O \rightarrow O' \) such that \( \sigma_G \) and \( \sigma_O \) are compatible with \( \tau \) and \( \tau' \), that is \( \tau; T(\sigma_G) = \sigma_O; \tau' \). We require that if \( \text{id} \) is in \( G \setminus O \) then \( \sigma_O(\text{id}) \) is in \( G' \setminus O' \).

**Definition 9.3 (SignSET)** The category \( \text{SignSET} \) has as objects signatures \( \Sigma = (G, O, \tau) \) and as morphisms signature morphisms \( \sigma = (\sigma_G, \sigma_O) \) as defined above.

The colimit of a functor \( F : J \rightarrow \text{SignSET} \) is given by the colimits of the set of given-set names and the set of identifiers. Note that \( \text{SignSET} \) is only finitely cocomplete because we have assumed that the set of given-set names and the set of identifiers are finite.

**Theorem 9.4** The category \( \text{SignSET} \) is finitely cocomplete.

**Proof** Let \( F \) be a functor from \( J \) to \( \text{SignSET} \) and let \( F(i) = \Sigma_i = (G_i, O_i, \tau_i) \) and \( F(f) = \sigma_f = (\sigma^G_i, \sigma^O_i) \). Define \( F_G : J \rightarrow \text{Set} \) by \( F_G(i) = G_i \) and \( F_G(f) = \sigma^G_i \), and define \( F_O : J \rightarrow \text{Set} \) by \( F_O(i) = O_i \) and \( F_O(f) = \sigma^O_i \). Then \( \bigsqcup F = (G, O, \tau) \), where \( G \) is the colimit of \( F_G \), \( O \) the colimit of \( F_O \) and \( \tau \) is given as the unique function satisfying \( \iota^F(i) ; \tau = \tau_i ; T(\iota^F_G) \) for all \( i \in J \) given by the colimit property of \( F_O \).

\[
\begin{array}{ccc}
O & \xrightarrow{\tau} & T(G) \\
\iota^F_O \downarrow & & \downarrow \iota^F_G \\
O_i \xrightarrow{\tau_i} & T(G_i) \\
\end{array}
\]
9.1 The Institution \textsc{SET}

The co-cone morphisms \( \iota^F_i \) from \( \Sigma_i \) to \( \coprod F \) are given by the co-cone morphisms \( \iota^G_i \) from \( G_i \) to \( G \) and \( \iota^O_i \) from \( O_i \) to \( O \). Note that, by the above diagram, \( \iota^G_i \) and \( \iota^O_i \) are compatible and therefore \( \iota^F_i \) is a signature morphism.

Given a natural transformation \( \mu : F \Rightarrow \Delta(G', \mathcal{O}', \tau') \) then the unique function \( \tilde{\mu} = (\tilde{\mu}_G, \tilde{\mu}_O) \) from \( \coprod F \) to \( (G', \mathcal{O}', \tau') \) with the property \( \iota^F_i \tilde{\mu} = \mu_i \) for all \( i \in J \) is given by the unique functions \( \tilde{\mu}_G \) and \( \tilde{\mu}_O \) given by the colimit property of \( G \) and \( O \). For \( \tilde{\mu} \) to be a signature morphisms we have to show that \( \tilde{\mu}_O; \tau' = \tau; T(\tilde{\mu}_G) \). We show this by using the colimit property of \( O \) in \textsc{Set} for the following \( J \)-indexed families of diagrams.

\[
\begin{array}{ccc}
O & \xrightarrow{\tau} & T(G) \\
\downarrow{(\iota^G_i)} & & \downarrow{T(\alpha)} \Rightarrow \downarrow{T(G')} \\
O_i & \xrightarrow{\tau_i} & T(G_i)
\end{array}
\quad
\begin{array}{ccc}
O & \xrightarrow{\mu O} & O' \\
\downarrow{(\iota^G_i)} & & \downarrow{T((\mu_G)_i)} \Rightarrow \downarrow{T(G')} \\
O_i & \xrightarrow{\tau'_i} & T(G_i)
\end{array}
\]

In the first family of diagrams the diagrams commute because the right triangle commutes since \( \tilde{\mu}_G \) is defined as the unique function that satisfies \( \iota^G_i; \tilde{\mu}_G = (\mu_G)_i \), and the left rectangle commutes because \( \tau^F \) is a signature morphism. The diagrams in the second family commute because the \( \mu_i \) are signature morphisms (right rectangle) and \( \tilde{\mu}_O \) is defined as the unique function satisfying \( \iota^O_i; \tilde{\mu}_O = (\mu_O)_i \) (left triangle). Then \( \tau; T(\tilde{\mu}_G) = \tilde{\mu}_O; \tau' \) because of the uniqueness of the function from \( O \) to \( T(G') \) making the outer quadrangles of the diagrams commute. \hfill \Box

The initial object in \textsc{Sign}_{\textsc{Set}} is \( (\{\}, \{\}, \tau) \) where \( \tau \) is the unique function from the empty set to \( T(\{\}) = \{\} \).

**Structures**

Given a signature \( \Sigma = (G, \mathcal{O}, \tau) \) a \( \Sigma \)-structure \( A \) interprets each given-set in \( G \) by a set from \( \textsc{Set} \) and each identifier \( \text{id} \) in \( O \) by a value of the set corresponding to the type of \( \text{id} \).

**Definition 9.5 (\( \Sigma \)-structures)** For a given signature \( \Sigma = (G, \mathcal{O}, \tau) \) the category \( \text{Str}_{\textsc{Set}}(\Sigma) \) of \( \Sigma \)-structures has as objects pairs \((A_G, A_O)\), where \( A_G \) is a functor from the set \( G \), viewed as a discrete category, to \( \text{Set} \) and \( A_O \) is the set \( \{(o_1, v_1), \ldots, (o_n, v_n)\} \) for \( O = \{o_1, \ldots, o_n\} \) and \( v_i \in A_G(\tau(o_i)) \), where the functor \( A_G : T(G) \to \text{Set} \) is given by:

- \( A_G(T) = A_G(T) \) for \( T = g \) and \( g \in G \)
- \( A_G(T_1 \times \cdots \times T_n) = (A_G(T_1) \times \cdots \times A_G(T_n)) \) for \( T_1 \times \cdots \times T_n \in T(G) \)
- \( A_G(P(T)) = 2^{A_G(T)} \) for \( P(T) \in T(G) \)
- \( A_G(<x_1 : T_1, \ldots, x_n : T_n>) = \{(x_1, v_1), \ldots, (x_n, v_n)\} \) for \( <x_1 : T_1, \ldots, x_n : T_n> \in T(G) \).
A morphism \( h \) from a \( \Sigma \)-structure \( A \) to a \( \Sigma \)-structure \( B \) is a family of functions between the interpretations of the given-sets which is compatible with the interpretations of the identifiers in \( O \).

**Definition 9.6 (\( \Sigma \)-homomorphism)** A \( \Sigma \)-homomorphism \( h \) from a structure \( A = (A_G, A_O) \) to a structure \( B = (B_G, B_O) \) is a natural transformation \( h : A_G \to B_G \) for which \( \bar{h}_{\tau(o)}(v_A) = v_B \) for all \( o \in O \), \( (o, v_A) \in A_O \) and \( (o, v_B) \in B_O \) holds, where \( \bar{h} \) is the extension of \( h : A_G \to B_G \) to \( \bar{h} : \bar{A}_G = \bar{B}_G \) given by:

- \( \bar{h}_T(v) = h_T(v) \) for \( T \in G \)
- \( \bar{h}_{\tau(T)}(S) = \{ \bar{h}_T(v) \mid v \in S \} \) for \( \tau(T) \in T(G) \)
- \( \bar{h}_T(\{(x_1, v_1), \ldots, (x_n, v_n)\}) = \{(x_1, \bar{h}_{\tau(T)}(v_1)), \ldots, (x_n, \bar{h}_{\tau(T)}(v_n))\} \) for \( T = \langle x_1 : T_1, \ldots, x_n : T_n \rangle \in T(G) \)

**Definition 9.7 (\( \sigma \)-reduct)** Given a signature morphism \( \sigma \) from \( \Sigma = (G, O, \tau) \) to \( \Sigma' = (G', O', \tau') \) in \( \text{Sign}_{\Sigma T} \) and a structure \( A = (A_G, A_O) \) in \( \text{Str}_{\Sigma T}(\Sigma) \) the \( \sigma \)-reduct of \( A \), written \( A |\sigma \), is the structure \( B = (B_G, B_O) \) given by:

- \( B_G = \sigma_G ; A_G \)
- \( B_O = \{(o, v) \mid (\sigma_O(o), v) \in A_O, o \in O\} \)

For a \( \Sigma' \)-homomorphism \( h : A \to B \) the \( \sigma \)-reduct is defined as \( h |\sigma = \sigma_G ; h \).

**Definition 9.8 (\( \text{Str}_{\Sigma T} \))** The contravariant functor \( \text{Str}_{\Sigma T} \) from \( \text{Sign}_{\Sigma T} \) to \( \text{Cat} \) assigns to each signature \( \Sigma \) the category as objects \( \Sigma \)-structures and as morphisms \( \Sigma \)-homomorphisms, and to each \( \text{Sign}_{\Sigma T} \)-morphism \( \sigma \) from \( \Sigma \) to \( \Sigma' \) a functor from the category \( \text{Str}_{\Sigma T}(\Sigma') \) to the category \( \text{Str}_{\Sigma T}(\Sigma) \) mapping a \( \Sigma \)-structure \( A \) and a \( \Sigma \)-homomorphism to their \( \sigma \)-reduct.

**Theorem 9.9** The functor \( \text{Str}_{\Sigma T} \) preserves finite colimits.

The functor \( \text{Str}_{\Sigma T} \) maps the initial object \( \{\}, \{\}, \tau \) in \( \text{Sign}_{\Sigma T} \) to the category with one element \( (A_G, \{\}) \) where \( A_G \) is the unique functor from the category with no objects to the category Set. If \( \text{Str}_{\Sigma T} \) in addition preserves pushouts, then \( \text{Str}_{\Sigma T} \) preserves finite colimits. The functor \( \text{Str}_{\Sigma T} \) preserves pushouts if the institution \( \Sigma T \) has amalgamation.

**Theorem 9.10** The institution \( \Sigma T \) has amalgamation.

**Proof** Let \( F \) be a pushout diagram with \( F(i) = \Sigma_i = (G_i, O_i) \) for \( i \in \{0, 1, 2\} \), \( F(f) = \sigma_f = (\sigma'_f, \sigma''_f) \) for \( f \in V \), and let \( \Sigma_d = (G_d, O_d) \) be the pushout of \( F \) with co-limit morphisms \( \iota_i : \Sigma_i \to \Sigma_d \) for \( i \in \{0, 1, 2\} \). Given \( \Sigma \)-structures \( A_i = (A'_G, A'_O) \) such that \( A_i |\sigma_f = A_0 = \ldots = A_2 = (G, O) \).
$A_{2|O_g}$, where $f : 0 \rightarrow 1$ and $g : 0 \rightarrow 2$. Then we define the amalgamated sum $A = (A_G, A_O)$ of $A_1$ and $A_2$ with respect to $A_0$ by

$$A_G(g) = A^i_G(g_i) \text{ if } (\iota_G)_i(g_i) = g \text{ for some } i \in \{0, 1, 2\} \text{ and } g_i \in G_i$$

and

$$A_O = \{(o, v_i) \mid \exists i \in \{0, 1, 2\} \ (o, v_i) \in A^i_O, \ (\iota_O)_i(o_i) = o\},$$

For $A_G$ to be well-defined consider $i, j$ with $(\iota_G)_i(g_i) = g = (\iota_G)_j(g_j)$. Then we have to show that $A^i_G(g_i) = A^j_G(g_j)$. Assume that there exists $f : i \rightarrow j$ in $V$ then we have $\sigma^f_O(g_i) = g_j$ and $A^f|_{\sigma^f} = A_i$, which by the definition of $\sigma$-reduct implies $\sigma^f_G; A^i_G = A^j_G$, and therefore $A^i_G(g_i) = A^j_G(\sigma^f_G(g_i)) = A^j_G(g_i)$.

A similar argument shows that if $(o, v_i) \in A_O$ and $(o, v_j) \in A_O$ then $v_i = v_j$.  \hfill \Box

Formulas

The $\Sigma$-formulas are first-order formulas over expressions denoting sets and elements in sets. Expressions can be tested for equality and membership. An important category of expressions, called schema-expressions, denote sets of elements of schema-type.

Expressions  Expressions describe either given-sets or values in sets constructed from given-sets; the values can, of course, be themselves sets. These expressions are built from names in $G$ and $O$, formation of tuples, selection of an element in a tuple, formation of an element of schema-type, selection of a component of an element of schema-type and function application.

$$E ::= \text{id} \mid (E, \ldots, E) \mid E.\text{id} \mid <x_1 := E, \ldots, x_n := E> \mid E.x \mid E(E)$$

An identifier $\text{id}$ in $O$ denotes a value of the set $\tilde{A}_G(\tau(\text{id}))$ and a given-set name $g$ in $G$ denotes a given-set $\tilde{A}_G(g)$, which is an element of the set $\tilde{A}_G(\mathcal{P}(g)) = 2^{\tilde{A}_G(g)}$. The function application $E_1(E_2)$ is well-defined if $E_1$ is of type $\mathcal{P}(T_1 \times T_2)$ and $E_2$ is of type $T_1$. The result is of type $T_2$. If $E_1$ represents the graph of a total function then $E_1(E_2)$ yields the result of that function applied to $E_2$. However, if $E_1$ is the graph of a partial function or not a functional at all then an arbitrary value from the $\tilde{A}_G(T_2)$ is chosen as the result for the situations where $E_2$ is not in the domain of that function or if several results are associated with $E_2$ in $E_1$.

The remaining expressions denote sets. These are set-extension and comprehension, powerset construction, cartesian product and schemas.

$$E ::= \ldots \mid \{E, \ldots, E\} \mid \{S \bullet E\} \mid \mathcal{P}(E) \mid E \times \ldots \times E \mid S$$

Let $V$ be a recursive enumerable set of variable names such that $V$ and $F$ are disjoint. Given a signature $\Sigma = (G, O, \tau)$ and a set of variables $X \subseteq V$ together with a function $\tau_X : X \rightarrow \mathcal{T}(G)$ then an environment $\epsilon$ is a pair $(\Sigma, (X, \tau_X))$. An expression $E$ is well-formed with respect to $\epsilon$ if
$E = \{E_1, \ldots, E_n\}$ and each $E_i$ is well-formed for all $1 \leq i \leq n$. Then $\tau^\epsilon(E) = \tau^\epsilon(E_1) \times \ldots \times \tau^\epsilon(E_n)$.

- $E = T_i \times \ldots \times T_n$ and $1 \leq i \leq n$. The type of $E$ is $T_i$.

- $E = \langle \langle x_1 := E_1, \ldots, x_n := E_n \rangle, x_i \in V, x_i \neq x_j \rangle$ and each $E_i$ is well-formed. The type of $E$ is $\langle \langle x_1 : \tau^\epsilon(E_1), \ldots, x_n : \tau^\epsilon(E_n) \rangle \rangle$.

- $E = E' \cdot x, \tau^\epsilon(E') = \langle \langle x_1 := T_1, \ldots, x_n := T_n \rangle \rangle$ and $x = x_i$ for some $1 \leq i \leq n$. The type of $E$ is $T_i$.

- $E = \{E_1, \ldots, E_n\},$ each $E_i$ is well-formed and all $E_i$ have the same type $T$ for $1 \leq i \leq n$. The type of $E$ is $\mathcal{P}(T)$.

- $E = \{S \cdot E'\}, S$ is well-formed and has type $\mathcal{P}(\langle \langle x_1 := T_1, \ldots, x_n := T_n \rangle \rangle)$ and $E'$ is well-formed with respect to $\epsilon[\langle \langle x_1 := T_1, \ldots, x_n := T_n \rangle \rangle] = (\Sigma, (X', \tau'_{X'}))$ is given by $X' = X \cup \{x_1, \ldots, x_n\}$ and

$$\tau'_{X}(id) = \begin{cases} T_i & \text{if } id = x_i \text{ for some } 1 \leq i \leq n \\ \tau_{X}(id) & \text{else} \end{cases}$$

The type of $E$ is $\mathcal{P}(\tau^\epsilon(E'))$.

- $E = \mathcal{P}(E')$ and $E'$ is well-formed. The type of $E$ is $\mathcal{P}(\tau^\epsilon(E'))$.

- $E = E_1 \times \ldots \times E_n$ and each $E_i$ is well-formed. The type of $E$ is $\mathcal{P}(\tau^\epsilon(E_1) \times \ldots \times \tau^\epsilon(E_n))$.

- $E = S$ and $S$ is well-formed schema-expression with respect to $\Sigma$, where well-formedness of schema-expressions are defined on page 172. The type of $E$ is the type of $S$ with respect to $\epsilon$.

Let $E$ be an expression well-formed with respect to $\epsilon = (\Sigma, (X, \tau_X))$ and let $A = (A_G, A_O)$ be a $\Sigma$-structure. The semantics of an expression $E$ with respect to the environment $\beta = (A, A_X)$, where $A_X = \{(x_1, v_1), \ldots, (x_n, v_n)\}$, $X = \{x_1, \ldots, x_n\}$ and $v_i \in A_G(\tau_X(x_i))$ for all $1 \leq i \leq n$, is defined as follows:

- $[id]_\beta = v$ if $(id, v) \in A_X$ and $id \in X$ or $(id, v) \in A_O$ and $id \in O$ or $[id]_\beta = A_G(id)$ if $id$ is in $G \setminus O$.

- $[(E_1, \ldots, E_n)]_\beta = ([E_1]_\beta, \ldots, [E_n]_\beta)$.

- $[E.i]_\beta = v_i$ if $[E]_\beta = (v_1, \ldots, v_n)$.
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- $\ll x_1 := E_1, \ldots, x_n := E_n \rr^\beta = \{(x_1, [E_1]^\beta), \ldots, (x_n, [E_n]^\beta)\}$.
- $[E,x]^\beta = v_i$ if $[E]^\beta = \{(x_1, v_1), \ldots, (x_n, v_n)\}$ and $x = x_i$.
- $[E_1(E_2)]^\beta = v$ if $v$ is unique with $([E_2]^\beta, v)$ in $[E_1]^\beta$. If another $v'$ with $([E_2]^\beta, v')$ in $[E_1]^\beta$ exists or if none exists then $v$ is an arbitrary element of $\mathcal{A}_G(T_2)$, where $\tau^G(E_1) = \mathcal{P}(T_1 \times T_2)$.
- $[\{E_1, \ldots, E_n\}]^\beta = \{[E_1]^\beta, \ldots, [E_n]^\beta\}$.
- $[\{S \bullet E\}]^\beta = \{[E]^\beta[v] \mid v \in [S]^\beta\}.$
  For a value $v = \{(x_1, v_1), \ldots, (x_n, v_n)\}$ from $[S]^\beta$, $\beta[v]$ is the environment $(A, A_X[v])$ such that $A_X[v] = A_X \setminus \{(id, v') \mid (id, v') \in A_X, \exists 1 \leq i \leq n : id = x_i\} \cup v$
- $[\mathcal{P}(E)]^\beta = 2[\mathcal{E}]^\beta$.
- $[[E_1 \times \ldots \times E_n]^\beta = [E_1]^\beta \times \ldots \times [E_n]^\beta$.

**Schema-expressions**  A schema denotes a set of elements of schema-type which have the form $\{(x_1, v_1), \ldots, (x_n, v_n)\}$ and are called bindings. A simple schema of the form $x_1 : E_1, \ldots, x_n : E_n$ defines the identifiers of a schema and a set of possible values for each identifier.

We require that the identifiers of a schema are not taken from the same set $F$ as the given-set names in $G$ and the identifier names of $O$. Thus we assume a recursive enumerable set $V$ with $V \cap F = \{\}$ from which the identifiers of a schema are taken. The reason is that the identifier names of a schema can be bound by a quantifier and that we have to prevent that an identifier is renamed by a signature morphism to the name of a bound identifier. This would lead to problems with the satisfaction condition for $\mathcal{SET}$.

Given a schema $S$ we can a define a new schema $S|P$ having as elements all the elements of $S$ satisfying the predicate $P$. We can form the negation, disjunction, conjunction and implication of schema-expressions, which correspond to the complement, union and intersection of the sets denoted by the arguments. For the disjunction, conjunction and implication of schema-expressions the type of the arguments have to be compatible, that is, if two components have the same name, they have to have the same type. The type of the result has as components the union of the components of the arguments, with all duplicates removed. Adjustments of the type of schemas can be made by using hiding and renaming, where hiding hides some components of a schema-type and renaming renames some identifiers. An existentially quantified schema $\exists S_1.S_2$ denotes the set of all bindings of the identifiers of $S_2$ without the ones in $S_1$ such that there exists a binding in $S_1$ such that the union of the bindings is an element of $S_2$. An universally quantified schema $\forall S_1.S_2$ is an abbreviation for
\(-\exists S_1, \neg S_2.\)

\[
S := x_1 : E, \ldots, x_n : E \mid (S|P) \mid \neg S \mid S \lor S \mid S \land S \mid S \Rightarrow S \\
\mid \forall S.S \mid \exists S.S \mid S \setminus [x_1, \ldots, x_n] \mid S[x_1/y_1, \ldots, x_n/y_n] \\
\mid S \text{ Decor} \mid E
\]

A schema-expression \(S\) is well-formed with respect to an environment \(\epsilon = (\Sigma, (X, \tau_X))\) with 
\(\Sigma = (G, O, \tau),\) if:

- \(S = x_1 : E_1, \ldots, x_n : E_n, x_i \in V\) and \(E_i\) is well-formed and has type \(\mathcal{P}(T_i)\) for each 
\(1 \leq i \leq n.\) The type of \(S\) is \(\mathcal{P}(T_1 : T_n).\)
- \(S = S'|P\) and \(P\) is well-formed with respect to \(\epsilon' = \epsilon[T],\) where \(T\) is the type of \(S'\) with 
respect to \(\epsilon.\) The type of \(S\) is \(T.\)
- \(S = \neg S'\) and \(S'\) is well-formed. The type of \(S\) is \(\tau'(S').\)
- \(S = S_1 \text{ op } S_2\) and \(S_1\) and \(S_2\) have compatible types, and \(S_1\) and \(S_2\) are well-formed for each 
\(\text{op} \in \{\lor, \land, \Rightarrow\}.\) Two schema-types \(<x_1 : T_1, \ldots, x_n : T_n>\) and \(<x'_1 : T'_1, \ldots, x'_m : T'_m>\) 
are compatible if for all \(i, j\) such that \(x_i = x'_j\) we have \(T_i = T'_j.\) The type of \(S\) has as 
components the union of the components of the type of \(S_1\) and \(S_2\) with the duplicates 
removed.
- \(S = \exists S_1, S_2, S_1\) and \(S_2\) are well-formed with respect to \(\epsilon\) and their types are compatible. 
The type of \(S\) is the type of \(S_2\) with all the identifiers removed which occur in \(S_1.\)
- \(S = S' \setminus [x_1, \ldots, x_n]\) and \(S\) is well-formed. Note that it is not required that the \(x_i\) 
be identifiers of the type of \(S'.\) The type of \(S\) is the type of \(S'\) without the identifier 
\(x_i\) if \(x_i\) occurs in the type of \(S\) for all \(1 \leq i \leq n.\)
- \(S = S'[x_1/y_1, \ldots, x_n/y_n]\) and \(S\) is well-formed. Note that it is not required that the 
\(x_i\) have to be identifiers of the type of \(S'.\) The type of \(S\) is the type of \(S'\) where \(x_i\) is 
replaced by \(y_i\) if \(x_i\) is an identifier of \(S'.\) Note that the function from the identifiers 
of the type of \(S'\) to the identifiers of the type of \(S\) defined by this replacement has to be 
injective.
- \(S = S' \text{ Decor}\) and \(S'\) is well-formed. \(\text{Decor}\) is a finite sequence of elements from 
\(\{', !, ?\}.\)

The type of \(S\) is \(\mathcal{P}(<\bar{x}_1 : T_1, \ldots, \bar{x}_n : T_n>)\) if \(S'\) is of type \(\mathcal{P}(<x_1 : T_1, \ldots, x_n : T_n>)\) \(\bar{x}_i\)
is the decorated form of \(x_i,\) for example, if \(\text{Decor}\) is \(!\) then \(\bar{x}_i = x_i!.\)
- \(S = E\) and \(E\) is well-formed with type \(\mathcal{P}(<x_1 : T_1, \ldots, x_n : T_n>)\) The type of \(S\) is 
\(\mathcal{P}(<x_1 : T_1, \ldots, x_n : T_n>)\)

If a schema-expression \(S\) is well-defined with respect to \(\epsilon,\) its semantics \(\llbracket S \rrbracket^\beta\) with respect to 
a structure \(A = (A_G, A_O)\) and an environment \(\beta = (A, A_X)\) is defined as follows:

- \(\llbracket x_1 : E_1, \ldots, x_n : E_n \rrbracket^\beta = \{(x_1, v_1), \ldots, (x_n, v_n)\} \mid v_i \in \llbracket E_i \rrbracket^\beta, 1 \leq i \leq n\). 
- \(\llbracket S|P \rrbracket^\beta = \{v \in \llbracket S \rrbracket^\beta \mid \beta[v] \models^\text{SET} P\}.\) The satisfaction relation \(|-\models^\text{SET}\) is defined on 
page 174.
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- $\lnot \sigma \beta = \{ v \mid v \notin [\sigma] \beta \}$.

- $[\sigma_1 \ op \ \sigma_2] \beta = \{ v \in \mathcal{A}_G(T) \mid v = v_1 \cup v_2, v_1 \in [\sigma_1] \ \sigma \ op \ \sigma_2 \} \ \text{for} \ op \ \in \{ \lor, \land, \Rightarrow \}$, where $T$ is the type of $\sigma_1 \ op \ \sigma_2$. Note that $v \in \mathcal{A}_G(T)$ guarantees that if $(x, a) \in v_1, (x, a') \in v_2 \ \text{and} \ v = v_1 \cup v_2$ then $a = a'$.

- $[\exists \sigma_1 \ . \ \sigma_2] \beta = \{ v \in \mathcal{A}_G(\tau(\exists \sigma_1 \ . \ \sigma_2)) \mid \ \exists v_1 \in [\sigma_1] \ \sigma_2 \ \text{and} \ v \in [\sigma_2] \ \beta \}$. Note that the elements of $[\sigma_2] \ \beta$ contain at most one pair $(x_i, v_i)$ for each identifier $x_i$ and therefore if $v_1 \cup v$ is in $[\sigma_2] \ \beta$ then for all $(x_i, v_i) \in v$ and $(x'_i, v'_i) \in v_1$ with $x_i = x'_i$ we have $v_i = v'_i$.

- $[\sigma \ \setminus \ y_1, \ldots, y_n] \ \beta = \{ v \mid (x_1, \ldots, x_m) \ \text{is the set of identifiers of type} \ \sigma \ \text{without the identifiers} \ y_1, \ldots, y_n \ \text{and} \ v|_X \ \text{denotes} \ \text{the binding} \ v \ \text{restricted to the identifiers in the set} \ X \}.$

- $[\sigma[y_1/y'_1, \ldots, y_n/y'_n]] \beta = \{ \tilde{f} (v) \mid v \in [\sigma] \beta \}$, where $f$ is the function from the identifiers of type $\sigma$ to the identifiers of type $\sigma'$ defined by $[y_1/y'_1, \ldots, y_n/y'_n]$ as follows:

$$
\tilde{f}(id) = \begin{cases} 
    y'_i & \text{if } y_i = id \ \text{for some} \ 1 \leq i \leq n \\
    id & \text{else}
\end{cases}
$$

and $\tilde{f}$ is the extension of $f$ to bindings.

- $[\sigma' \ \text{Decor}] \beta = \{ ((x_1, v_1), \ldots, (x_n, v_n)) \mid (x_1, v_1), \ldots, (x_n, v_n) \in [\sigma'] \beta \}$. $\bar{x}_i$ is the identifier $x_i$ decorated with Decor. For example, if Decor is $\Rightarrow$ then $\bar{x}_i$ is $x'_i$.

Formulas The formulas in $\text{Sen}_{SET}(\Sigma)$ are the usual first-order formulas built on the membership predicate and the equality between expressions.

$$
P ::= \text{true} \mid \text{false} \mid E \in E \mid E = E \mid \neg P \mid P \lor P \mid P \land P \mid P \Rightarrow P \mid \forall S.P \mid \exists S.P
$$

A formula $P$ is well-formed in an environment $\epsilon = (\Sigma, (X, \tau_X))$ if

- $P = E_1 \in E_2$, $\tau^e(E_2) = \mathcal{P}(\tau^e(E_1))$ and $E_1$ and $E_2$ are well-formed.

- $P = (E_1 \in E_2)$, $\tau^e(E_1) = \tau^e(E_2)$ and $E_1$ and $E_2$ are well-formed.

- $P = \neg P'$ and $P'$ is well-formed.

- $P = P_1 \ op P_2$ and $P_1$ and $P_2$ are well-formed for $op \in \{ \lor, \land, \Rightarrow \}$.

- $P = \forall S.P'$, $S$ is well-formed and has type $T$ and $P'$ is well-formed with respect to $\epsilon[T]$.

- $P = \exists S.P'$, $S$ is well-formed and has type $T$ and $P'$ is well-formed with respect to $\Sigma[T]$.

Given a signature-morphism $\sigma : \Sigma \rightarrow \Sigma'$ and a formula $P$ well-formed with respect to $\epsilon = (\Sigma, (X, \tau_X))$ then the formula $\tilde{\sigma}(P)$ is well-formed with respect to $(\Sigma', (X, \tau'_X))$, where $\tau'_X = \tau_X; T\sigma_G)$, and $\tilde{\sigma}(P)$ is given by:

- $\tilde{\sigma}(id) = id$ if $id \in X$, $\tilde{\sigma}(id) = \sigma_O(id)$ if $id \in O$ and $\tilde{\sigma}(id) = \sigma_G(id)$ if $id \in G \ \setminus \ O$. 
\[\sigma(E_1, \ldots, E_n) = (\sigma(E_1), \ldots, \sigma(E_n))\]

\[\sigma(E, x) = \sigma(E).x\]

\[\sigma(\langle x_1 := E_1, \ldots, x_n := E_n \rangle) = \langle x_1 := \sigma(E_1), \ldots, x_n := \sigma(E_n) \rangle\]

\[\sigma(E \cdot x) = \sigma(E).x\]

\[\sigma(E_1(E_2)) = \sigma(E_1)(\sigma(E_2))\]

\[\sigma\{E_1, \ldots, E_n\} = \{\sigma(E_1), \ldots, \sigma(E_n)\}\]

\[\sigma\{S \cdot E\} = \{\sigma(S) \cdot \sigma(E)\}\]

\[\sigma(\mathcal{P}(E)) = \mathcal{P}(\sigma(E))\]

\[\sigma(E_1 \times \ldots \times E_n) = \sigma(E_1) \times \ldots \times \sigma(E_n)\]

\[\sigma(x_1 : E_1, \ldots, x_n : E) = x_1 : \sigma(E_1), \ldots, x_n : \sigma(E_n)\]

\[\sigma(S|P) = \sigma(S)|\sigma(P)\]

\[\sigma(\neg S) = \neg \sigma(S)\]

\[\sigma(S_1 \text{ op } S_n) = \sigma(S_1) \text{ op } \sigma(S_n) \text{ for } \text{op} \in \{\lor, \land, \Rightarrow\}\]

\[\sigma(\exists S_1, S_2) = \exists \sigma(S_1), \sigma(S_2) \text{ and } \sigma(\forall S_1, S_2) = \forall \sigma(S_1), \sigma(S_2)\]

\[\sigma(S \setminus [x_1, \ldots, x_n]) = \sigma(S) \setminus [x_1, \ldots, x_n]\]

\[\sigma(S[x_1/y_1, \ldots, x_n/y_n]) = \sigma(S)[x_1/y_1, \ldots, x_n/y_n]\]

\[\sigma(E_1 \in E_2) = \sigma(E_1) \in \sigma(E_2)\]

\[\sigma(E_1 = E_2) = \sigma(E_1) = \sigma(E_2)\]

\[\sigma(\text{true}) = \text{true and } \sigma(\text{false}) = \text{false}\]

\[\sigma(\neg P) = \neg \sigma(P)\]

\[\sigma(P_1 \text{ op } P_2) = \sigma(P_1) \text{ op } \sigma(P_2) \text{ for } \text{op} \in \{\lor, \land, \Rightarrow\}\]

\[\sigma(\forall S.P) = \forall \sigma(S), \sigma(P) \text{ and } \sigma(\exists S.P) = \exists \sigma(S), \sigma(P)\]

**Definition 9.11 (Sen_{SET})** The functor \(\text{Sen}_{\text{SET}}\) from \(\text{SIGN}_{\text{SET}}\) to \(\text{SET}\) maps each signature \(\Sigma\) to its set of \(\Sigma\)-formulas and each signature morphism \(\sigma\) from \(\Sigma\) to \(\Sigma'\) to the translation of \(\Sigma\)-formulas to \(\Sigma'\)-formulas given by \(\sigma\).

Validity of a well-formed formula \(P\) in \(\beta = (A, A_X)\), \(\beta \models_{\text{SET}} P\), is defined by:

- \(\beta \models_{\text{SET}} \text{true}\).
- \(\beta \models_{\text{SET}} E_1 \in E_2 \iff [E_1]^{\beta} \in [E_2]^{\beta}\).
- \(\beta \models_{\text{SET}} E_1 = E_2 \iff [E_1]^{\beta} = [E_2]^{\beta}\).
- \(\beta \models_{\text{SET}} \neg P \iff \beta \not\models_{\text{SET}} P\).
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- $\beta \models^{\mathcal{SET}} P_1 \text{ op } P_2$ iff $\beta \models^{\mathcal{SET}} P_1 \text{ op } \beta \models^{\mathcal{SET}} P_2$ for $\text{ op } \in \{\lor, \land, \Rightarrow\}$.
- $\beta \models^{\mathcal{SET}} \forall S.P$ iff $\beta[v] \models^{\mathcal{SET}} P$ for all $v \in \|S\|^\beta$.
- $\beta \models^{\mathcal{SET}} \exists S.P$ iff $\beta[v] \models^{\mathcal{SET}} P$ for some $v \in \|S\|^\beta$.

**Definition 9.12 (Satisfaction)** Given an signature $\Sigma$, a formula $P$ which is well-formed with respect to $(\Sigma, (\{\}, \tau_X))$ and a $\Sigma$-structure $A$ then $A \models^{\mathcal{SET}} P$ if $(A, \{\}) \models^{\mathcal{SET}} P$.

**Theorem 9.13 (The Institution $\mathcal{SET}$)** The category $\text{Sign}_{\mathcal{SET}}$, the functor $\text{Str}_{\mathcal{SET}}$, the functor $\text{Sen}_{\mathcal{SET}}$ and the family of satisfaction relations given by $\models^{\mathcal{SET}}$ define the institution $\mathcal{SET} = (\text{Sign}_{\mathcal{SET}}, \text{Str}_{\mathcal{SET}}, \text{Sen}_{\mathcal{SET}}, \models^{\mathcal{SET}})$.

For $\mathcal{SET}$ to be an institution we have to show that the satisfaction condition holds. For the proof of the satisfaction condition we need that the value of a translated expression $\bar{\sigma}(E)$ in $\beta = (A', A'_X)$ is the same as the value of $E$ in the $\sigma$-reduct of $A'$ and $A'_X$.

**Lemma 9.14** Let $A'$ be a $\Sigma'$-structure, $\sigma$ a signature morphism from $\Sigma$ to $\Sigma'$ and $E$ a well-formed expression with respect to $\Sigma$. Then

$$\|\bar{\sigma}(E)\|^{\beta'} = \|E\|^{\beta'|_\sigma}$$

where $\beta'|_\sigma = (A', A'_X)|_\sigma$ is defined as $(A'|_\sigma, A'_X)$.

**Proof**. Let $\Sigma = (G, O, \tau)$ and $\Sigma' = (G', O', \tau')$, $\sigma = (\sigma_G, \sigma_O)$ be a signature morphism from $\Sigma$ to $\Sigma'$ and $A' = (A'_G, A'_O)$ a $\Sigma'$-structure. We give the proof only for the less obvious cases.

Let $E = id$ where $id \in X$ then $\|\bar{\sigma}(id)\|^{\beta'} = \|id\|^{\beta'} = v$ where $(id, v) \in A'_X$ and by the definition of $\beta'|_\sigma$ we have $\|id\|^{\beta'|_\sigma} = v$.

Let $E = id$ where $id \in O$ then $\|\bar{\sigma}(id)\|^{\beta'} = \|\sigma_O(id)\|^{\beta'} = v$ where $(\sigma_O(id), v) \in A'_O$. Applying the definition of $\sigma$-reduct we get $(id, v) \in A'|_\sigma$ and thus $\|id\|^{\beta'|_\sigma} = v$.

If $id$ is in $G \setminus O$ then by the definition of signature morphisms we have $\sigma(id) \in G' \setminus O'$ and

$$\|\bar{\sigma}(id)\|^{\beta'} = A'_G(\sigma_G(id)) = (A'|_\sigma)(id) = \|\bar{\sigma}(id)\|^{\beta'|_\sigma}.$$
For the last equation to hold we have to show that \( \beta'[v] \models_\sigma = (\beta' \models_\sigma)[v] \).

\[
(A', A'_X)[v] \models_\sigma = (A', A'_X[v]) \models_\sigma \\
= (A'_\sigma, A'_X[v]) \\
= (A'_\sigma, A'_X)[v] \\
= ((A', A'_X) \models_\sigma)[v].
\]

Let \( S = x_1 : E_1, \ldots , x_n : E_n \) then

\[
[[\bar{\sigma}(S)]^\beta']^\beta = [x_1 : \bar{\sigma}(E_1), \ldots , x_n : \bar{\sigma}(E_n)]^\beta' \\
= \{(x_1, v_1), \ldots , (x_n, v_n) \mid v_i \in [[\bar{\sigma}(E_i)]^\beta', 1 \leq i \leq n} \\
= \{(x_1, v_1), \ldots , (x_n, v_n) \mid v_i \in [E_i]^{\beta_\sigma}, 1 \leq i \leq n} \\
= [x_1 : E_1, \ldots , x_n : E_n]^{\beta_\sigma}.
\]

\( \square \)

**Theorem 9.15 (Satisfaction Condition)** For all signature morphisms \( \sigma \) from \( \Sigma \) to \( \Sigma' \) in \( \text{Sign}_{\Sigma T} \), all structures \( A \) in \( \text{Str}_{\Sigma T}(\Sigma') \) and formulas \( \varphi \) in \( \text{Sen}_{\Sigma T}(\Sigma) \) we have

\( A' \models_\sigma \varphi \) iff \( A' \models_{\Sigma T} \bar{\sigma}(\varphi) \).

**Proof** Assume that we are given a signature morphism \( \sigma : \Sigma \rightarrow \Sigma' \) and a \( \Sigma'- \)structure \( A' \). Let \( \varphi \) be the formula \( E \in E' \) from \( \text{Sen}_{\Sigma T}(\Sigma) \). We have \( A \models_{\Sigma T} \bar{\sigma}(E) \in E' \) iff \( A \models_{\Sigma T} \bar{\sigma}(E') \), where \( \beta = (A, \emptyset) \). Now we have \( \bar{\sigma}(E) \models^\beta = [E]^{(A' \models_\sigma}) \) and similar \( \bar{\sigma}(E') \models^\beta = [E']^{(A' \models_\sigma}) \). Thus we get \( \bar{\sigma}(E) \models^\beta = \bar{\sigma}(E') \models_{\Sigma T} \bar{\sigma}(E') \models_{\Sigma T} E \in E' \).

The argumentation is similar for the other formulas. \( \square \)

## 9.2 Abstract Machines in Z

In Z, schemas are used for modeling the state space, the initial states and the operations of abstract machines.

The state space of the counter is given by the following schema:

```
Counter

c : N
```

and the initial state:

```
Init

Counter

c = zero
```
Then the increment and decrement operation are given as

\[
\begin{array}{l}
\text{Inc} \\
\Delta \text{Counter} \\
\quad c' = \text{succ}(c)
\end{array}
\]

and

\[
\begin{array}{l}
\text{Dec} \\
\Delta \text{Counter} \\
\quad - (c = \text{zero}) \\
\quad \text{succ}(c') = c
\end{array}
\]

where \( \Delta \text{Counter} \) is the default notion for the schema that has as components the components of the state before and after the operation: \( \Delta \text{Counter} = \text{Counter} \land \text{Counter}' \).

Abstracting from the Z-syntax we can reformulate the above example in \( \text{SL}_{\Sigma \mathcal{T}} \) as \( I_\Phi \Sigma_C \) where \( \Sigma_C = (\{N\}, \{\text{zero, succ, Counter, Init, Inc, Dec}\}, \tau) \) with

- \( \tau(\text{zero}) = N \)
- \( \tau(\text{succ}) = \mathcal{P}(N \times N) \)
- \( \tau(\text{Counter}) = \tau(\text{Init}) = \mathcal{P}(<c : N>) \)
- \( \tau(\text{Inc}) = \tau(\text{Dec}) = \mathcal{P}(<c : N, c' : N>) \)

The set of formulas \( \Phi \) is the union of \( \Phi_C \) and \( \Phi_N \), where \( \Phi_N \) restricts the interpretation of \( N \) to be isomorphic to the set of natural numbers with 0 and the successor function, and \( \Phi_C \) is the set:

\[
\{ \text{Counter} = c : N, \\
\text{Init} = (\text{Counter} | c = \text{zero}), \\
\text{Inc} = (\text{Counter} \land \text{Counter}' | c' = \text{succ}(c)), \\
\text{Dec} = (\text{Counter} \land \text{Counter}' | \text{succ}(c') = c \land - (c = \text{zero})) \} 
\]

A possible model of \( I_\Phi \Sigma_C \) is the \( \Sigma_C \)-structure \( A = (A_G, A_O) \), where \( A_G(N) = \mathbb{N} \) and

\[
A_O = \\
\{ (\text{zero}, 0), (\text{succ}, \{(n_1, n_2) \mid n_2 = n_1 + 1, n_1 \in \mathbb{N}, n_2 \in \mathbb{N}\}), \\
\text{Counter}, \{(c, v) \mid v \in \mathbb{N}\}, \\
\text{Init}, \{(c, 0)\}, \\
\text{Inc}, \{(c, v), (c', v') \mid v' = v + 1\}, \\
\text{Dec}, \{(c, v), (c', v') \mid v' + 1 = v, v \neq 0\} \}
\]

Let \( \Sigma = (G, O, \tau) \) be a signature in \( \mathcal{S}\mathcal{E}\mathcal{T} \). A schema-type

\[
T = <x_1 : T_1, \ldots, x_n : T_n>
\]
defines a signature \( \Sigma' = (G, O \cup \{ x_1, \ldots, x_n \}, \tau) \), where \( \tau'(x_i) = T_i \) and \( \tau'(id) = \tau(id) \) for \( id \in O \).

Given a \( \Sigma \)-structure \( A = (A_G, A_O) \) then an element \( \{(x_1, v_1), \ldots, (x_n, v_n)\} \) of schema-type \( T \) defines a \( \Sigma' \)-structure \( A' = (A_G, A_O \cup \{ (x_1, v_1), \ldots, (x_n, v_n) \}) \).

**Definition 9.16**

Given a signature \( \Sigma = (G, O, \tau) \), a schema-expression \( S \) of type \( \mathcal{P}(\langle x_1 : T_1, \ldots, x_n : T_n \rangle) \) and a \( \Sigma \)-structure \( A = (A_G, A_O) \). Define an abstract datatype \( (\Sigma_S, M^A_S) \) by

- \( \Sigma_S = (G, O \cup \{ x_1, \ldots, x_n \}, \tau_S) \), where \( \tau_S(x_i) = T_i \) for \( 1 \leq i \leq n \) and \( \tau_S(id) = \tau(id) \) for \( id \in O \) and
- \( M^A_S = \{(A_G, A_O \cup v_S) \mid v_S \in \mathcal{P}^{(\{A_G, A_O\}, \{\}\})} \).

This definition can be extended to abstract datatypes \( SP = (\Sigma, M) \) in \( ADT_{\mathcal{E}_T} \) by taking the union of all \( M^A_S \) for \( A \in M \):

\[
SP_S = (\Sigma_S, \bigcup_{A \in M} M^A_S).
\]

Since a specification of an abstract machine in Z consists of a schema for the state space, the initial states, and the operations, a specification of an abstract machine in Z can be also viewed as a collection of abstract datatypes for the state space, the initial states, and the operations.

In the example of the counter, let \( \Sigma = (G, O, \tau) \), where \( G = \{ \text{N} \} \), \( O = \{ \text{zero}, \text{succ} \} \), \( \tau(\text{zero}) = \text{N} \) and \( \tau(\text{succ}) = \mathcal{P}(\text{N} \times \text{N}) \). Then the schema for the increment operation

\[
(\text{Counter} \land \text{Counter}' \mid c' = \text{succ}(c)),
\]

which is the same as

\[
(c : \text{N}, c' : \text{N} \mid c' = \text{succ}(c)),
\]

defines the abstract datatype \( SP_{\text{inc}} = (\Sigma_{\text{inc}}, M_{\text{inc}}) \), where \( \Sigma_{\text{inc}} \) is the signature

\[
\{ \text{N}, \{ \text{zero}, \text{succ}, c, c' \}, \tau_{\text{inc}} \}
\]

with \( \tau_{\text{inc}}(c) = \tau_{\text{inc}}(c') = \text{N} \), \( \tau_{\text{inc}}(\text{zero}) = \text{N} \) and \( \tau_{\text{inc}}(\text{succ}) = \mathcal{P}(\text{N} \times \text{N}) \), and

\[
M_{\text{inc}} = \{(A_G, A_O \cup \{ (c, v), (c', v') \}) \mid v' = [\text{succ}(c)]^{(\{A_G, A_O\}, \{\})}, (A_G, A_O) \in M \}.
\]

Note that we get similar abstract datatypes when using \( RSL_{\mathcal{E}_T} \) to define the counter and translating them to abstract datatypes in \( ADT_{\mathcal{E}_T} \) (cf. Section 7.1).

Also the operations on schemas are similar to the operations found in \( SL_{\mathcal{E}_T} \). Let \( SP \) be an \( SL_{\mathcal{E}_T} \) expression with semantics \( (\Sigma, M) \). If

\( ^1 \)Note that \( \Sigma' \) is not a signature as defined in Definition 9.1 because \( \{x_1, \ldots, x_n\} \) is not a subset of \( F \) since, for technical reasons, we had to require that the set of variable names and the set of identifier names are disjoint. However, we can assume that \( O' \) is the set \( O \cup \{ \bar{x}_1, \ldots, \bar{x}_n \} \) where the \( \bar{x}_i \) are suitable renamings of \( x_i \) to symbols in \( F \) not occurring in \( O \).
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- \( S = x_1 : E_1, \ldots, x_n : E_n \) then \( [\text{Sp}]_S = \left[ \left. \left[ I_{\{x_i \in E_i \mid 1 \leq i \leq n\}} \right] \right| T_\sigma \text{Sp} \right] \), where \( \sigma \) is the inclusion of \( \Sigma \) into \( \Sigma_S \).

- \( S = S'[P] \) then \( [\text{Sp}]_S = \left[ \left[ I_{\{P\}} \right] \text{Sp}_S \right] \).

- \( S = S_1 \land S_2 \) then \( [\text{Sp}]_S = \left[ T_{\sigma_1} \text{Sp}_{S_1} + T_{\sigma_2} \text{Sp}_{S_2} \right] \). The signature morphisms \( \sigma_1 \) and \( \sigma_2 \) are the inclusions of the signatures \( \Sigma_{S_1} \) and \( \Sigma_{S_2} \) into \( \Sigma_{S_1 \land S_2} \). This is needed because, in contrast to the union of abstract datatypes, the types of \( S_1 \) and \( S_2 \) are only required to be compatible in the union of \( S_1 \) and \( S_2 \).

- \( S = S_1 \lor S_2 \) then \( [\text{Sp}]_S = \left[ T_{\sigma_1} \text{Sp}_{S_1} \lor T_{\sigma_2} \text{Sp}_{S_2} \right] \). The signature morphisms \( \sigma_1 \) and \( \sigma_2 \) are the same as defined for the union of schemas.

- \( S = S' \setminus \{ x_1, \ldots, x_n \} \) then \( [\text{Sp}]_S = \left[ D_\sigma \text{Sp}_{S'} \right] \), where \( \sigma \) is the inclusion of \( \Sigma_S \) into \( \Sigma_{S'} \).

- \( S = S'[x_1/y_1, \ldots, x_n/y_n] \) then \( [\text{Sp}]_S = \left[ T_\sigma \text{Sp}_{S'} \right] \), where \( \sigma_G \) is the identity and \( \sigma_O(x) = y_i \), if \( x = x_i \) for some \( i \) and \( \sigma_O(x) = x \) if \( x \neq x_i \) for all \( i \).

However, we do not have corresponding \( \text{SLS}_\mathcal{E} \mathcal{T} \) operations for \( \neg S, S \Rightarrow S, \forall S.S \) and \( \exists S.S \). While their semantics could be easily defined, for example, \( \left[ \neg (\Sigma, M) \right] = (\Sigma, \{ m \in \text{Str}_\Sigma(\Sigma) \mid m \notin M \}) \), one would need additional proof rules for the entailment of specification, as in the case of disjunction (cf. Chapter 8).

There are some important differences between modeling the operations as schemas and as abstract datatypes. Defining the operations as schemas depends on the base institution to provide schemas. This fixes the institution to \( \mathcal{S} \mathcal{E} \mathcal{T} \). In contrast, in the approach presented in this thesis, we have separated the logic for defining the operations of an abstract machine from the base institution. Thus our approach applies to any institution whose category of signatures is (finitely) cocomplete and whose structure functor preserves (finite) colimits. On the other side, since schemas are part of the institution \( \mathcal{S} \mathcal{E} \mathcal{T} \), it is possible to reason within \( \mathcal{S} \mathcal{E} \mathcal{T} \) itself about the operations of an abstract machine. In our approach only the operations in \( \text{RSL}_{\mathcal{S} \mathcal{E} \mathcal{T}} \) can be used to refer to other operations.

Another difference is that expressions in \( \text{RSL}_{\mathcal{S} \mathcal{E} \mathcal{T}} \) carry information about the type of the relation. The type of an operation in the Z style specification of abstract machines is kept informal. Conventions, like the use of \( \Delta \text{Counter} \) and descriptive text that surrounds a schema definition, provides this information.

9.3 Z-style specifications using LSL

The theory of relations, presented in the previous chapters, is based on a newly constructed institution \( \mathcal{R}_\mathcal{T} \) with respect to an, arbitrary exact institution \( \mathcal{I} \) with a (finitely) cocomplete category of signatures. Then the language \( \text{RSL}_\mathcal{T} \) is used to define relations. However, the problem with this approach is that \( \text{RSL}_\mathcal{T} \) is an abstract language, which is intended mainly as a vehicle for more concrete languages to define their semantics in and for theoretical studies. Another problem is that no tools exist for \( \text{RSL}_\mathcal{I} \).
To address this problem we shall adopt a method used by the Z community for the specification of sequential systems [57]. The specification language Z itself almost has no language support for defining sequential system. It is a matter of convention and the explanations used in the text surrounding a Z schema, whether this schema is to be interpreted as a definition of a relation or the specification of a state space.

In the following, we shall use a similar approach based on the Larch Shared Language. The advantage is that we can use tools designed for the Larch Shared Language, like the Larch Shared Language checker and the Larch Prover to check our specifications and to prove properties. However, since some information, for example, whether a specification is meant as specifying a state space or defining a relation, is left implicit, the use of these tools is limited.

Note that we could have used any suitable specification language, that is, a specification language with loose semantics, like PJuss [8] or CASL [45].

That this approach is possible, is the result of the strong relationship between \( \text{ADT}_R \) and \( \text{ADT}_\Sigma \) established in Section 5.6.

**Definition 9.17** An abstract datatype \( \text{SP} = (\Sigma, M) \) from \( \text{ADT}_\Sigma \) is a relation of type \( \Theta_R \) if there exists a relation \( R = (\Theta_R, M_R) \) of type \( \Theta_R = (D_R, \Gamma_R) \) in \( \text{ADT}_R \) and an \( \text{ADT}_\Sigma \)-morphism \( \sigma \) from \( \prod \Gamma_R; \text{Sig}^A \) to \( \Sigma \) such that \( M|_\sigma = M_R \).

As an example we shall give the birthday book specification of Spivey [56], which we have discussed in Section 6.2.

The state of a birthday book is given by the predicate \( \text{known} \), a boolean function, and the (total) function \( \text{birthday} \), mapping the name of a person to his birthday. The value of \( \text{birthday} \) for a name \( n \) is arbitrary if \( \text{known}(n) \) is not true.

**BirthdayBook : trait**

- **introduces**
  - **known**: Name \( \rightarrow \) Bool
  - **birthday**: Name \( \rightarrow \) Date

The initial birthday book contains no entries.

**InitBirthday : trait**

- **includes**
  - **BirthdayBook**
- **asserts**
  - \( \forall n: \text{Name} \quad \neg \text{known}(n) \)

The trait **DeltaBirthdayBook** introduces two copies of \( \text{known} \) and \( \text{birthday} \), an unprimed copy for the state components before the operation and a primed copy for the state components after the execution of the operation. Any operation that wants to change the state of the birthday book includes **DeltaBirthday**.
DeltaBirthdayBook : trait
  includes
    BirthdayBook,
    BirthdayBook(known’ for known,
                 birthday’ for birthday)

DeltaBirthday is the colimit of the type $<\text{BirthdayBook} \times \text{BirthdayBook}>_{\text{Env}}$.

In contrast, the trait ThetaBirthdayBook is included in the trait of all operations that do not want to change the state of the birthday book.

ThetaBirthdayBook : trait
  includes
    BirthdayBook,
    BirthdayBook(known’ for known,
                 birthday’ for birthday)
  asserts
    forall n:Name
      known’(n) ⇔ known(n);
      birthday’(n) = birthday(n)

The operation adding a new birthday to a birthday book is specified by the trait AddBirthday. The input parameters are the name of the person to add, name_in, and the birthday of that person, date_in. The operation is defined only when that person does not already have an entry in the birthday book.

AddBirthday : trait
  includes
    DeltaBirthdayBook
  introduces
    name_in : Name
    date_in : Date
  asserts
    forall n:Name
      ¬known(name_in);
      known’(n) ⇔ n = name_in ∨ known(n);
      birthday’(n) = (if n = name_in
                        then date_in
                        else birthday(n))

AddBirthday is a relation of type

  $<[\text{name}_\text{in} : \text{Name}] \times [\text{date}_\text{in}] \times \text{BirthdayBook} \times \text{BirthdayBook}>.$

The FindBirthday operation returns for a given person with name name_in its birthday date_out. The inclusion of ThetaBirthdayBook guarantees that the state of the birthday book is not changed.
FindBirthday : trait
  includes
  ThetaBirthdayBook
introduces
  name_in : Name
  date_out : Date
asserts
equations
  known(name_in);
  date_out = birthday(name_in)

For a given date \texttt{today}_in, the \texttt{Remind} operation returns the set of persons whose birthday is \texttt{today}_in.

Remind : trait
  includes
  ThetaBirthdayBook,
  Set(Name,NameSet)
introduces
  today_out : Date
  cards_out : NameSet
asserts
  forall n:Name
  n \in cards_out \iff \begin{align*}
  \text{birthday}(n) &= \text{today}_in \land \text{known}(n)
  \end{align*}
10 Conclusion

In this thesis we have defined a framework for the specification of dynamic behavior of software systems. This framework is motivated by the state as algebra approach and the model-oriented language Z. From the state as algebra approach we have used the idea of modeling the environment and the state components as structures of an institution. However, in contrast to the state as algebra approach, states in our framework are modeled by structures from any suitable institution not only those having algebras as their structures. From Z we have used the idea that environment, state spaces, and relations between state spaces are specified using the same logic, and how more complex relations can be constructed from simpler ones by means of the schema calculus. However, we differ from Z in that our framework can be instantiated by different institutions while the approach of Z can only work because of the particular logical system used by Z.

We have defined a new institution $\mathcal{R}_I$, which is based on an exact institution $I$ with a cocomplete category of signatures. Abstract datatypes in $\mathcal{R}_I$ are relations between abstract datatypes from $I$; this means that a relation is a pair $(\Theta, M)$ consisting of a diagram $\Theta = (D, \Gamma : D \rightarrow \mathsf{Avt}_I)$ and a set $M$ of families of structures $m_d \in \mathsf{Mod}^A(\Gamma(d))$ for $d \in D$ such that $m_d|_{\Gamma(f)} = m_d$ for each morphism $f : d \rightarrow d'$ in $D$.

Most of the known institutions have a cocomplete category of signatures, and their structure functor preserves colimits. In addition, we have defined two new institutions, the institution $\mathcal{LSC}$, which is a variant of equational logic with constraints, used to model the logical system of the Larch Shared Language, and the institution $\mathcal{SET}$, which models the logical system of the specification language Z and which is based on set theory. Further, it is possible, by defining a new institution, to instantiate our framework with models of the state more appropriate to the problem domain. For example, one could define an institution whose structures model states having components that denote arrays and pointer structures.

We have shown that the category of signatures of $\mathcal{R}_I$ is cocomplete and that the structure functor of $\mathcal{R}_I$ preserves colimits. This implies, for example, that relations on complex states can be uniquely constructed by relations on simpler states. As an example consider two state spaces given by abstract datatypes $\mathsf{Sp}_1$ and $\mathsf{Sp}_2$ such that both are extensions of the abstract datatype $\mathsf{Env}$. Further, let $R_1$ be a relation of type $<\mathsf{Sp}_1 \times \mathsf{Sp}_1>_\mathsf{Env}$ and $R_2$ be a relation of type $<\mathsf{Sp}_2 \times \mathsf{Sp}_2>$. Now we can form a state space $\mathsf{Sp}$ which consists of the components of $\mathsf{Sp}_1$ and $\mathsf{Sp}_2$ sharing the components of $\mathsf{Env}$. Thus, $\mathsf{Sp}$ is the pushout of $\mathsf{Sp}_1$ and $\mathsf{Sp}_2$ with respect to $\mathsf{Env}$. Then we can define the relation $R$ of type $<\mathsf{Sp} \times \mathsf{Sp}>_\mathsf{Env}$ acting as $R_1$ on the state components from $\mathsf{Sp}_1$ and as $R_2$ on the state components from $\mathsf{Sp}_2$ as the pushout of $R_1$ and $R_2$ with respect to the identity on $\mathsf{Env}$. That this is always possible is a consequence of the fact that $\text{SIGN}_{\mathcal{R}_I}$ is cocomplete; then the fact that $\text{Str}_{\mathcal{R}_I}$ preserves colimits implies
that the pairs \((A, A')\) in \(R\) can be uniquely constructed from pairs \((A_1, A'_1)\) in \(R_1\) and pairs \((A_2, A'_2)\) in \(R_2\) as the amalgamated sums \(A = A_1 +_{A_0} A_2\) and \(A' = A'_1 +_{A'_0} A'_2\). Here, \(A_0\) is the environment that \(A_1\) and \(A'_1\) have in common and \(A'_0\) is the environment that \(A_2\) and \(A'_2\) have in common. Note that \(A_0\) and \(A'_0\) have to be the same environment to make the construction work.

The advantage of modeling relations as abstract datatypes in \(\mathcal{R}_I\) is that we could reuse the institution independent theory of abstract datatypes. For example we could use the specification language \(\text{SL}_I\), which is based on the operations impose, translate, derive, and union, as the foundation of the specification language \(\text{RSL}_I\) for the specification of relations. \(\text{RSL}_I\) is not intended to be a specification language used in practice, but as more practical specification languages, like CASL [45], can be defined in terms of the operations of \(\text{SL}_I\), more practical specification languages for the specification of relations could be defined using the operations of \(\text{RSL}_I\).

In this thesis we have added disjunction to the operations on abstract datatypes. The disjunction of two abstract datatypes over the same signature forms the union of their model classes. Disjunction was not treated before mainly because the disjunction of two abstract datatypes given by sets of formulas \(\Phi_1\) and \(\Phi_2\) cannot be represented by one set of formulas in every institution. This is only possible for restricted classes of sets of formulas and for certain logics, like finite sets of formulas and first-order logic. This is in contrast to the union of two abstract datatypes for which \(I_{\Phi_1} \Sigma + I_{\Phi_2} \Sigma\) is the same as \(I_{\Phi_1 \cup \Phi_2} \Sigma\) in any institution. While the usefulness of disjunction for the definition of classical abstract datatypes is questionable, this is not the case for the construction of relations because disjunction allows to combine relations defined on different domains to a relation defined on the union of these domains.

There are two ways of proving properties of relations and entailment of relations. The first way takes advantage of modeling relations as abstract datatypes because this allows us to apply the proof calculus for proving properties from abstract datatypes to prove properties from relations and to prove entailment between relations.

A second way is given by the translation \(\text{tr}\) of \(\text{RSL}_I\)-expressions to \(\text{SL}_I\)-expressions, which is defined in Section 7.1. One property of this translation is that it preserves entailment, that is, \(R \models_{\Xi} \varphi\) if and only if \(\text{tr}(R) \models_{\Xi} \varphi\) and, similarly, \(R \models_{\Xi} R'\) if and only \(\text{tr}(R) \equiv_{\Xi} \text{tr}(R')\). This makes it possible to reuse theorem provers for the institution \(\mathcal{I}\) for the institution \(\mathcal{R}_I\).

Both strategies can be combined by first applying the rules of the proof calculus to reduce a goal \(R \models_{\Xi} R'\) into subgoals \(R_i \models_{\Xi} \varphi_i\) to \(R_n \models_{\Xi} \varphi_n\) and then proving \(\text{tr}(R_i) \models_{\Xi} \varphi_i\) by using a theorem prover for \(\mathcal{I}\).

We have already discussed that \(\text{RSL}_I\) can be used as the basis for a more practical specification language for the specification of the dynamic behavior of software systems. However, there is a second way to use the results of this thesis to specify software systems. This way has the advantage that it can be used with any specification language whose semantics are abstract datatypes.

The idea is that each relation \(R = (\Theta, M_R)\) in \(\text{ADT}_{\mathcal{R}_I}\) corresponds to an abstract datatype
(Σ, M) in ADT_I such that M and M' are isomorphic. This correspondence can be used to interpret an abstract datatype (Σ, M) with respect to I as a relation (Θ, M') provided that we know the type of the relation. We need to know the type of the relation because from Σ it is impossible to get the type of the relation back as there may be several relations having the same signature Σ_d as the colimit of Γ_k; Sig^A. If we keep the type of a relation as an informal annotation with the specification of abstract datatypes in I, then we can use any specification language having abstract datatypes in I as the semantics of its specifications for the specification of the dynamic behavior of software systems. As an example of this style we have given in Section 9.3 a specification of the birthday book example of the Z-reference manual using the Larch Shared Language. Another example of this style can be found in Baumeister [6].

Note that this approach is similar to the way the dynamic behavior of software systems are specified in Z. In Z states and operations on states are both presented as schemata, which correspond to abstract datatypes (cf. Section 9.2); only naming conventions and the text surrounding a Z-schema determine whether a schema represents an operation or a state space.

10.1 Future Work

Since the results of this thesis are parameterized by any suitable institutions, we can apply our framework to all the other state as algebra approaches with the exception of Gurevich's Abstract State Machines. We cannot apply our results directly to Gurevich's Abstract State machines because the state of an Abstract State Machine is modeled as an unsorted algebra, and for the institutions of unsorted equational and first-order logic the structure functor does not preserve coproducts (cf. Diaconescu et al [17]), and thus it does not preserve arbitrary colimits, which is required by the construction of R_I. However, the structure functor preserves colimits of all diagrams D that have a unique bottom element, that is, D has an element ∥ and for all objects d ≠ ∥ in D there exists a morphism f : ∥ → d in D. This is the type of diagrams we are mostly interested in because they are used in the type of relations of the form <SP_1 × · · · × SP_n>_{σr}. Thus we could, in the construction of R_I, restrict ourselves to types (D, Γ : D → ADT_I) where D has this bottom element. This allows a lot of the results in this thesis to be applied to Gurevich's Abstract State Machines. However, modularity results, that is, that the category of signatures constructed in that way is cocomplete and that the structure functor preserves colimits, do not carry over. The problem here is that the colimit of a diagram of types which have a unique bottom element need not yield a signature (D_d, Γ_d) where D_d has a unique bottom element.

One application of our results could be, for a particular instantiation of our framework, to extend RSL by additional operations, like the local function update of Gurevich or the elementary modifiers of the implicit state approach. Then the inference system has to be extended by special rules coping with these new operations. For example, if R is given by an update instruction f(t) := t' in the style of Abstract State Machines, then one would get additional inference rules R ⊢ f'(t) = t', R ⊢ x ≠ t ⇒ f'(x) = f(x), and R ⊢ g'(x) = g(x)
for all function symbols in the state signature which are not \( f \). However, the translation of \( \text{RSL}_{\mathcal{I}} \)-expressions to \( \text{SL}_{\mathcal{I}} \)-expression may not be possible anymore.

A closer look at the institution independent proof-calculus for entailment between abstract datatypes is needed, in particular, for entailments where the right side contains a derive operation. As we have seen in Section 7.4, this appears quite often when proving refinement, and proving them can get quite tedious. One possibility would be to encode \( \text{RSL}_{\mathcal{I}} \) and its proof-calculus into a higher-order logic framework, for instance Isabelle [47], and make it parametric by a suitable encoding of the logical-system used to model the states.

What we could only touch in this thesis is a theory of abstract machines based on our approach (cf. Chapter 6). One problem is how to combine abstract machines, for example, use abstract machines as arguments to the operations of other abstract machines. In the current approach it is possible to pass the state of an abstract machine as an argument, but information hiding is lost because the operation has access to all the state components. Similarly, one would want to use abstract machines as state components. The modularity results allow us to use the state of another abstract machine as a sub-state of another, but again loosing encapsulation.
A Larch Traits

In the following we present the traits FiniteMap and Set, which are based on the traits SetBasics and DerivedOrders from the library of the Larch Shared Language. A description of this library can be found in the book about Larch by Guttag and Horning [34].

A.1 FiniteMap

FiniteMap (M, D, R): trait
% An M is a map from D’s to R’s.
introduces
{}: → M
update: M, D, R → M
apply: M, D → R
defined: M, D → Bool
asserts
M generated by {}, update
M partitioned by apply, defined
∀ m: M, d1, d2: D, r: R
apply(update(m, d2, r), d1) ==
  if d1 = d2 then r else apply(m, d1);
  ¬defined({}, d);
defined(update(m, d2, r), d1) ==
  d1 = d2 ∨ defined(m, d1)
implies
Array1 (update for assign, apply for [],
  M for A, D for I, R for E)
converts apply, defined
  exempting ∀ d: D apply({}, d)

A.2 Set

Set (E, C): trait
% Common set operators
includes
SetBasics,
Integer,
DerivedOrders (C, ≤ for ≤, ≥ for ≥,
\( \subseteq \) for \(<\), \(\supseteq\) for \(\geq\)\)

**introduces**
- \(\notin: E, C \to \text{Bool}\)
- delete: \(E, C \to C\)
- \{\}: \(E \to C\)
- \(\cup, \cap, -: C, C \to C\)
- size: \(C \to \text{Int}\)

**asserts**
- \(\forall e, e_1, e_2: E, s, s_1, s_2: C\)
  - \(e \notin s\) if \(\neg (e \in s)\)
  - \{e\} if \(\text{insert}(e, \{\})\)
  - \(e_1 \in \text{delete}(e_2, s)\) if \(e_1 \neq e_2 \land e_1 \in s\)
  - \(e \in (s_1 \cup s_2)\) if \(e \in s_1 \lor e \in s_2\)
  - \(e \in (s_1 \cap s_2)\) if \(e \in s_1 \land e \in s_2\)
  - \(e \in (s_1 - s_2)\) if \(e \in s_1 \land e \notin s_2\)
  - \(\text{size}(\{\}) = 0\)
  - \(\text{size}(\text{insert}(e, s)) = \) if \(e \notin s\) then \(\text{size}(s) + 1\) else \(\text{size}(s)\)
  - \(s_1 \subseteq s_2 \Rightarrow s_1 \cap s_2 = \{\}\)

**implies**
- AbelianMonoid \((\cup, \cap, C, \text{for } T)\)
- AC \((\cap, C)\)
- JoinOp \((\cup, \{\} \text{ for empty})\)
- MemberOp \((\{\} \text{ for empty})\)
- PartialOrder \((C, \subseteq \text{ for } \leq, \supseteq \text{ for } \geq, \subseteq \text{ for } <, \supseteq \text{ for } \geq)\)
- C generated by \{\}, \{\}, \cup
- \(\forall e: E, s, s_1, s_2: C\)
  - \(s_1 \subseteq s_2 \Rightarrow (e \in s_1 \Rightarrow e \in s_2)\)
  - \(\text{size}(s) \geq 0\)

**converts**
- \(\in, \notin, \{\}, \text{delete}, \text{size}, \cup, \cap, -: C, C \to C\)
- \(\subseteq, \supseteq, \subseteq, \supseteq\)

### A.3 SetBasics

SetBasics \((E, C)\): trait

% Essential finite-set operators

**introduces**
- \(\{\}: \to C\)
- insert: \(E, C \to C\)
- \(\in: E, C \to \text{Bool}\)

**asserts**
- C generated by \{\}, insert
- C partitioned by \(\in\)
- \(\forall s: C, e, e_1, e_2: E\)
\( \neg (e \in \{\}) \)
\( e_1 \in \text{insert}(e_2, s) \equiv e_1 = e_2 \lor e_1 \in s \)

implies

\[ \text{InsertGenerated } (\{\} \text{ for empty}) \]
\[ \forall e, e_1, e_2: E, s: C \]
\[ \text{insert}(e, s) \neq \{\} \]
\[ \text{insert}(e, \text{insert}(e, s)) = \text{insert}(e, s) \]
\[ \text{insert}(e_1, \text{insert}(e_2, s)) = \]
\[ \text{insert}(e_2, \text{insert}(e_1, s)) \]

\[ \text{converts } \in \]

A.4 DerivedOrder

DerivedOrders \((T)\): trait

\% Define any three of the comparison operators, \%
\% given the fourth
\% introduces
\%
\[ \leq, \geq, <, > : T, T \rightarrow \text{Bool} \]
\%
\text{asserts } \forall x, y: T
\%
\[ x < y \equiv x \leq y \land \neg (x = y) ; \]
\[ x \geq y \equiv y \leq x ; \]
\[ x > y \equiv y < x \]
\%
\text{implies}
\%
\[ \forall x, y: T \]
\[ x \leq y \equiv x < y \lor x = y \]
\text{converts } \geq, <, >
\text{converts } \leq, <, >
\text{converts } \leq, \geq, >
\text{converts } \leq, \geq, <
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