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Preface

The workshop on “Knowledge-Based Systems for Knowledge Management in Enterprises” took place as part of the 21st Annual German Conference on Artificial Intelligence KI’97, being held on September 9-12, 1997 in Freiburg.

The idea to this workshop arose at a time when more and more enterprises recognized that knowledge has become one of their most important assets. An active and systematically accomplished knowledge management is essential for today’s enterprises’ effectiveness and competitiveness. Since dealing with knowledge has also been a main topic of Artificial Intelligence, the question comes into mind whether AI can make any considerable contributions to the objectives of knowledge management.

Knowledge Management seems to be an issue of enterprise organization and enterprise management beyond any specific technology questions. But there are central and important aspects which can be supported or even enabled by state-of-the-art information systems. The core of successful knowledge management is a comprehensive corporate memory, which influences all kinds of business activities. A corporate memory integrates the dispersed knowledge of an enterprise that relates to problem solving expertise, project experiences, design issues, lessons learned etc. The intention of this workshop was to create a vision for an intelligent corporate information infrastructure with an IT-based corporate memory as its core.

In the following we give a short overview of the workshop contributions. The papers illustrate methodologies, knowledge management tools with more or less strong relations to AI, enabling technologies, and first encouraging knowledge management applications.

Methodologies

Knowledge management can be seen from a number of different perspectives, in particular the social, organizational, and technological perspectives. The paper of Romhardt mainly deals with the human side of knowledge management. It presents ideas on how to preserve the know-how of key knowledge workers even after they left an enterprise. Templeton and Snyder deal with knowledge management from a more technical viewpoint. They describe a methodology for building a database of ‘best practices’ by using an ontological specification process. Their objective is to make knowledge more explicit and transferable.

Knowledge Management Tools

There already are a number of tools that support different basic operations of knowledge management, e.g. identifying, capturing, distributing, utilizing and maintaining knowledge. Frank presents practical experiences with the use of images and spatial representations for building, maintaining and utilizing a common corporate memory. Snyder and Wilson describe a software product that supports the process of incorporating the tacit knowledge of experts in computer-based learning resources. Schmalhofer and Aitken present the EKI system that supports a knowledge manager to analyze a company’s knowledge assets at the knowledge level. Their approach is based on models of human comprehension instead of knowledge-based technologies.
AI Approaches

Knowledge representation and reasoning has been a core task of Artificial Intelligence from its beginning. Pun et al. propose a knowledge management framework in the domain of irrigation of grape vines. Information contained in scientific documents is formalised as conceptual graphs such that each document corresponds to one knowledge base. These knowledge bases can be used in multiple ways, e.g. expert systems, decision support, computer-aided instruction. Reimer presents a solution to two kinds of knowledge integration problems: first, integrating various knowledge bases into a (virtually) single one and second, integrating knowledge represented in different degrees of formalization, from formal knowledge representation via semi-structured text to plain text. Daniel et al. present a knowledge management framework supporting the technical design process by different kinds of knowledge.

Enabling Technologies

Successful knowledge management is a very complex problem combining a number of different tasks. There are various technologies that can support or enable single tasks. For example, important knowledge is still held in large volumes of books, manuals, and paper archives. Also paper still is a common medium for exchanging information between enterprises and inside an enterprise. Baumann et al. demonstrate how document analysis and understanding can be used in order to integrate paper-based information into a corporate memory. Bäsius et al. present an alternative approach for extracting information from business letters. Databases and data warehouses are a second wide-spread medium for storing important information. Erdmann shows how data warehouses can be used as a means for storing an important part of a corporate memory that can be represented as formalized data. Efficient execution of processes is a very important aspect of knowledge utilization. Workflow management systems control the execution of business processes. Wargitsch et al. present a learning WMS which itself is an organizational memory information system containing a workflow case base and general domain knowledge of an enterprise. Dellen et al. present the system CoMo-Kit that supports the execution of unstructured processes by tracing the information flow.

Applications

Applications of knowledge management involve both the utilization of knowledge for improving enterprise-internal collaboration and decision making and for improving the cooperation with suppliers and customers. As described by Wess (there will be no talk by Wess, but the paper is included in this volume), case-based reasoning is a suitable technology for different areas in customer support: help desks, call centers, and self-help applications. Stolze describes important issues involved in creating knowledge structures in an open electronic catalog. Greiner and Rose describe an application of knowledge management in a large organization, the World Health Organization WHO.
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Abstract

Computer-based corporate memories aim to enable an efficient use of corporate knowledge. Therefore, such systems demand a formal representation of the knowledge itself and of its meta-aspects, i.e., how to use corporate knowledge effectively. Since typical information sources are continuous text and paper-based documents they initially need to be translated into a formal representation.

We argue that techniques of document analysis and understanding can be applied for this transformation. Furthermore, an integration of document and document analysis knowledge into the corporate knowledge leads to a significant improvement of analysis results.

Keywords: Knowledge Management, Knowledge-based Systems, Document Analysis, Document Understanding, Workflow Management

1 Introduction

Computer-based corporate memories aim to enable an efficient use of corporate knowledge. Knowledge-based systems can play a main role in this application scenario [1] because they contribute main ideas to realize organizational memory information systems (OMIS). Such systems obviously demand access to application and company specific knowledge concerning two aspects:

- The system uses the available knowledge in a goal-directed way, e.g., when answering queries. Therefore, corporate knowledge is either completely formalized in some knowledge representation language or at least main issues of unstructured knowledge are described formally.
- The system acts intelligently with respect to currently open tasks. A representation of tasks and processes occurring in the company is necessary to achieve such behaviour.

Disadvantageously, it is necessary to spend a lot of effort for the acquisition and the maintainance of such knowledge. Acquisition can be improved by re-use of previously formalized knowledge, e.g., workflow models. In the past, these models have often been specified to deploy workflow management systems (WFMS). Additionally, acquisition and use of corporate knowledge can be improved by extracting significant information from informal knowledge sources such as paper documents and electronic texts. This point is of special interest since the paperless office is still far away. Looking at today’s situation in even modern enterprises only 20% of relevant information is electronically available while 80% is paper-based.

This paper claims that an integration of document analysis and understanding (DAU) techniques with workflow management systems can provide main contributions to realize such information extraction tasks [2]. DAU aims at extracting information from paper sources and translating it into a structured representation. Hence, this integration can be considered as a first step towards a corporate memory.
The analysis process is conducted in five steps [3]: First image analysis algorithms normalize the bitmap of the scanned document by deskewing, noise reduction, etc. Segmentation performs the isolation of textual and non-textual document portions and generates an initial hierarchy of blocks, lines, words, characters and connected components. The attachment of logical labels to these segments is part of the structure analysis. Subsequent text recognition converts the character and word segments to ASCII code. For the processing of electronic documents (e.g., txt, e-mail, HTML) text recognition is superfluous but techniques for the attachment of logical labels may also be applied. At this stage the final information extraction takes place independent of the previously processed media-type (paper or electronic). Domain-dependent approaches are applied in order to classify the entire document and to extract desired information portions. Considering a business letter, e.g., in a purchasing domain, document classification typically distinguishes different document types such as offer, delivery note, invoice, etc. Furthermore the recognition of sender and recipient as well as additional informations about articles, prices and discounts may be extracted.

Classification and information extraction results are appropriate to assign the analysed document to the corresponding open workflow instance of the company's WFMS. Such assignments can be considered as representing the meta aspects of the documents' contents - because recognizing the most relevant open workflow instance determines the way, the document's contents are further processed and stored.

Additionally, this procedure determines the semantics of the previously extracted information and, thus, turns it into a knowledge representation which formal methods can be applied to. For instance, recognizing an extracted digit sequence as an (urgent) invoice date probably leads to immediate money transactions. Contrarily, the digit sequence possibly denotes a date referring to previous letters that are of interest in searching for helpful information relevant to the current workflow instance. This is a completely different interpretation of the digit sequence. Consequently, the result of document analysis can be considered as partial translations into formal representation providing information about title, author, sender, recipient etc. Informal knowledge is projected into formal representations that are useful to implement intelligent archives, to identify relevant information concerning the current task, and to assist finding the next steps to go, hence, to implement an organizational memory.

However, providing these services reliably requires availability of knowledge on open processes (context information), expected document types, and several data concerning address data bases etc. from the corporate memory. Hence, we have a bidirectional producer-consumer-relation of document analysis and a corporate memory.

This paper is structured as follows. The first main section introduces into the services of document analysis and their implementation. In a following section, questions arisen in the integration of document analysis and workflow management into an OMIS are answered. Referring to the first section the second one points out that optimal performance of document analysis can only be achieved by exploiting previously archived knowledge coming from the organizational memory.

2 Document Analysis Tasks

In this chapter, we explain how to get from paper documents to an electronic representation of the document's contents.

Document analysis begins as soon as an incoming document is scanned: Layout extraction comprises all low-level processing routines like skew angle adjustment and segmentation to compute a document's layout structure, i.e., the detection of boundaries for characters, words, lines, and blocks. Afterwards, logical labeling assigns so-called logical labels like sender, recipient, body, signature, etc., to layout regions of the document. Text recognition explores the captured text of logical objects. This is done by performing OCR for each character segment and generating word hypotheses afterwards.
Figure 1: Information Extraction within OfficeMAID

The subsequent components for document understanding are shown in Figure 1. Each component gets three kinds of input: The first input source is our blackboard structure where actual analysis results such as OCR results or segmented blocks are stored. The second input source is used by each component exclusively and contains the knowledge specific for the domain and the task in a declarative form (drawn as clouds). The last kind of input is lexical data (drawn as folders). Note that the results of these components - shown at the right hand side - are also stored in the document analysis blackboard. The three document understanding components are used for different tasks as follows.

Firstly, the document is classified according to pre-defined message types. This information is used to start a more in-depth analysis. We apply a rule-based component [4] to determine the appropriate message type. Therefore, it propagates hit scores for text phrases and OCR scores for words and word stems through a network of rules. It employs a pattern matcher [5] for the detection of phrases. In addition, this pattern matcher is used for the extraction of information out of fragmentary sentences. Recognition of sender and recipient is done by applying a standard island-driven parser for unification-based context-free grammars [6]. Up to now, we are not able to extract the whole product information since it is mostly kept in tables requiring a specific treatment.

At this point, the task of document analysis and understanding is completed and the whole extracted information is represented electronically. Therefore the conversion to a desired representation by means of standardized document descriptions (SGML, ODA, ODMA, DMA, etc.) is obviously possible.

In the following, the three components for document understanding are explained in more detail in order to answer the following questions:

- What knowledge is required about incoming documents? All the abovementioned DAU components require knowledge on document types and typical document contents to work correctly.

- Where does this knowledge come from? In the existing system OfficeMAID nearly all the knowledge required has been acquired during training phases conducted initially at system installation. Of course, this scenario contradicts the intention of an OMIS to provide services even with a minimum of initially given application specific knowledge. Hence, detailed analysis should clarify in how far application class specific knowledge and available data can be used instead.

- What is the internal representation of this knowledge? Document analysis procedures are computation time intensive. Hence, the data they use has to be given in a format enabling an efficient use. This
aspect is essential to understand problems maintaining corporate knowledge distributed over the OMIS and the document analysis system.

2.1 Information Extraction by Pattern Matching

The pattern matcher is used for the extraction of information in stereotypical or fragmentary phrases. It matches all occurrences of so-called text patterns. These are templates specifying syntactic and semantic features of word contexts. In contrast to a parsing component, the pattern matcher carries out a more shallow analysis but reaches a higher performance.

The Pattern Language

Our pattern language aims at combining words with special features into more complex phrases. Such combinations involve nestings of conjunctions, disjunctions, skips (up to n words), and optionality operators.

The two atomic units of our language are

- words attributed with features:
  - The word is mandatory, indicated by the word itself or the word written within quotation marks.
  - The word is optional, indicated by parentheses ( ).
  - The word specified is a substring of the word to be located in the text, indicated by :sub.
  - The word specified is a morphological word stem, indicated by :morph_stem.

- information to be extracted (= information unit) which is specified by \{F = type_of_extraction\} where the data to be extracted currently are restricted to numbers, prices, proper names of people or cities, telephone numbers, and dates.

These atomic units may be concatenated to patterns according to the following rules:

- If two words follow each other (horizontally) in a text phrase, they are written down consecutively. If they follow each other vertically, this is indicated by the keyword :down. If they may follow either horizontally or vertically, the keyword :both_dir is used.

- A disjunction of words is specified by a vertical bar | between the different alternatives.

- Word skips are defined by giving a maximal word distance <n> between two words.

If a pattern or a group of patterns is given a proper name (indicated by the keyword :sub_pattern followed by this name), this group of patterns can be used as a subpattern within other patterns (indicated by square brackets and the name of the subpattern). This enables the definition of lexical categories and synonyms. In order to meet document analysis requirements, a Levenshtein distance [7] may be defined for each pattern. It controls the degree of tolerance in word matching. To enable a better understanding of the syntax, we now give some English examples out of our domain:

\[(in) \ \text{reply} \ | \ \text{answer} \ \text{to} \ \text{your \ letter \ dated \ of} \ \{F = \get_date\} \]
\[\text{confirmation} \ \text{of}: \text{both_dir} \ \text{order} : \text{both_dir} \]
\[\text{Thank} \ \text{you} \ (\text{very} \ \text{much}) \ \text{for} \ \text{your} \ \text{order} \ \{F = \get_number\} <2> \text{Mr.} \ \text{Mrs.} \ \text{Ms.} \ \{F = \get_name\} \]

A pattern can be linked to a template-like concept to capture the semantic content of a pattern. It is defined by assigning a set of slots to be filled by the pattern matcher. For each pattern, one can specify which slots should be filled by which kind of information.

Pattern Acquisition

When establishing the DAU system within a new domain, off-line learning results in the definition of generic patterns to be searched for. Therefore, several conditions have to be fulfilled: New information units which are characterized by a common intra-word structure (e.g., a date) have to be defined as regular expressions manually. Furthermore, training documents have to be provided. Images of these documents are shown to a human trainer. She or he then marks the locations of new pattern instances by dragging a frame and typing in the correct ASCII-text of the pattern.
A generic pattern is generated the following way: At least one common word must appear in each pattern instance. Then, the word positions of all pattern instances are aligned according to the position of the common word. This word is inserted as first part of the generic pattern. Now, the generic pattern is completed by moving a pointer stepwise to the left until the start of the shortest instance is reached. At each position, the algorithm computes inter-word similarities between two words in different instances occurring at similar positions. These similarities are based on the existence of different relationships between two words, e.g., identity, matching morphologic word stem, matching hyperonym, matching regular expression, matching part-of-speech. Inter-word similarities between two words are summed for all possible combinations, i.e., for each instance, all similarities for exactly one word are incorporated. The word combination with the maximal sum is chosen as the most similar word pattern. The corresponding common word features are inserted into the generic pattern on the left-hand side, including word skips. Having reached the start of the shortest instance, the procedure is repeated for a pointer moving from the first common word to the right until the end of the shortest instance is reached. Finally, a description of the generic pattern is obtained.

Pattern Compilation

Before pattern search is invoked the original pattern file is split into different representations. First, it is transformed into a more efficient representation. Second, all of the mandatory words in the patterns are selected, split into trigrams, and compiled into a finite state automaton for characters. This splitting permits a parallel approximate string matching. The compilation is based on the Aho-Corasick algorithm for efficient string search. Thirdly, all words used in the definitions of patterns are picked up and stored in a wordlist for faster access.

Pattern Processing

Pattern processing with the pattern matcher can be divided into several steps as shown in Figure 2. The left-hand side shows at which step the different pattern representations are utilized by the pattern matcher while the right-hand side shows how analysis results are transferred to and from the OfficeMAID's global blackboard.

Because all of the words occurring in the text patterns were extracted during the compilation of patterns, lexical pre-processing [8] is now able to verify the results of OCR with respect to a list of valid words. Thus, dictionary look-up returns valid word hypotheses based on the weighted edit distance including the consideration of splits or merges of word segments. Moreover, lexical pre-processing checks OCR results for the appearance of distinct types of information units.

Now the pattern matching process begins. All mandatory words appearing in patterns and present in the actual document are located in one pass. First, all word hypotheses in the document are split into trigrams. Then, the finite state automaton which contains all possible trigram sequences of mandatory words, successively checks the initial letters of all trigram hypotheses of the actual document. If a character matches, the next one is tested and so on until either a terminal state is reached, i.e., a trigram is matched, or the relative Levenshtein distance is exceeded. After all trigrams are located, the system tries to match the entire word
within a maximum Levenshtein distance constraint.

Then, all patterns are tested successively for completion: Patterns containing subpatterns are expanded and split into several patterns. All mandatory words and substrings in a pattern are checked from left to right. This takes into account horizontal and vertical directions, disjunctions of words, and possible word skips. If all of these words are matched at an appropriate position, the pattern is checked further to locate optional keywords and to match information units. Finally, the system generates an instantiated set of detected patterns. Redundant patterns are removed and pattern probabilities are calculated bottom-up by multiplying word probabilities.

Finally, the information units of an instantiated pattern are used to instantiate the appropriate concept, i.e., they are transformed into values for the different concept slots. Note that the slots need not conform to exactly one information unit, but the information they capture may as well be implicitly given by the pattern. Finally, instantiated concepts are stored in the blackboard structure and build up a part of the so-called message of the letter.

2.2 Rule Interpreter

This component takes text features of a document as input and propagates their certainty factors through a rule network to determine the correct class.

Rule Acquisition

A classifier rule consists of either a text pattern or a single word on the left-hand side, and a class name on the right-hand side. Moreover, a certainty factor is attached to the rule. Two different procedures are invoked for rule acquisition:

• For the generation of rules where single words are important text features, acquisition can be done automatically. A training set is required which contains the assignment of correct classes to training documents. First, conditional probabilities for all the words in the training set are computed with respect to the distinct classes. Afterwards, a threshold is applied: Whenever a word occurs significantly often in a certain class, a rule is created for this word. The probability of the rule is calculated on the basis of the conditional probability.

• The abovementioned off-line learning for patterns must take place before the generation of pattern rules. Then, patterns are treated as text features in the same way as described above to enable their integration into a rule.

Classification

Our text classifier is based on the rule interpreter FuzzyClips [9] for representing and manipulating fuzzy or uncertain facts and rules. FuzzyClips is freely available for educational and research purposes.

At the beginning of the classification process, the rule interpreter is provided the necessary information: Words, together with recognition scores, are entered as facts, the rulebase is loaded and checked for identifiers of text patterns which appear in rule conditions. These identifiers are collected and the pattern matcher is invoked to locate appearances of these text patterns in the original text. Afterwards, pattern instances, along with their recognition scores, are entered as facts in the factbase. At this point, all rules and facts have been inserted and the rule interpreter is started. Now, the recognition scores of single words and patterns are propagated through the rule network to provide and refine an estimate of the certainty of the different classes. The system computes the certainty of a rule action based on the certainty of the rule condition and the rule certainty itself. Moreover, the certainty of a fact there are several evidences for must be computed. In both cases, several evidences for each hypothesis are combined. Therefore, we use an approach similar to the one of the expert system MYCIN. At the end of the inference process, the fact base contains new facts which consists of classes in conjunction with certainty factors expressing how well the respective class corresponds to the actual document.
2.3 Information Extraction by Parsing

Like the pattern matcher is used especially for information extraction of stereotyped phrases, the analysis of highly structured parts (i.e., parts showing regular linguistic structures in some sense) can be performed by a parsing component. For the application domain of printed business letters, we exemplarily use this technique for identification of correspondents, i.e., sender and recipient of a message. Therefore, we have built a component upon a standard parsing system for feature grammars which starts with the text block expected to hold the relevant information, i.e., the address, and in performing the following steps: lexical pre-processing, address parsing, and database matching. Before we describe these analysis steps, we say a few words on preparatory steps, i.e., creating the lexicon, grammar, and address database. Such preparations show some special relation to corporate knowledge.

2.3.1 Preparatory Steps

In document analysis, recording of the so-called Ground Truth (GT) data is performed in order to enable the evaluation and benchmarking of the system. This is comparable to the related procedure in speech recognition, where acoustic speech data is transcribed into electronic text. This text transcription corresponds to GT for OCR in document analysis.

For information extraction, we additionally record GT data at the conceptual level. In particular, this GT comprises – beneath the ASCII text – the logical arrangement of a letter’s parts, such as recipient, sender, body and relational data. Furthermore, message-level information is given to describe the content, e.g., “this is an order sent by company x for the items y to sell”.

Starting from this GT data which comprises both message-level and person-specific (address) data, a lexicon and an address database are compiled. In order to reduce manual effort, GT data is recorded at some aggregational level between words and phrases. For addresses, this means actually that the slots to be filled are organization’s name and type, person’s name, etc. Because GT is not always given at word level and not part-of-speech tagged, several heuristics have to be used within the lexicon generation step. A typical example is such cases where a company’s name consists of its owner’s name plus the company type, e.g., “Peter Stuyvesant & Sons, Ltd.”. Here, the occurrence of the keywords “Sons” and “Ltd.” is sufficient for the hypothesis that “Peter” is the forename and “Stuyvesant” is the surname of the company’s owner. Anyway, such heuristics may fail since there are several possible deep structures for a single form; e.g., compare “Peter Stuyvesant Corporation” and “General Electric Company”.

In addition to this semi-automatically generated lexicon, a small hand-crafted lexicon of function words is drawn up manually during the construction of the grammar. In detail, each word having a special role within the address grammar is attached as an entry in this lexicon. Such function words are the German equivalents to “P. O. Box”, “Mister”, “Miss”, etc.

Within the given context of an OMIS, previously analyzed documents and respectively recorded results are used in the same way which GT data is used for system preparation.

2.3.2 Lexical Pre-Processing

The first step in the analysis of a given text block is the recognition of its text. After OCR, the dictionary generated from the GT data is used with the above-mentioned word recognition component. This leads to a word hypotheses lattice comparable to those used in speech processing.

Since not all words are known in advance, a heuristic word description is assigned additionally. The respective default categories depend on the character contents of the recognized words, e.g., 5-digit numbers are assumed to be ZIP codes, words with upper-case initial letter are assumed to be names, and so on. Sometimes, more interesting word categories can be assumed, e.g., street names typically ending in “street”, “avenue”, and town names having typical endings like the English “town” or “ton”.

2.3.3 Address Parsing

Subsequently, the parser is invoked to compute valid parses. The parsing itself is standard and therefore
needs no detailed description. It works on a feature-based grammar formalism related to PATR-II and consists of an island-driven chart parser, i.e., a parser driven by recognition probabilities. We have enhanced this standard parsing technique by adding the possibility of partial parsing which means that input to the parser may be fragmentary. This is important for document analysis where OCR errors or deficiencies in the lexical data base occur frequently.

Partial parsing is performed in the following way. Since the components of an address are easy to delimit, a kind of case frame is defined consisting of the parts town, street/P. O. Box, name, department, and institution. This frame is mapped to the resulting feature structure of a complete parsing result and thus a uniform post-processing can be done for partial and complete parses. For partial parses, strict rules are given on how to fit a partial parse into this frame. Thus, partial parses can be combined to more complete ones by applying these rules.

2.3.4 Data Base Matching

Data base matching is carried out as follows. For each pair of parse and a particular data base entry in question, a formula is generated; this formula computes the total matching weight of the parse/data-base pair mainly by summing the matching weights of the parse's components. Some primitive matching weights are defined for names and numbers; the more complex weights are aggregated from a few primitives.

The principle of these formulas will be described by an example. A partial parse yields a case frame with department, name, and city; in particular, the corresponding organization and the street or P. O. Box address are unknown. For each data base entry where – in this case – the person's name matches the GT data, the respective formula is determined. The formula's denominator is determined only by the parse. It ensures that the resulting weight is not influenced by the amount of GT data available for one entry (which is, in general, a more accidental property of a GT entry's content). Thus, the best possible weight occurs for those data base entries containing the same frame slots as the parse. In our example, this happens for entries with department, name, and city given. A loss of weight occurs for those cases where one of those slots is empty, e.g., if the department is not given.

This way, a list of weighted pairs of parses and data base entries is computed. Actually, the total weight of such a pair is calculated by simple multiplication of the parse weight and the match weight. In a final step, the most probable parse-to-data-base match is determined by looking at some of the best weighted matches, taking into account their differences in content (e.g., persons with the same name in one company but with different departments), and the difference of their weights.

For the final result, we also consider the relative differences between the best parsing results. Assume that a well weighted parse is computed but no data base match is found for it. Instead of returning some possible match for the second best parse, it may be better to reject this parse, i.e., to say "no result found". In such cases, the lexical heuristics described in Section 2.3.2 may have major influence on the resulting weights. Finally, the component outputs exactly one result or a reject.

3 Integrating in an Organizational Memory.

As mentioned in the introduction, the relation of DAU and an OMIS is twofold. On the one hand, DAU helps to keep formalized knowledge in organizational memories up to date providing the services described in Section 2. On the other hand, DAU techniques require knowledge from the organizational memory in order to work reliably. Consequently, the DAU system has to be linked to the embedding OMIS in both directions: Information retrieved from incoming documents has to be related to the data and knowledge bases in which it has to be stored. Furthermore, the system needs to know how to retrieve useful information from the OMIS. Unfortunately, the different kinds of knowledge will suitably be represented in different formalisms. For instance, generic document types and knowledge on how to perform DAU tasks are parts of the DAU system whereas corporate knowledge typically is given in terms specific to that corporation. Hence, integrat-
The workflow model plays a key role in this scenario. On the one hand, the main services of DAU systems assign analysed documents to open processes in the corresponding workflow. For instance, after finishing an "order some goods" task a workflow management system will usually generate a "handle invoice" workflow instance referring to exactly this order. If DAU is able to assign the incoming invoice to this open workflow instance, all further processing can be left to the workflow management system. Hence, available workflow models can help building a bridge from DAU to the organizational memory. On the other hand, open workflow instances concerning DAU tasks provide valuable task and context information for the improvement of DAU reliability. Task information prevents the system from performing unnecessary analysis steps. If e.g. a classification of documents is required there is no need to extract further information from the document. Another property of tasks states whether to optimize accuracy or response time of DAU steps. Context information addresses knowledge about what is expected rather than what is to do. Returning to the example mentioned above, the DAU system needs to know whether an open workflow instance is waiting for an invoice or not. If the workflow management system does not expect any invoices but the DAU system thinks to have found one there must be something wrong.

The following sections cover these problems and chances of tight interaction between DAU and organizational memory.

### 3.1 Different knowledge types

Having a more detailed view on DAU in the context of a corporate memory, three kinds of knowledge play an important role. These knowledge portions differ in content, terminology and life time. However, providing reliable document analysis services requires extensive use of all these knowledge sources.

**Corporate Knowledge** comprises the contents of the OMIS, workflow model, databases, organizational diagrams and ER-diagrams etc. This knowledge is represented in terms specific to the corporation. Thus, knowledge on corporation specific conventions is necessary to understand the meaning of proper names and identifiers occurring in the representation of corporate knowledge.

**Document Knowledge** is composed of structural knowledge about documents, i.e., layout objects, logical
labels, relevant message types etc. Document knowledge is represented due to the more generic terms of the document analysis domains like for instance business letters. Representations of document knowledge are therefore understandable beyond the context of a specific corporation. Proper names and identifiers are commonly used in the application domain, e.g., business letters.

Figure 4 sketches our idea on how to represent generic knowledge on documents (within the dashed box). Basically, the representation is built of an aggregational and taxonomical hierarchy enriched by inherited attribute/value pairs and constraints between attribute values. Attributes are listed in the box representing a term followed by constraints on attribute values. Additionally, an aggregation represents part/whole relations and is denoted by thin lines labeled with an identifier of the relation and a range of cardinal numbers stating how many components can be part of a whole due to the named relation.

As an example consider class TIFF_Document. Relevant attributes of global interest concern the questions: Are colours represented (attribute colours)? Has the pixel graphic been normalized by standard procedures (attribute preprocessed)? Instances of another concept Word_Hypotheses represent word hypotheses. Lexicons that have been used to prove hypotheses can be parts of these instances. However, the most important concepts concern document types. Attributes of subsumptions of the concept Document_Type typically are possible goals of information extraction tasks. Parts of a document type refer to additional data useful for accomplishing document analysis tasks like pattern descriptions and grammars. In fact, such data is compatible with the intention of a taxonomy because patterns and grammars can be considered as constraints on texts. Hence, demanding consistency with a pattern or a grammar can be viewed as concept specialization.

Figure 4: Concepts of document knowledge - a small cut
Viewing documents as instances of document concepts enables application specific specializations of
generic document types as gateways to available corporate knowledge. An example is given in Figure 4.
Three document types specific to the XY Ltd. company have been added to the knowledge base inheriting
most of their properties from generic document types. Either attributes are added or inherited attributes are
constrained to more concrete expectations. Document type XY_Ltd_Product_Req for instance adds an addi­
tional product_name attribute that is constrained by the available products. An example for providing more
detailed information on documents by a more specific concept is XY_Ltd_Support_Req. Here, senders of
such a request are assumed to have bought a product and, hence, have an entry in the customer database of
XY Ltd. Consequently, the sender attribute is constrained to a grammar retrieved by the customer database.
Such information is of obvious interest for enhanced document classification and information extraction
operations.

The sketched formalism can be considered as an ontology for sharing knowledge on documents [10]
appropriate for the following two purposes: On the one hand the ontology is a specification of data structures
for storage and communication of document analysis inputs and results. On the other hand these concepts are
required for specifying document analysis tasks and characterizing program modules accomplishing docu­
ment analysis tasks describing their input requirements and their deliverables. This use of ontologies is very
similar to their use for example in system for knowledge-based design[11].

Strategic Knowledge refers to the latter point. As pointed out in Section 2, document analysis typically is
accomplished by an application specific configuration of program modules. In contrast to state of the art
applications, document analysis within a corporate memory can be expected to concern wide application
domains (like the whole correspondence of a company by snail mail and e-mail) with many document types.
As mentioned before, access to a large variety of useful corporate knowledge is required. The opportunity to
flexibly choose document analysis modules and their parameters with reference to the current application
context is desired. An abstract notation can be used to support linking generic knowledge on the perform­
cance of document analysis modules to the corporate memory and, as we think, to automatically configure
document analysis processes according to dynamically changing requirements.

Our ideas on how to specify document analysis processes are sketched in Figure 5. Again, a concept lan­
guage is employed with the same elements as in the document knowledge. Concept DAU_Op is the most
general concept of document analysis program modules resp. tasks. Some attributes of global interest like a
qualitative characterization of the precision or the recall can be used to represent either properties of or
requirements on document analysis program modules. Parts of that concept represent either provided resp.
required input (part input) or provided resp. desired output (part output).

Subconcept DAU_Plan describes possible compositions of document analysis operations. Instances of
DAU_Interface are used to represent something like a consistent resource-oriented configuration [12][13]
where all inputs required by analysis programs (the parts of op) are either inputs of the whole plan or pro­
vided by another program.

Subconcepts of Specialist_Op describe the available program modules. Hence, a reference to the data
base of available programs is maintained. Optionally, additional constraints on the input parts can be used to
represent applicability of a program module, whereas constraints on the output parts represent deliverables.
Note, that the program modules gain access to relevant data through the properties of their input and output
parts. E.g. the rule classifier can retrieve relevant rules and patterns from the concept description of its output
(cf. Figure 4), the island parser reads the relevant grammar from its output concept representation. Hence,
representing concepts of document analysis operations enables application specific tuning with corporate
knowledge without detailed knowledge on document analysis techniques. Application specific extensions of
this ontology can be used to specify application specific document analysis tasks. Subconcepts of
Specialist_Op introduce application specific analysis modules resp. modified usage of the original modules
with e.g. specific parameters. Additionally, subconcepts of DAU_Op may be specified in order to create new
application specific analysis tasks. As an example consider concept Analyse_Invoice_Op. This new tasks
assumes a TIFF_Document as input and is supposed to classify a XY_Ltd_Invoice (as Defined in Figure 4) as
output and extract the attribute order_no. The VirtualOffice project aims at developing methods founded on
the configuration of technical systems [12][14][15] for finding realizations of such application specific tasks
either automatically or in close dialog to an expert. More detailed: Building a configuration of an abstract concept like Analyse_InitalOp means finding an instance of the composed concept Analyse_InitalOp and DAU_Plan.

An intelligent DAU system (with the ability to configure analysis processes automatically due to abstract task concepts) enables use of task and context information as described above. Exploiting task information is relatively easy. For instance in concept Analyse_InitalOp the only required information extraction task is to find out the number of the order preceding the current invoice. Neither the sender nor the date attribute have to be extracted in order to complete the task Analyse_InitalOp. Hence, task specification is appropriate to avoid unnecessary computations and optimize performance of the DAU system.

Moreover, context information aims at improving reliability of DAU processes by providing assumptions on incoming documents. Consider an order that has been submitted to a supplier. Consequently, beneath always expected product requests the OMISS is waiting for an invoice referring to the submitted order. Hence, the DAU is told to conduct an application specific procedure where the output is constrained to the document types XY_Ltd_Product_Req and XY_Ltd_Invoice. Automatic configuration now chooses appropriate patterns and rules to be processed and uses expected data for internal consistency checks. After having received the invoice, the corresponding document type is removed from the goal concept. The configuration of the DAU system changes again because there is no open order left.

Besides the usual problems of knowledge-based configuration systems [16] automatic and dynamic configuration of DAU tasks requires to cope with unexpected behaviour of the employed DAU algorithms. Fig-

Figure 5: Concepts of strategic knowledge - a small cut
Figure 6: Replanning because of an unsatisfied integrity constraint

Figure 6 gives an example. Plan1 has been expected to provide a XY_Ltd_invoice result with order_no constrained to 25. Unfortunately, the result of plan1 violates this constraint perhaps because of an OCR failure. The system recognizes this inconsistency and starts a replanning operation with a new constraint on the new plan. It is required to differ from plan1.

3.2 Interaction between DAU and the process model

The different knowledge types and their relevance for conducting DAU in a corporate memory have been discussed in chapter 3.1. Furthermore, we have sketched their representation. For the purpose of context-oriented instantiation and specialization of these knowledge types in an application domain (e.g. purchasing) we want to make use of given workflows specifying the daily work processes. When talking about workflows one has to make a clear distinction what our interest in this paper is.

Their exist a large variety of different workflow models, representation techniques and their implementation through WFMS in research and industrial use. In this paper, we are interested in the common concepts of workflow models with respect to their applicability as valuable knowledge source for document analysis and understanding. Therefore we will start in this section with a short overview on common modeling elements and show how to use them for gaining application-specific document knowledge as well as providing input for the handling of DAU tasks and contexts. The latter will be explained for both, the specification of a generic workflow with integrated DAU tasks at buildtime and the benefits of using the context of workflow instances at runtime.

Workflow models may be classified regarding their design centers – the main concepts used for implementing a workflow. Most commercial systems are obviously centered around the process, but also agent and data-centered systems are known [17]. Due to this fact modeling elements for the specification of workflows slightly differ. In the following we want to concentrate on common elements. First of all a workflow model should contain the following perspectives [18] on a process-centric view of work:

- Organization: this perspective describes the organizational structure of a company and the different individuals (actors) being involved. Links between specific organizational units and tasks specify responsibility and performing actors (role concept). In case of automated tasks the required applications are triggered by the workflow engine without user interaction, resp. the role indicates an organizational unit representing a system (automated actions, agents).
- Data: this perspective on data, resp. documents describes the work objects which are required to perform tasks, resp. generate or modify data. Therefore the notion of input/output container or source and sink relations may be used.
- Tasks: tasks represent a collection of actions or one elementary action which describe the work content. The tools or applications required for working and therefore creating or modifying objects have to be specified. Trigger conditions are necessary to define the beginning and completion of a task.
Here logical expressions on contents of the sink and source container are used to determine these trigger conditions or events.

- **Process**: Using the abovementioned modeling concepts allows a specification of the entire process. The individual tasks are nested to each other by triggers and the source/sink relations. The role concept specifies the embedding into the company's organizational structure.

![Diagram](diagram.png)

These concepts are supported by standard WFMS and used to specify the work process of interest. In our scenario of an integrated DAU and corporate memory system document knowledge and strategic knowledge can be located in the following way:

### Document knowledge

- **Data / documents**: if data is represented in input or output documents it may contain additional document knowledge (e.g. appearance of a form of supplier XY and relevant data field descriptions). Furthermore the description of application-specific document types (e.g. an invoice consists of: products delivered, extension, reference to order.no) represents document knowledge. On the other hand links to data descriptions as contained in corporate databases (e.g. product specifications can be accessed via the oracle-product-DB) represent corporate knowledge.

- **Role / Actor**: the human actors being specified in the organizational structure (this part has to be included in almost every WFMS) appear often as recipient / sender in incoming and outgoing documents and represent at a first look corporate knowledge. But also document and specialist knowledge can be derived from this source (e.g., the recipient_grammar)

### DAU tasks

- **Tasks**: if a task consists of actions for information extraction out of documents or generating or modifying documents it may contain DAU-relevant tasks, i.e. strategic knowledge (e.g. extract the extension of an invoice, generate an inquiry via MS-WORD containing demanded products and the running inquiry number).

The concepts of strategic knowledge support different kind of granularity for representing DAU tasks in the workflow description. Workflow designers without knowledge about DAU design their workflow in a task-driven manner. Actions concerning information extraction or classification tasks are specified as automated actions. The performing actor is the entire DAU system (which performs automated configuration on demand using a standard DAU_Plan). By denoting a specific Specialist_Op (see Figure 5) as performing actors the experienced workflow designer has the possibility to specify concrete DAU techniques.
DAU context

As we mentioned earlier an efficient way to support DAU is the usage of workflow context at runtime. Instances of the generic workflow will be handled by a workflow engine which implements the underlying execution semantics. If the trigger condition for a DAU action fires the workflow engine makes a switch of control to the DAU system and all available context stemming from the set of running workflow instances are given to the consuming DAU operation. This context may include the following informations, resp. expectations (actually the contents of the internal workflow database):

- actors having performed previous working steps of this workflow instance
- acquired data
- expected document types
- expected sender, recipient
- references (date, documents)

As a final step the extracted results are passed to the data fields (optionally after human expert verification) of the corporate database or document container as specified in the workflow. In this way DAU can be embedded as an information supplier into a WFMS, resp. corporate memory.

3.3 Changes in Knowledge Sources

An organizational memory can be expected to change dynamically during use [1]. It permanently incorporates new knowledge and maybe forgets old and now irrelevant knowledge chunks. However, such behaviour although desired causes problems for all software components like the DAU system that exploit the mutating knowledge represented in the OMIS. These problems concern the consistency between the organizational memory and the results of the component. Possibly, some relevant knowledge changed while computing the latest results. There are principally two extreme opportunities to cope with this situation:

1. Forget all intermediate results of the current computations after possibly relevant changes in the organizational memory.
2. Ignore changes in the organizational memory and accept a somehow fuzzy validity of results.

In the VirtualOffice system we will try to find some ways to represent opportunities in between these extremes as a property of DAU tasks.

4 Conclusion

Summing up, this paper presented fundamental arguments to employ document analysis methods for keeping an organizational memory up to date with newly received unstructured documents. This is necessary to answer questions concerning for instance a company's correspondence by snail mail and e-mail. However, the corresponding analysis tasks require much more flexibility than state of the art document analysis applications and the ability to exploit corporate knowledge by the DAU system. Our suggestion to cope with these requirements is to apply methods coming from knowledge-based systems.

In this paper we sketched an ontology of documents, document analysis tasks, and operations in order to bridge the terminological gap between more generic knowledge on typical documents and the application specific representation of organizational memories. This method enables document analysis modules to access corporate knowledge if needed avoiding spending too much effort on integrating the DAU system into an existing OMIS.

Applicability of the DAU system is increased by a modular software architecture that is configured due to the dynamically changing requirements and expectations of the OMIS. Information on the current context of document analysis can be retrieved from a workflow model. Abstract specification of DAU tasks enables the application of a knowledge-based configuration system in order to determine the configuration of the system that complies best with the current context.
In fact, both problems are probably not specific to the application of document analysis systems. Kühn and Abecker proposed a modular architecture for generic OMISs [1]. All these modules require and deliver knowledge chunks. They have to communicate and must be kept consistent. Hence, this paper may be viewed as a case study on the integration of such modules using ontologies enhanced by application specific concepts for knowledge interchange between these modules and knowledge-based configuration system to implement context sensitive behaviour of the modules.
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Abstract

The performance of document analysis systems significantly depends on knowledge about the application domain that can be exploited in the analysis process. Typically, one has to deal with different sources of knowledge like syntactic knowledge, semantic knowledge or strategic knowledge guiding the analysis process.

We present a knowledge based document analysis system based on a knowledge representation language specially designed for document analysis tasks. It allows to model and to interpret structural knowledge about documents and knowledge about the analysis process declaratively in a common framework.
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1. Introduction

A major problem in office environments is to deal with the huge amount of information that has to be accessible from each office workspace. The exchange of information mainly takes place

---

1 This work has been supported by the Stiftung Rheinland-Pfalz für Innovation under grant 8031-38 62 61/228
through electronic or paper documents. To cope with this huge amount of information automatic selection and interpretation processes for these documents are needed. Document analysis systems can help to find the information that is required in a concrete situation. So, document analysis systems or applications become more and more important for integrated office automation systems.

One task that can be tackled by the use of document analysis systems is to group together documents into office procedures. The user can access documents of a concrete procedure by searching such documents which fulfil a set of predicates. These predicates can either refer to content portions of the documents, e.g. those containing the string "Fachhochschule", or to attributes attached to a document, e.g. those containing the string "Fachhochschule" in the address block. The difference between these two search patterns is that the latter one requires for a logical analysis of the documents under consideration. Accessing documents in office procedures often requires to have documents tagged with a certain type, e.g. tags like order or invoice. Document analysis systems can be used to produce this information almost automatically, either for incoming or for outgoing documents of an office. Thus, a larger amount of information can be attached to documents providing a more detailed structure in the storage of documents. By that, document analysis systems are a valuable tool for setting up an enterprise information system.

However, the question arises why document analysis systems are not widely used in today’s offices. One of the reasons for that may be that analysis tasks are rather domain specific and therefore, one cannot expect a general purpose system. Consequently, most existing document analysis systems are restricted to relative small domains. To adapt an existing system to a new domain is often as time consuming as developing a new system from scratch.

To our belief, this effort can be significantly reduced when certain design guidelines are considered. For us, this has led to a knowledge based formalism to describe documents. It should allow to separate general analysis knowledge form domain specific one. While the former knowledge can be reused in different applications only the latter one has to be reconstructed when moving from one application to another one.

For a new application one has to encode knowledge about the new domain. Usually this includes to describe the contents of the documents, i.e. which logical structure underlies the documents, where these (logical) parts can usually be found or which textual information can be used to identify parts. This is similar to other formalisms for representing documents, e.g. the international standards ODA (Open Document Architecture, [ISO8613]) and SGML (Standard Generalised Markup Language, [ISO8879]).

However, for guiding the analysis process additional knowledge is necessary: one has to specify which knowledge should be used in which situation. Often, this knowledge is encoded directly into the analysis algorithm. We prefer to model the "How to analyse" explicitly by what we call strategic knowledge.

In the rest of this paper we present our initial application domain and try to motivate the concepts underlying our document analysis system. This is done in chapter 2. In chapter 3 we describe the knowledge representation language we have designed for that purpose. Chapter 4 presents some experimental results and we finish our paper with some concluding remarks in chapter 5.
2. The Application Domain

At the Fachhochschule Trier we want to develop document analysis systems which can be adopted to new applications rather easily. Up to now we have essentially treated the domain of business letters and implemented our system called WINOOK (Knowledge based Interpretation of Documents). Tasks to be solved by our system are

- the classification of the document type
- the determination of relevant parts of a document, like the sender or the recipient and their constituents.

For analysing these documents we model layout knowledge and logical knowledge. Layout knowledge is related to the physical structure of documents. It concerns knowledge like "The recipient is almost always in the upper left quarter of the letter" or "An invoice usually contains an invoice table and items". Logical knowledge regards the content or the meaning of the physical parts like "The recipient of an invoice must be a customer (and must be found in the customer database)" or "A letter is usually signed by the sender".

This knowledge can be used for different analysis tasks for a class of documents. A major task for analysis processes is to attach logical parts to layout objects. Other tasks can be to identify only the address block(s) in a text or to find the total sum in an invoice. Therefore, we need to express relationships between layout and logical knowledge. Sometimes this is expressed by adding knowledge about relative positions of parts within a document or about typical textual contents but it can also be expressed through (mathematical) relations.

The possibility to specify complex relations between parts of documents (e.g. the name in the address part equals the name in the salutations of a letter) is an essential requirement for knowledge representation in our approach. Such relations can hardly be handled by very common knowledge representation frameworks, like frames [Minsky 74] or terminological logics, like KL-ONE based languages [Brachman&Schmolze 85]. The Problems occurring with the use of standard knowledge-representation Formalism and Standard Inference Mechanisms are:

- inadequacy of representation of documents because of the relation between physical structure (Layout) and semantics (Logic) of the Document.
- inefficiency of inference because document analysis specific strategic knowledge cannot be expressed

In other words: we do not mean that no existing, more or less general knowledge representation formalism could be used for document analysis purposes. However, we think that document analysis is a rather specific task where more efficient inference mechanisms can be designed when a special framework is used.

**System Environment**

Figure 1 illustrates the environment for the use of the system.
System input may be an ASCII file or a printed (paper or fax) document. If a printed document has to be analysed, it is scanned (if necessary) and a commercial OCR-system is used to get ASCII text, which may be enriched with geometric information. This is input to the analysis process.

The WINDOK system consists of the components depicted in Figure 2.
Analysis Component

The main task of the analysis component is to build and to settle hypotheses about the meaning of the elements of the input document. The analysis component is divided into two main submodules: analysis-control and analysis-operators. The analysis-operators perform basic operations like building hypotheses for the meaning of certain parts of the document, or checking or rejecting certain hypotheses. Analysis-control guides the whole analysis process. That means according to the strategy definitions this component decides which operators are to be applied at which phase of the analysis. For that purpose the analysis-control component uses the information in the strategy definitions, which contain domain dependent knowledge about proper strategies for analysing certain parts of the input document.

The analysis-component has access to the following other components of the system:

- task and strategy definition
- layout structure of the input document
- knowledge base
- hypotheses

Access to these components is only allowed by certain selection-, creation- or modification-functions. That means, the data structures are realised as "Abstract-Data-Types" (ADT). In the first three cases access is only permitted to get some information (read-only access), these components are not changed in any way by the analysis operations, so this is the static part of the analysis. The access to the hypothesis component is performed in both directions, the hypotheses are created and deleted dynamically during analysis. Analysis-operators need information about the current state of interpretation and produce new understanding about the content of the input document, which is represented in the hypotheses component. By that, hypotheses are extended or refined until a final state is reached where the given tasks are solved, or no further conclusions are possible.

Task and Strategy Definition

The task definition specifies the definite task, i.e. it contains information, whether the type of the documents to be treated is known or whether this type has to be determined. Furthermore the task definition specifies which parts of the documents are to be searched for.

Strategy definitions may be specified for any class of documents or their parts and should contain domain dependent heuristic information, which is used by the analysis-component. Such heuristics may concern the order in which certain parts are to be searched for, which generic properties are to be considered first, or in which order hypotheses should be built, checked or reduced.

Layout Structure

The layout structure contains the result of pre-processing, building a special representation of the input document, consisting of text blocks. Each text block may contain several lines which are built up by words. Words, lines and blocks may be enriched by information about their geometric position on the input document.
Knowledge Base

The knowledge base contains the information of the typical content and structure of documents of a certain class like letter or invoice. These classes are described declaratively, including parts typically occurring in such documents, as well as relations between these parts. In order to be able to represent such information adequately, a special knowledge representation language has been designed, which is described in section 3.

The knowledge base is used by the analysis component to interpret the input information, i.e. objects of the input document (layout objects) like words, lines or text blocks are related to generic concepts or classes of the knowledge base. By that, the meaning of the layout objects is determined.

Hypotheses

The hypotheses component contains a description of the current state of analysis. For certain parts which are to be searched for or to be analysed, alternatives of interpretation are stored together with probability values. These intermediate solutions are refined by the analysis component until a terminating state is reached, representing the final solution. So, in object-oriented terminology, the hypotheses are partially filled instances of the frame templates which have to be completely filled during analysis.

3. Knowledge Representation

In this section we describe the knowledge representation language in more detail. With this language we can express logic, layout and strategic knowledge. To express strategic knowledge we use the defstrategy and deftask definition but we will not go into further detail for that. With a different strategy and task definition, different document analysis problems can be formulated and solved with more or less the same or similar knowledge bases.

We expect from knowledge representation language that it allows declarative and object-centered descriptions of analysis applications. The knowledge-base should be easy modifiable and good to understand. It should be possible to describe aggregation of objects, uncertain and vague knowledge. Different kinds of knowledge like layout, logic and strategic knowledge should be easy to express as well as relations between objects and parts of (other) objects. In the following sections we describe our solution to achieve these requirements.

For a declarative and object-centered knowledge representation, a frame-based language or a semantic net like representation could be chosen for example. We decided for a frame-based approach because of the built-in inheritance concepts and the possibility for integration of other kinds of concepts like predicate logic. In our language the standard frame concept is extended by descriptions of parts (part-of hierarchies), uncertainty and relations.

A description of an object in our document analysis language is built from the following (optional) elements:

- a name for the object (mandatory)
- the superframes of the object
- the parts of the object
• attributes of the object and its parts
• relations between parts

With these features a definition of a frame invoice can look like shown in figure 3.

```
(defframe Invoice
  (superframes business_letter)
  (parts
    recipient_of_invoice (frame recipient))
    number_of_invoice (frame number_of_invoice)
    (invoice_table (frame invoice_table))))
```

Figure 3. An invoice frame

That means an invoice is a business letter with parts recipient of invoice, number of invoice and an invoice table. The structure of a recipient of an invoice is described in the frame recipient.

This frame corresponds to a semantic net like notation as follows (description of attributes see below).

```
  Business letter
    Table
      is-a Invoice
        Invoice
          is-a Recipient
            Invoice table
              attributes: number 1
              position ....
            Invoice recipient
              attributes: number 1
              lefbounded t ...
```

Figure 4. Semantic net representation of frame invoice

All frames or part frames can have parts again, so there is an aggregation (= part) hierarchy in addition to the superframes (= is-a) hierarchy which contains all objects from document down to word or character.

To express the knowledge which is needed during the analysis process we have integrated attributes with several annotations into the frames. Predefined annotations are:

• type (e.g. integer, boolean, real, string....)
• value, used for fixed values like page-width
• range, used to restrict the domain of values (enumeration or interval)
• relevance, for relevance expressions (see below)
• compute-function, used to determine a value for instantiation and testing

For the expressions of uncertainty we use certainty factors [Shortliffe&Buchanan 75] in relevance annotations of attributes. Annotations can have a measure of belief and a measure of disbelief which get reckoned up during analysis. The frame for an invoice table can be described as follows:

```
(defframe invoice_table
  (number (type integer) (value 1))
  (parts (headings
    (number (type integer) (value 1))
    (position_first_line (type integer)
      (range (20 25))
      (relevance ((20 22) 0.8 0.0) ((23 25) 0.4 0.0)))
    (number_of_words (type integer)
      (range (5 7))
      (relevance (5 0.7 0.0) ((6 7) 0.9 0.0)))
    (item (frame item)
      (number (type integer) (value 1))
      (position_first_line (type integer)
        (range (21 26))
        (relevance ((21 23) 0.8 0.0) ((24 26) 0.4 0.0)))
      (amount (frame amount) ......)
      (sum (frame sum) ....)))
```

**Figure 5. An invoice table frame**

This means that there is only one invoice table with part headings where the relative position of the first line is between 20 and 25. For other values of position, no hypothesis can be built and so no relevances are given. The compute-function or other annotations of the attribute may be defined somewhere else in the knowledge base, either in a superframe of this frame or in an additional defattribute construct for global definition of annotations. The other parts and their attributes are defined similar.

The relations between frames and parts mentioned until now regard only is-a and part-of relations. A description of all relationships between possible objects that could be useful (or helpful) for document analysis tasks. In our knowledge representation language it is possible to
model arbitrary relations between frames and their parts or frames and other frames. The relations can either be used to reduce hypotheses or to build new hypotheses with instances which fulfil the constraints given by the relations.

Relations are, like attributes, defined within the frame definitions. But as they normally have an arity greater than one, they refer to several parts or the frame itself. In Figure 6 is an example of some of the relations of the frame whose attributes we have already shown above.

The first relation describes that the headings, must begin above the items the third relation describes that the part item number of the heading must be located above the item number part of any single item. Here, parts of parts of frames are needed to properly express the relation.

```
(defframe Invoice_table ...
   .(attributes and parts see above)
   (relations
      (< (headings position_first_line)
         (item position_first_line))
      (< (item position_first_line)
         (amount position_first_line))
      (over (headings number_of_item)
         (item single_item number_of_item))
      (over (headings description)
         (item single_item description)))
```

Figure 6. Relations of an invoice table frame

With these relations all instances (words, lines...) that fulfil the relations can be found and can serve as good hypotheses for analysis. Ideally, when modelling of the relations is done well, there are only a few candidates to be checked further, in strategy definitions concerning other frames or other relations.

4. Experimental Results

So far we have tried to solve the following problems:

- Analysis of ASCII texts with addresses of companies and authorities in text flow
- Classification of document types (Invoice, Order, Offer)
Analysis of Invoices with address, table and items.

As an example we want to show here the analysis of an invoice (similar work was done by Köppen et al. 96). The document image is pre-processed by a common OCR-software providing text and layout information which is then transformed into our internal representation.

Figure 7. Example of processing an invoice

The analysis of address date and invoice table is done according to the strategies as described in chapter 2 and assisted by knowledge about their structure given in the knowledge base. Address, date and table are analysed following the strategies which do not rely on a certain invoice template but are flexible in order to analyse all kinds of invoices. The results we obtained are shown in figure 7. This data obtained through Document Analysis can be put into a data-base and can accomplish the company memory.

We tested our System with a test sample of about 50 Business Letters (mostly invoices) and obtained the results shown in figure 8.
For the analysis of different problems, tasks and strategies have to be changed and the knowledge base has to be adapted to the application domain.

### Figure 8. Test Results

<table>
<thead>
<tr>
<th>%</th>
<th>correct</th>
<th>incorrect</th>
<th>not analyzed</th>
</tr>
</thead>
<tbody>
<tr>
<td>recipient</td>
<td>69,57</td>
<td>2,17</td>
<td>28,26</td>
</tr>
<tr>
<td>date</td>
<td>83,72</td>
<td>0</td>
<td>16,28</td>
</tr>
<tr>
<td>single items</td>
<td>71,80</td>
<td>2,56</td>
<td>25,64</td>
</tr>
<tr>
<td>sum</td>
<td>84,09</td>
<td>6,82</td>
<td>9,09</td>
</tr>
</tbody>
</table>

5. Conclusion and Outlook

We consider knowledge representation as an essential and central activity for the development of document analysis systems. We model knowledge about the structure and the content of documents of the actual application domain and strategic knowledge to guide the analysis process itself.

Our specialised knowledge representation formalism allows for a specification of all these kinds of knowledge. Another issue of this approach is that descriptions of documents can be understood and maintained also by non specialist users. Furthermore, existing descriptions can be reused more easily in new application domains.

The system is implemented in Allegro Common Lisp and runs on different platforms, like Apple Macintosh, Sun and IBM PC.

Currently, we are working on several domains (Letters, Invoices, Fax-Messages, ...) to gain some insight in the effort that has to be spent when a system for a new domain is set up. Our first experiences are encouraging. Furthermore, we work on extensions of the knowledge representation language which are necessary to cope with other classes of documents. Furthermore, some enhancements concerning uncertainty will be made by implementing uncertainty formalisms which fit better for our document analysis tasks.
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trial products. However, in the course of the project it turned out that "just" a KBS is not enough: large portions of knowledge can only be represented informally, knowledge is built up through lessons learned and the made experience, and many process steps in the design process have to be supported and integrated to avoid media breaks and to encourage the designer to use the system. Therefore we are aiming now for a knowledge management system, incorporating many techniques.

1.2 Knowledge Management

The development of knowledge-based systems is dominated by a technology-oriented approach, aiming at a complete modelling and implementation of human problem solving methods. This approach does not address the question of usefully supporting the human work processes. To remedy this knowledge management is aiming at the improvement of knowledge work processes (cf. [Dav96]). So achieve this goal several techniques have to be integrated, rather than focusing on one single technique: e.g. business process reengineering (cf. [Sch94]), knowledge based systems with problem solving methods, workflow management systems, CSCW-techniques like answer garden systems (cf. [AcM90][AcM96]), hypertext and database resp. document management systems (cf. [Sku97]). However, the task to support are not pretty standard, then specialized techniques are probably not applicable. So techniques like those mentioned above have to be integrated in an overall framework, but this framework has to be so flexible, that it can be adjusted to most business processes. Furthermore it is usually too expensive to built a knowledge management system from scratch - instead existing products and components have to be used to construct a knowledge management system (KMS).

The rest of the paper is organized as follows: at the first step we model the design process used in industrial design. At the next step we identify possible tasks to support and approaches for this support. From the results of the former steps drawbacks of current knowledge engineering methodologies, namely MIKE (Model Based Incremental Knowledge Engineering), with respect to building knowledge management systems, are shown.

2 Modelling the Design Process

As Kühn and Abecker stated in [KüA97] the first thing to ask is: What are the tasks to be supported? To answer this question, i.e. for the requirements elicitation of the overall system the process of industrial design was modelled and analysed for support needs in some design enterprises. This is also the first step, where a general methodology has to start: it has to support the model-
ling process with modelling primitives and tools. Therefore the first step is just business process modelling as performed in [Sch94] or described in [KiB94]. The process is described in OMT (cf.[RBP+91][KKM95][BKM94]), using an generic reference schema for enterprises (cf. [DES97]). Because only small companies were examined, we only modelled a small subset of the whole set of views: the data view (cf. figure 1), describing the structure of objects and documents used in the processes and the process view itself (cf. figure 2). For the description we use a task decomposition, a statechart to express control over the subtasks, and a dataflow diagram to express the dataflow between the subtasks. Of course is design a creative and highly cyclic process, however, certain behaviour patterns can be identified. Depending on the type of tasks and the class of design (cf. [VDI86]) some stages or the process model may be left out altogether of may deserve less emphasis.

3 Identifying Tasks to Support

Using the modelled data view and the process (cf. figure 1 and figure 2) possibilities for supporting the task can be identified. Realising these possibilities usually introduces new data objects or new process steps.

E.g. throughout the stages 1 and 2 support should be given for the elaboration of briefing and requirements documentation as well as for conceptualisation. This can be done by reference design documents, collected in former projects and reused in the actual project. For this purpose similar properties and problem solutions are identified within the reference design documents. The KMS will then provide a proposal which can be modified. At the same time, ergonomic
issues (problems) are identified and solutions are proposed based on the reference designs and rules established for the ergonomic consultation. Eventually, a list of requirements is being drafted, containing properties and their respective values. Created documents should be managed by intelligent document/database management systems and they should be available for use in further projects.

The designer's required knowledge and abilities are particularly complex during stages 4 - 8. In some areas, such as ergonomics or production technology and construction, specific information is difficult to obtain and probably not contained in to KMS. Therefore consulting an expert would be necessary and should be supported.

During stages 4 to 6, detailed information and refined knowledge the elaboration of the tasks is required. This could be derived from information obtained from available reference designs as well as from the properties defined in stages 1 and 2.

The technical elaboration can be a rather cumbersome task, because the overall structure is defined but the details are still open. However, because components and requirements of the design object (the goal) are well known in stages 7 and 8, one alternative is to support the elaboration with a KBS for parametric design (cf. [MoZ96]).

Support throughout stages 1, 2, 9 and 10 will be given mostly in the form of provision of information and processing of documents (resp. old designs). Needs for ergonomic consultation can arise in stage 1 and 2 in the context of the definition of requirements.

During all other stages need for ergonomic facts can emerge. This knowledge is complex and in part highly sophisticated. A comprehensive processing which focuses on practical needs can cover most of the knowledge required by the designer. The demand for the knowledge-based component depends upon the depth of consultation desired during the various stages.

The industrial design process, in general, is very sensitive to input from the outside world. Therefore, means of support, ranging from information research to consultancy, should be adaptable to changes in the real world.

A task not directly modelled in figure 2 is the maintenance and revision of the design object. The collection of the major design decisions during the whole design process together with a documentation helps to avoid doing work twice.

4 Tools & Techniques for Realising Knowledge Management in ERBUS

4.1 General System Requirements

The results of single design stages in the modelled process are represented by more or less structured documents. These are usually simple textfiles as well as complex CAD-models or SGML-documents. To enable an efficient document management the retrieval of documents has to be supported. The documents are annotated with parts of an ontology (cf. [FES97]). This can be used for retrieval operations. Furthermore the documents linked using a hypertext system, where
links are enriched with semantics (for example: attribute values like "solves a problem ..." or "in opposition to ...").

In the same way ergonomic knowledge is available: by means of an ontology the actual project documents are linked to the document base, which contains the ergonomic knowledge in a semiformal form.

4.2 Design Decision Storing

We consider the (almost) complete and retrievable storing of (almost) every design decision case made as an important knowledge support task in the design field. This enables the reusability and maintainability of former designs, because reasons for design decisions are known and can be reused (cf. [Lan94]). Traceability of design decisions should be primary based on links respectively link chains between documents (respectively their structured elements). A correspondingly designed user interface has to support searching and assignment of these links. Primary goal is the (almost) complete and retrievable storing of design decision cases. The semantic network suggested a "well-suiteable track" to cultivate this Corporate Memory by means of techniques developed for case based reasoning. By this means we are expecting to reach a significant higher degree of knowledge reusing (directly and/or after adapting), when a comparable task will appear in the future.

At current stage we are implementing these functionality as an ERBUS-client able to store not only the results but also the history and starting-point of design decisions in a complete and retrievable manner as an extension of an existing Document Management System.

4.3 Case-Based Reasoning

Reference designs lead naturally to the area of cased based reasoning: designs and requirements elaborated in former projects are stored in a case base, and retrieved with appropriate similarity measures. To apply case based reasoning appropriate attributes of the documents have to be defined, which are useful for case retrieval.

4.4 Workflow & Design Process Management

Although the modelled design process is often carried out by one person, the introduction of a workflow management system often makes sense: the design department is usually integrated in enterprise wide business processes, e.g. with an engineering department etc. So the seamless integration of the design processes can be guaranteed.

4.5 Parametric Design

At the "Technical Elaboration" step of the design process most of the design object components, possible assignments for the components, constraints and requirements are known. This configuration enables the usage of a problem solving method for parametric design ([MoZ96]). The tasks of parametric design can be described as follows: given a set of parameter (e.g. of a design object), a valid value range for each parameter, and a set of constraints with respect to the values of the parameters. Find an assignment from the value range to the parameters, such that all con-
constraints are satisfied. To link the KBS’s for parametric design to the overall process, the input/output of the problem solving method used by the parametric design problem solver has to be connected to the overall design process. For an example cf. [DES97].

4.6 CSCW-Techniques

Because the ergonomic knowledge is large, informal, sophisticated and changing a system can never have complete knowledge. Therefore techniques have to be established, which enable a user to ask questions easily to appropriate experts. This is the focus of systems like answer garden ([AcM90][AcM96]): a knowledge map of the enterprise is build and if a question can not be answered by the system, the question is routed forward to an expert. This realizes up another part of the organizational memory.

5 Drawbacks of MIKE

5.1 MIKE: a Methodology for Developing Knowledge Based System

The current MIKE (Model-based and Incremental Knowledge Engineering) methodology as described in [AFS96][Neu93] defines an engineering framework for eliciting, interpreting, formalizing, and implementing knowledge in order to build KBSs. It aims at integrating the advantages of life cycle models, prototyping, and formal specification techniques into a coherent framework for the knowledge engineering process. Subsequently, we will discuss the main principles and methods of MIKE.

In contrast to other approaches which assume that the expert creates the model himself, it is assumed that the knowledge engineer is the moderator of this modelling process. Within the modelling process a large gap has to be bridged between informal descriptions of the expertise which have been gained from the expert using knowledge elicitation methods and the final realization of the KBS. Dividing this gap into smaller ones reduces the complexity of the whole modelling process because in every step different aspects may be considered independently from other aspects.

The knowledge gained from the expert in the elicitation phase is described in natural language. It mainly consists of interview protocols, protocols of verbal reports, etc. These knowledge protocols define the elicitation model ([Neu93]). This knowledge represented in natural language must be interpreted and structured. The result of this step is described semi-formally in the so-called structure model ([Neu93][Neu94]), using predefined types of nodes and links.

According to the KADS approach the knowledge-level description of the functionality of the system is given in the model of expertise (cf. [SWB93]). For describing the model of expertise in a formal way the formal and operational specification language KARL ([Ang93][Fen95]) has been developed. KARL is based on first order logic and dynamic logic and offers language primitives for each of the three different layers of the model of expertise. The contexts of the structure model correspond to the domain-, task-, and inference layer of KADS model of expertise.

For designing KMS’s the techniques used in MIKE can be used in two ways:

• MIKE can be used for modeling and specifying the knowledge management system itself.
• MIKE can be used during the operation of the knowledge management system, e.g. for modeling of new knowledge, that has to be integrated somewhere into the system. According to the philosophy of MIKE this means incorporating a Knowledge Engineer into the process. We therefore have to distinguish two modeling tasks: modeling mission critical knowledge and modeling simple knowledge as used in everyday questions (like in Answer Garden). MIKE is usually more suited to the first task.

In the following we mainly focus on the first aspect.

5.2 Drawbacks of MIKE

MIKE at described above has several drawbacks when developing knowledge management systems:

• MIKE is aiming at conventional KBS. Also business process modeling primitives for MIKE are defined, there is no possibility to model other techniques besides KBS's. But as shown above the development of a knowledge management system includes many different techniques.

• Knowledge is modeled by a knowledge engineer in the modeling phase. Furthermore the knowledge representation in the modeling phase and in the final system is usually totally different. Knowledge Management Systems live from the fact, that knowledge is integrated in the whole system in a dynamic way, e.g. the organizational memory is extended when necessary within the normal workflow.

• MIKE (resp. the concept of a problem solving method) presupposes only the existence of one user who only partially interacts with the final system. This, however, is not true for knowledge management systems: they are oriented towards the maximum support for knowledge workers, but this is only possible with a high degree of interaction. This interaction is done with the system as well as with other humans, often in a nonformal way.

6 Conclusion and Future Work

The design process for industrial design has been modeled and analysed. From this analysis conclusions for a knowledge management system for process support are drawn. Techniques usable for a knowledge management system are e.g. case based reasoning, document management, conventional knowledge based systems, and CSCW-tools. Also there are many proposals for realizing corporate memory with each single technology, there isn’t an integrated approach like our proposal. However, the final proof of concept is the implementation, which is ongoing work.

Also work is necessary to extend MIKE to a methodology for knowledge management systems: using results presented in [Sta96], where tools are integrated into the framework by converting them to agents. Then they are modeled with a special agent modeling tool. Together with the enterprise reference scheme presented in [DES96][DES97] for business processes and knowledge based systems this could deliver a general framework for modeling knowledge management systems. To enable prototyping the resulting model should be executable in some sense, at least it should enable validation.
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1 Einleitung

In den letzten Jahren hat sich ein Trend fortgesetzt, der Unternehmen in besonderer Weise herausfordert: steigende Anforderungen an die Qualität von Produkten und Dienstleistungen, steigende Komplexität der Arbeitsabläufe, während gleichzeitig der weltweite Markt die Unternehmen dazu zwingt, ihre Ressourcen optimal zu nutzen.

Vor diesem Hintergrund gewinnt der rechnergestützte Umgang mit der Ressource „Unternehmens-Know-How“ eine besondere Bedeutung. Das Werkzeug CoMo-Kit (Concept Modelling Kit), das an der Universität Kaiserslautern entwickelt und prototypisch implementiert worden ist, verwaltet Wissen über Arbeitsabläufe als einen der zentralen Aspekte eines Unternehmensgedächtnisses. Das Spektrum reicht hierbei von der Dokumentation, in der ein Unternehmen festlegt, wie Arbeitsprozesse durchgeführt werden sollten, über das Projektmanagement für ein konkretes Vorhaben bis hin zur Bereitstellung von Informationen über frühere Projekte.


• die Verteilung von Arbeitsschritten über ein Rechnernetz,
• den Informationssaustausch zwischen den Bearbeitern,
• die gezielte Bereitstellung von Informationen,
• die Konfiguration und den Aufruf benötigter Werkzeuge,
• die Dokumentation des Projektablaufs und
• die Änderung der Arbeitsabläufe „on the fly“.


Im folgenden werden wir näher beschreiben, welche Bereiche eines Unternehmensgedächtnisses durch CoMo-Kit verwaltet und welche Techniken dazu eingesetzt werden.

2 Wissensmanagement mit CoMo-Kit

Abbildung 1 skizziert die Grobarchitektur von CoMo-Kit. Es lassen sich drei Komponenten unterscheiden:

• Der Modeler zur Definition und Modifikation allgemeiner, typischer Arbeitsabläufe, die im Unternehmen vorkommen. Die hier beschriebenen Abläufe sind generisch in dem Sinne, daß beispielsweise lediglich die Struktur der auftretenden Produkte in einem Datenmodell festgelegt und für jede in dem Ablauf vorkommende Aufgabe mehrere zulässige Vorgehensweisen zur Bearbeitung der Aufgaben vordefiniert werden können. Die Auswahl einer bestimmten Vorgehensweise für ein konkretes Projekt erfolgt erst bei dessen Planung.
• Der Information Assistant erlaubt den Zugriff auf den aktuellen Projektzustand und die Begründungen von Entwurfsentscheidungen über das WWW. Durch den Information Assistant kann insbesondere eine Dokumentation des Projektverlaufs inklusive der erstellten Produkte erzeugt werden, auf die über einen herkömmlichen WWW-Browser zugegriffen werden kann. Neben dem generischen Unternehmenswissen über Arbeitsabläufe, welches im Modeler repräsentiert, werden durch den Information Assistant damit projektspezifische Informationen aufbereitet und visualisiert. Im Rahmen unseres Projektes „Intelligenter Bebauungsplan“ bildet er beispielsweise die Basis eines Bürgerinformationssystems.

Abbildung 1: CoMo-Kit Architekturübersicht

In den folgenden Abschnitten werden wir auf die Komponenten im einzelnen einge-hen. Die Kopplung von Modeler und Scheduler in der Architekturskizze spiegelt unsere Beschäftigung mit Domänen wider, in denen Arbeitsabläufe nur bis zu einem bestimmten Grad planbar sind und eine detailliertere Planung der Aufgaben erst während der Projektabwicklung möglich ist, aufgrund der aktuellen Situation sowie der konkreten, bereits erstellten Produkte (z.B. Anforderungsdokumente in einem Softwareentwicklungsprojekt). Daher sehen wir die Möglichkeit vor, während der Projektabwicklung in den Modeler zu wechseln und die benötigten Aufgaben, Aufgabenzerlegungen usw. zu spezifizieren. Wegen der interpretativen Vorgehensweise
des Schedulers können vorgenommene Erweiterungen des Modells bereits für das in Abwicklung befindliche Projekt berücksichtigt werden.

2.1 Wissen über typische Arbeitsabläufe

Für die explizite Modellierung typischer Arbeitsabläufe mit CoMo-Kit stehen vier Hauptkonzepte zur Verfügung: Produkt, Aufgabe, Methode und Agent. Im folgenden gehen wir kurz auf diese Sprachkonzepte ein; eine detaillierte Beschreibung findet sich in [DMMV97].

Produkt: Die Beschreibung der in einem Arbeitsablauf verwendeten oder erzeugten Produkte erfolgt über eine Produktklassenhierarchy, analog zur Klassendefinition in objektorientierten Programmiersprachen. In einer Produktklasse wird die Struktur ihrer Instanzen durch eine Menge von Attributen (slots) samt Wertebereichen festgelegt. Entlang der Spezialisierungsrelation, die zwischen zwei Produktklassen bestehen kann (Produktverfeinerung), werden Attribute vererbt. Abbildung 2(a) zeigt einen Ausschnitt aus der Produkthierarchy für die Bauleitplanungsdomäne; ein geöffneter Editor für die Produktklasse „Maß der baulichen Nutzung“ ist in Abbildung 2(b) dargestellt.

Zusätzlich zu der Definition von Produkten, die als Typbeschreibung für während des Projektablaufs zu erstellende Produkte dienen, erlaubt CoMo-Kit die Definition von Produktkonstanten schon in der Modellierungsphase. Diese Konstanten dienen zur Wissensspeicherung von Informationen, die projektübergreifend für den Arbeitsablauf gelten, z.B. Gesetzesexte, die eine Aufgabe in der Bebauungsplanung relevant sind, oder die Beschreibung einer Technik, die im Rahmen des Entwicklungsprozesses einer Software-Firma eingesetzt wird. Die Produktkonstante Technologiepaket NRL in Abbildung 3 ist ein Beispiel für eine solche Technik.

Aufgabe: Die Beschreibung einer Aufgabe in einem Projekt enthält neben einer dem Aufgabenziels („Was soll erledigt/gefan werden?”) eine Auflistung der Ein- und Ausgabe parameter. Eingabeparameter stehen für Produkte, die zur Bearbeitung der Auf-
gabe notwendige Informationen enthalten; Ausgabeparameter stehen für Produkte, die Resultat der Aufgabenbearbeitung sind. Zusätzlich zu Eingabeparametern, die als Platzhalter für während des Projektablaufs zu erstellende Produkte dienen, können Produktkonstanten als Eingabe für eine Aufgabe definiert werden. Es können Vor- bzw. Nachbedingungen für eine Aufgabe spezifiziert werden, durch die beispielsweise beschrieben werden kann, wann eine Aufgabe bearbeitet werden bzw. eine Aufgabe als erfolgreich abgeschlossen gelten kann. Desweiteren kann durch eine Beschreibung der erforderlichen Qualifikationen und Rollen die Menge der zulässigen Bearbeiter für eine Aufgabe eingeschränkt werden.


![Abbildung 3: Ausgabenzerlegungen (oberes Fenster) und Produktflußgraph](image-url)

Auch für Methoden lassen sich Vor- und Nachbedingungen spezifizieren sowie Anforderungen an Bearbeiter aufstellen, die die Methode anwenden können sollen.

**Agent:** Aufgaben werden von Agenten bearbeitet. Als Agenten können in CoMo-Kit sowohl Menschen als auch Computer auftreten. Letzteres ist jedoch nur dann sinnvoll,
wenn die Methoden zur Bearbeitung der Aufgabe ausführbaren Programmcode enthalten. Wie bereits oben erwähnt, können Aufgaben und Methoden mit Anforderungen (Rollen, Qualifikationen und Eigenschaften) assoziiert werden, die von möglichen Bearbeitern erfüllt werden müssen. Entsprechend können für jeden Agenten Rollen Qualifikationen und Eigenschaften beschrieben werden, die dieser besitzt bzw. einnimmt und die mit den Anforderungen während der Projektabwicklung abgeglichen werden.


2.2 Wissen über in Abwicklung befindliche Projekte


Auf die Zustandsmodelle der unterschiedliche Objekttypen und deren Bedeutung wird im folgenden kurz eingegangen. Anschließend werden kausale Abhängigkeiten diskutiert, die Zustandswechsel in abhängigen Objekten bewirken. Für eine detaillierte Beschreibung siehe [DMPe97].

tige Projektplan wird durch die Menge aller Entscheidungen im Zustand *valid* spezifiziert. Mit dem Rückzug einer Entscheidung wechselt diese in den Zustand *invalid*.

**Aufgaben:** Im Zustand *valid* ist eine Aufgabe Teil aktuellen Projektplans. Diesen Zustand verläßt sie, sobald sie nicht mehr Teil des aktuell gültigen Projektplans ist. Sie wechselt dann in den Zustand *invalid*.

Der Zustand *valid* besteht aus verschiedenen Teilzuständen; unter diesen gibt es sowohl Zustände, die den Planungsstatus beschreiben, als auch Zustände, die den Bearbeitungsstatus einer Aufgabe wiedergeben. Eine Aktivität, die den Planungszustand einer Aufgabe ändert, ist z.B. das Treffen einer Planungsentscheidung. (Wechsel von *accepted for planning* nach *performing*). Mit den Zuständen für die Bearbeitung wird der Stand der Ausführung protokolliert. Durch Revision von Entscheidungen können Aufgaben in alte Zustände zurückgesetzt werden. Verwirft der planende Agent beispielsweise den gewählten Lösungsweg, kehrt die Aufgabe von *performing* in *accepted for planning* zurück.

**Methoden:** Jede Methode repräsentiert einen möglichen Lösungsweg, der im Rahmen des Projektes ausgewählt (*selected*) oder zurückgewiesen (*retracted*) werden kann. Eine ausgewählte Methode durchläuft verschiedene Teilzustände, die den Abarbeitungsstand der Methode reflektieren. Bei einer komplexen Methode muß z.B. die Bearbeitung der Teilaufgaben überwacht werden, bei einer atomaren Methode der Fortschritt bei der Erstellung der Produkte.


**Abhängigkeiten im Produktfluß:** Bei der Operationalisierung der Pläne werden zwei Typen von Abhängigkeiten etabliert: (i) Abhängigkeiten zwischen den von einer Aufgabe konsumierten Produkten und der für sie getroffenen Planungsentscheidung (ii) Abhängigkeiten zwischen einer Abwicklungsentcheidung und der durch sie erzeugten Produkte.

Beim ersten Abhängigkeitstyp gehen wir davon aus, daß die zu treffende Entscheidung vom aktuellen Kontext abhängt. Dies bedeutet, daß die Entscheidung für die Wahl einer Methode von den konsumierten Produkten abhängig ist. Ändern sich die Eingabeprodukte, muß die Entscheidung überdacht und gegebenenfalls revidiert werden.

Da durch eine Abwicklungsentcheidung die Ausgabeparameter der bearbeiteten Aufgabe belegt werden, hängt die Gültigkeit dieser Belegung von der Gültigkeit der
Abwicklungsentscheidung ab. Mit der Revidierung der Entscheidung wird diese Belegung rückgängig gemacht. Das Produkt und die etablierte Abhängigkeit werden jedoch nicht gelöscht. Kehrt der Benutzer später zu dieser Entscheidung zurück, werden die alten Belegungen automatisch wieder gültig.

Abhängigkeiten zwischen einer Aufgabe und ihren Teilaufgaben: Mit der Entscheidung für eine komplexe Methode legt der Planer fest, welche Teilaufgaben auszuführen sind. Diese bleiben nur so lange gültig, wie die komplexe Methode Teil des aktuell gültigen Plans ist.


2.2.1 Projektabwicklung - Ein Beispiel

Das folgende Szenario zeigt Ausschnitte aus der Abwicklung eines Projekts aus Bearbeitersicht.


Abbildung 5: Fenster zur Methodenselektion

Jeder Bearbeiter hat die Möglichkeit, seine Entscheidungen zurückzunehmen. Im Beispiel könnte die Bearbeiterin durch Drücken des Knopfes „Retract“ (Abbildung 5) die Entscheidung für die Methode \textit{NRL/SCR} oder Delegierungsentscheidungen zurücknehmen. Insbesondere wenn das Projekt schon weit fortgeschritten ist, können derartige Aktivitäten globale Auswirkungen auf den Projektzustand haben.

Abbildung 6: Detailplanung während der Projektabwicklung


2.3 Wissen über frühere Projekte

Das Fenster links oben liefert Zustandsinformationen über die bearbeitete Aufgabe
*Anforderungsbeschreibung erstellen*; das Fenster rechts unten zeigt die bereits aus
Abbildung 3 bekannte Aufgabenzerlegung in Form einer maussensitiven Abbildung,
die den Zugriff auf die dargestellten Objekte erlaubt.

![Diagramme](image-url)

*Abbildung 7: Durch den Information Assistant erzeugte Projektdokumentation*

# Zusammenfassung und Ausblick

Spätestens mit der Einführung der ISO 9001 wurde der Einfluss des Entwicklungsprozesses auf die Produktqualität anerkannt. Voraussetzung für die Verbesserung des Entwicklungsprozesses ist die Dokumentation, Kontrolle und Koordination der Arbeitsschritte. Das Projektmanagementwerkzeug CoMo-Kit unterstützt Unternehmen bei dieser Aufgabe. Es erlaubt die Modellierung von Arbeitsabläufen und koordiniert deren Abwicklung. Durch den Einsatz wissensbasierter Techniken wird die starre Trennung zwischen Modellierung und Durchführung aufgehoben und Änderungsprozesse „on the fly“ unterstützt. Da Planungsentscheidungen zur Projektlaufzeit getroffen werden können, kann die Gefahr von Fehlentscheidungen reduziert werden. Durch die Anbindung an das WWW kann bei der Abarbeitung der Arbeitsschritte auf extern ver-
fügbare Information, wie Vorschriften, Anweisungen und Normen zur Qualitätssicherung und Sicherheitsgewährleistung zugegriffen werden.
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Abstract: This paper tries to provide a new view on the currently vastly discussed and successfully employed concept of a Data Warehouse. This view presents it in the light of Knowledge Management, i.e. a Data Warehouse can serve as a storage medium for keeping the corporate memory, or at least concerning certain types of data. It helps gaining new knowledge by delivering well integrated data to analysis tools, e.g. On-Line Analytical Processing or Knowledge Discovery in Databases, and thus becomes an important part of Decision Support Systems or Executive Information Systems. In this way a Data Warehouse, storing only data, results in growth of knowledge and may lead to enhance the enterprise's success.

The paper does not claim, that a Data Warehouse is the only thing an enterprise needs to perform successful Knowledge Management.

1 Introduction

During the last months several workshops, symposia etc. dealt with a new (or not so new) topic: "Knowledge Management" (KM). The term seems to embrace several existing research areas, which are all tied together by their common application environment, namely the enterprise. Some topics gathered under the new label are workflow management, business process modelling, document management, data bases and information systems, knowledge based systems, and several methodologies to model diverse aspects relevant when dealing with knowledge — or the like — in an enterprise environment.

One key term when discussing knowledge management became the "Corporate Memory" or "Organizational Memory". This memory serves for storing the enterprise knowledge which has to be managed. Analogous to the diverse approaches summoned together as knowledge management the corporate memory also contains several kinds of information, e.g. know-how in the heads of employees; case-knowledge, such as lessons learned; atomic, raw, or low level data, such as lists of customers, suppliers, or products, which are stored in data bases; or several documents stored as natural language texts in files. [Kühn, Abecker 97] define a corporate memory as "an enterprise-internal application-independent information and assistant system [which ...] stores large amounts of data, information, and knowledge from different sources of an enterprise."
In this paper we will show how a Data Warehouse (DWh) smoothly matches this definition and thus should be considered during KM decision processes. Although the "D" in DWh suggests that only data is stored in a DWh, this data can become valuable knowledge for the enterprise by analysing the large amounts of data with Knowledge Discovery (KDD) or On-Line Analytical Processing (OLAP) mechanisms.

Because we think "knowledge managers" should be aware of some differences between data, information, and knowledge we will try to define these three terms in section 2, although we will not back up these definitions with a comprehensive philosophical discussion. The next section then, will present the fundamental principles underlying a DWh and its contribution for knowledge mining through data analyses. In section 4 the DWh is related to KM without assuming that a DWh may solve every problem arising whilst KM processes and without presenting it as the ultimate KM system.

2 Data, Information, and Knowledge

In this section we will present three terms widely —but often unreflectingly— used in several IT-related (and other) communities, i.e. 'data', 'information', and 'knowledge'. The definitions will be oriented according to the three dimensions of semiotics (the theory of signs), i.e. syntax, semantics, and pragmatics [Morris 71].

[Aamodt, Nygard 95] state "there is, in general, no known way to distinguish knowledge from information or data on a purely representational basis." As we see it, this is due to the fact, that any representation is restricted to using signs (e.g. ASCII-characters, bits, or handwriting), thus there simply cannot be any distinctions. It is only through relations, that signs or representations can be separated into data, information, or knowledge. Signs can be interpreted along three dimensions. (1) The relation among signs, i.e. the syntax of 'sentences' does not relate signs to anything in the real world and thus, can be called one-dimensional. In our eyes, signs only viewed under this dimension equal data. (2) The relation between signs and their meaning, i.e. their semantics adds a second dimension to signs. It is only through this relation between sign and meaning, that data becomes information. (3) The third dimension is added by relating signs and their 'users'. If this third dimension including users, who pursue goals which require performing actions, is introduced, we call the patterns, or signs knowledge. This relationship, which is called pragmatics, defines an important characteristic of knowledge, i.e. only knowledge enables actions and decisions, performed by actors.

To illustrate these distinctions we will give an example: What does the sign "25" mean? Because we can only perceive the syntactical dimension it is nonsense to ask for the meaning of this data. After adding a relation between the sign "25" and the real world concept of "25 meters", we can assign a meaning to the given pattern; we yielded a bit of information but we do not know what to imply from this information. The information does not induce or suggest any actions. So, we can ask What does this information mean to us or any other person? Assuming, that the sign "25" is shown on the display of an instrument indicating the distance of a landing plane from the floor underneath this information must be interpreted by the pilot in an appropriate way. His knowledge then may lead to certain actions to successfully finish the landing manoeuvre. As we see, knowledge —on the representational level— does not differ from data, but provided a concrete context and more knowledge to interpret raw data it makes actions possible.
Transferring these semiotically motivated definitions into the area of knowledge management, there can be seen plain analogies. It does not matter whether patterns were represented in data bases, information systems, knowledge based systems, or any other (computer) systems; they are all alike, i.e. they are all represented by signs. It is only through usage of these signs, including their various roles, contexts, and users, that they become data, information, or knowledge. In [Aamodt, Nygard 95] this kind of distinction is called frame of reference and states who uses patterns in what way, e.g. patterns stored in an information system are used (i.e. interpreted) by human users, whereas domain models of knowledge based systems (KBS) are used by (automated) problem solving methods (PSM) for inferencing. Thus, in the first case the user of the IS knows or learns something, whereas in the latter case one could claim, the KBS contains knowledge.

According to the three semiotical dimension identified for signs, a pattern (as data) has to be interpreted to yield information, i.e. data with meaning. This interpretation requires knowledge, i.e. knowledge has to take an active role during the interpretation process. Thus, we can further distinguish knowledge from data and information. Data, information, and knowledge embody passive objects which have to be handled within knowledge management. Knowledge alone has the capability to support knowledge management actively. Knowledge, or its owners/users are the subjects capable of acting. The enabled actions can be manifold, e.g. as we have seen processing, interpreting, and understanding data and information; learning, i.e. gaining new knowledge; or any external actions, such as selling stocks, cancelling a project, or rating the credit-worthiness of customers etc.

In the next section we will present the main features of a Data Warehouse and show how the stored DWh data can support effective actions through data analyses.

3 The Data Warehouse

This section will describe some basic concepts of data warehouses. The term Data Warehouse (DWh) has been defined by Bill Inmon —the father of Data Warehousing— as follows [Inmon 96]:

"A Data Warehouse is a subject-oriented, integrated, time-variant, and non-volatile collection of data in support of management's decision-making process."

This definition reflects the main purpose, a DWh has to support. It contains data and delivers it to executives as knowledge, they can built their decisions upon. The four named adjectives characterizing a DWh distinguish DWHS as informational systems from so called operational systems.

• A DWh is subject-oriented because the data it contains is structured in a way reflecting the business objects of the company (e.g. products, clients, sales). Operational systems on the other hand tend to be "organized around the applications of the company" [Inmon 96], e.g. databases handling all data relevant for booking passengers for flights. This system contains several subjects; a fact which complicates data analyses. The subject-orientation, on the other hand especially supports analytical tasks (see below) and thus, the production of knowledge.
• The second aspect, the integration, is the main characteristic of a DWh. A DWh contains data stemming from several sources (i.e. operational systems) which are spread all over the enterprise. These heterogeneous sources have to be integrated to access data in a uniform and clear way, i.e. all data has to be represented in an integrated way. Integration means, all data that is loaded into the DWh is transformed into a unique representation, e.g. no matter how the gender of persons is represented in several operational (source) systems (e.g. male/female, m/f, 0/1, X/Y etc.), one representation is selected and all others are transformed into this unique one. Integration of heterogeneous data sources has been investigated for some time in the IT-area [Saltor et al. 93], esp. since the growing importance of the internet and its numerous information sources. Only by defining an integrated representation analytical processing in the large amounts of data stored in a DWh becomes possible.

• A DWh is a time-variant collection of data, i.e. it contains current data as well as historic data. Due to that analytical processing can be done along the time dimension, thus trends and developments can be identified concerning the subjects of the enterprise, e.g. the development of sales of several products in several regions may be compared for the last twelve months. In contrast, operational systems only contain up-to-date data, thus no trends are recognizable within such a system. The DWh contains a sequence of snapshots taken periodically from operational level data.

• Nonvolatility of a DWh means, everything put into a DWh remains there in one way or another. Operational systems are highly volatile, i.e. records are frequently added, accessed, updated, or deleted. These read and write accesses require special mechanisms to prevent deadlocks, to prevent loss of information, and to ensure consistency. A DWh is essentially accessed read-only with the exception of loading new data into the DWh by taking snapshots at well defined points in time. This read-only access is due to the purpose to support analytical needs in "management's decision-making".

A DWh is organized within at least two orthogonal dimensions, a dimension of time (see above) and a granularity dimension. Data loaded into the DWh from an operational system enters as up-to-date, detailed data (see figure 1). All detailed data can be aggregated under several criteria to yield lightly summarized data. These summaries can further be aggregated to yield highly summarized data, etc. E.g. daily sales could be stored at the detailed level (i.e. one snapshot of sales data is taken each day), the lightly summarized data represents weekly and the highly summarized data represents monthly aggregation. Thus several levels of granularity are stored in a DWh, although this produces some redundancy. Because of the enormous amounts of data stored in a DWh some analytical tasks only are computable within an acceptable time, if some required data is pre-aggregated. Since all data remains in the DWh it ages with time and simultaneously its importance and the chances of accessing decrease. The time horizon for a DWh (normally 5 to 10 years) is significantly longer than that for operational systems (normally 60 to 90 days) [Inmon 96]. Despite the data's age it actually may be accessed in the future, so it stays in the DWh but moves to external (slower but cheaper) storage media, e.g. optical disks, tapes, or micro fiches, while the more interesting data is stored on direct access storage devices, e.g. hard disk. Even data stored in these external media is considered part of the DWh, because these data can be accessed for analyses, if needed.

Besides raw and aggregated data a DWh contains metadata describing its contents, the sources of data, and the transformation procedures converting raw data into aggregated
data or source data into integrated, cleansed data. Metadata also serves as a navigation aid for the DWh-users, i.e. the data analysts. The analysts will consult metadata when planning data analyses.

The DWh has been defined as a "collection of data" with the goal to support "decision making processes. Essentially the DWh contains several kinds of data which are accessed through analysis front ends, such as OLAP tools or KDD workbenches, i.e. the DWh provides data for analyses which then support decision making. The possibilities provided by data analyses will be presented in the next section as one contribution of Data Warehousing to knowledge management.

4 Data Warehouse and Knowledge Management

After stating what a DWh looks like, we will point out in which way the DWh could contribute to a company wide knowledge management. In fact, a DWh could serve as one main component in a knowledge management system. The data contained in a DWh represents a large part of a company's knowledge, e.g. the company's clients and their demographic attributes. The DWh represents an enterprise wide data collection, which is central and defines a common basis for several enterprise units accessing it. From the stored data new knowledge can be derived using technologies such as On-Line Analytical Processing (OLAP) or Knowledge Discovery in Databases (KDD).

Data analyses may consist of several reporting and visualisation mechanisms of the data, presented on different levels of aggregation, from different angles (i.e. dimensions), and using different graphical types of diagrams. These reporting facilities can be exploited interactively using OLAP-technology. Through OLAP the data analyst is enabled to formulate queries and to decide on further queries depending on the outcome of his former queries. In this way, the analyst wanders through the DWh collecting information, which he presents to the management. Recalling the definitions of data, information, and knowledge, we can recognize a similar schema. Data is stored in the DWh. The data ana-
ilyst interprets parts of the data, which is represented in a way more adequate for human users. The process of interpreting data needs some knowledge and if the yielded information leads to decisions or actions performed by the management this information becomes knowledge.

Another way of gaining knowledge out of the DWh's data are algorithms provided by Knowledge Discovery in Databases (KDD). These mostly mathematical and statistical methods are able to detect knowledge previously unknown to the owners of the data. [Fayyad et al. 96] define KDD as follows:

"Knowledge Discovery in Databases (KDD) is the non-trivial process of identifying valid, novel, potentially useful, and ultimately understandable patterns in data."

To be able to gain valid and useful patterns out of data, it is necessary for the underlying database to contain as less noise as possible. A DWh guarantees —through its integration mechanisms— that all data is correct, so that data mining algorithms will work properly. On the solutions produced by these algorithms the management may found its decisions upon.

These technologies —KDD and OLAP— represent core mechanisms exploited within Decision Support Systems (DSS) or Management and Executive Information Systems (MIS, EIS). It is through these systems, that managements decisions are based on assured, enterprise wide, real data.

Data analyses influence or yet enable management's decisions. As an example we will present a clothing manufacturer who employs a DWh, basing on an SQL database and tools for perform OLAP. The manufacturer provides several stores across the USA with clothes in different models, in several sizes, and several colours. The first success story of the employment of the DWh and the OLAP tools relates to the number and designs of clothes delivered to the stores. The company's goal is to avoid to deliver too less as well as too much units of clothes with specific designs, sizes, and colours to each individual store, because both would result in an decreasing income, because some clothes cannot be sold, and some which could be sold, were not in stock. After establishing the DWh, a simple OLAP analysis delivered that clothes of a certain colour are sold ten times more often in Miami than in New York. Before using a DWh no queries of this type could be asked, so that a turnover of at least 30% has been lost. After gaining this new knowledge the company now can better fulfil their goals.

5 Conclusion

Successful knowledge management needs to integrate data bases, information systems, and knowledge based systems. As we have presented, a DWh can connect these three kinds of systems. It provides a wide basis of integrated data; this data can be presented via Management or Executive Information Systems (MIS, EIS). It could be interpreted as knowledge if analysis algorithms discover currently unknown patterns in the large amounts of DWh data. Newly derived knowledge or visualized information may be incorporated into the management’s decision making process.

The DWh and several other more technical points —naturally discussed in the CS and AI communities— only represent one aspect of knowledge management. [Sierhuis, Clancy
97] write "knowledge management is not just about modelling problem solving and expert knowledge [or the like]. Knowledge Modelling is also about modelling the dynamics, social and cognitive, of a human activity system", i.e. the people in an enterprise must not be forgotten. In KM they play the central role as carriers of knowledge.

Concerning the DWh, this means that the DWh must be complemented by several other technologies and ways of working to yield successful knowledge management, i.e. a DWh is not the ultimate solution. Yet, there seems not to exist such an ultimate approach to knowledge management due to its immense wideness.
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1 Introduction

It is increasingly recognized that the efficient supply of information and expertise is of critical importance for the success of many organizations. The adequate representation, utilization, and marketing of existing experience, expertise and competence of any organizations, which can be summarized by the term knowledge management, can be viewed in this context as a prerequisite, critical success factor, and even as commodities of modern organizations and enterprises.

This papers goes even a step further by raising the hypothesis, that „an adequate knowledge management can also improves the underlying business process“. To verify this hypothesis a specific organization -the World Health Organization (WHO)- with a strategic mission is investigated. However, WHO is one representative of a typical user community with distributed knowledge resources; consequently, the gained findings can be generalized and in particular, the corporate memory identification and utilization process can be transferred.

2 Knowledge Domains in Health Research Planning

Before presenting those knowledge domains in health research planning (viewed as a strategic decision making process) that influence its process design and that can benefit from the adequate utilization of a „corporate memory“ the specific role of WHO in health research planning is described.

As an organization mandated and committed to the improvement of global health, WHO needs to encourage and call upon the world’s scientists to conduct research in the field of global health, and to facilitate the dissemination and application of major research results (WHO, 1986, 1993a, and 1993b). Noting the existence of continuing problems and of emerging risks to health, the need is recognized to improve the manner by, and the extent to, which scientific resources can support the needs of public policy makers, and to facilitate and provide incentives for more systematic research efforts from the scientific and academic communities. Therefore, for the purpose of promoting a positive and ongoing dialogue between public policy makers and the scientific community, WHO must act as a research catalyst and a facilitator of discussions between these two important stakeholder groups and must assist in building research capacity at national and international levels. It is recognized that WHO serves an important function in coordination of health research and research planning, particularly if provided with efficient central scientific support in both organizational terms and with appropriate technical facilities. Therefore, it is one of the responsibility of the organization to act as a „broker“ between the health development needs of the society (as voiced by governments) on the one side and expressed by the scientific community on the other.

WHO recognized these challenges and initiated the preparation of a guiding document concerning the contribution of science and technology towards the amelioration of the global situation with specific emphasis on the global health development. This document, called „Science and Technology for Global Health Development: A Research Agenda“ (hereinafter referred to as the Research Agenda) is accompanied by an ongoing research planning process and an implementation methodology. Fulfilling the above tasks require an adequate knowledge management. In particular,

- population health status indicators must be identified, analyzed and the corresponding problems clearly delineated,
population health indices (profiles) must be created and research priorities set,
research targets must be specified, dates set, and progress measures established, and
research activities must be initiated and health programs developed, implemented and evaluated.

The WHO network of experts encompasses several organizational units, each composed of their own experts. A significant part of WHO's work is carried out by Regional Offices, each of which supports a number of countries within a region. There are six such Regional Offices (Washington, Copenhagen, New Delhi, Brazzaville, Alexandria and Manila). This paper is mainly concerned with ACHR (Advisory Committee on Health Research). The work of the ACHR is usually carried out by discussion to make recommendations. The ACHR-system typically meet only a few times a year. Due to these long intervals, the preparation of recommendations and the processing of drafts often requires more time than acceptable and actually necessary. Lead time, which is critical for long development cycles of health programs and the high costs of advanced research programs, is lost. However, no centralized research planning approach appears feasible without appropriate regional or local support. Consideration of national and regional expertise is indispensable.

2.1 The corporate memory in health research planning

The mandate and tasks of WHO, especially, its global health research strategy planning, can be viewed as a corporate business process of a distributed organization. All kind of the activities within this process are influenced by its underlying knowledge management. The knowledge management activities can be structured in the same three broad categories that encompass managerial activities: strategic, managerial (tactical), and operational (H. Simon, 1977 and Gorry, Scott-Maorton, 1971).

- **strategic**: e.g. identification of global research opportunities including their implementation
- **managerial**: e.g. control of various health programs, such as AIDS and malaria programs
- **operational**: e.g. databases management concerning the health status of the world

Another, orthogonal, taxonomy of categories range from structure to content

- **content**: the knowledge representation of the health domain: What is health? How do specific aspects of health influence each other? Which health measures and programs are available? What knowledge is missing? Where are the priorities for interventions?
- **structure**: existing organizational structure (global headquarters, regional offices, system of advisory committees, external consultants, etc.) Who is doing what? Whom to ask and for what purpose? Who has which responsibilities and/or experience?

These dimensions together create the corporate memory of WHO, which is the core basis of the reputation and competence of WHO on health issues. However, the effectiveness and competitiveness of a modern organization can substantially benefit from the effective support and coordination of knowledgeable contributions by means of adequate information and communication technology for infrastructure and services.

2.2 Knowledge domains in the health research planning process

The research planning process of WHO centers around an adequate description of the health status, a detailed analysis of health deficits, the identification of priorities in health research in respect to global needs, and the transfer of this knowledge to programs that reduce these deficits. The process has two flows - one is the identification of knowledge deficits and choosing ways of reducing them, the other to apply new knowledge to ongoing programs (or by creating new programs). At the same time the way targets are reached can vary depending on the region, groups of researchers, and earlier outcomes. In the following we describe these elements in some more detail. However, we restrict ourselves to the strategic dimension from the content point of view in this section (see 2.1.).
Visualization of the knowledge domains (global health profile): In order to adequately record the health status, there is the need to identify major reliable parameters describing the health status based on the latest available data and information. Based on the identification of relevant information servers, background information retrieval, previous work of WHO, and by expert hearings a selection of most significant indicators describing the health status is achieved.

Analysis of knowledge domains (global health analysis): The next step is a differentiated analysis of the health status in order to identify potential areas for health research. Input for this analysis is a classification scheme developed in earlier WHO studies and an adequate visualization of the problem landscape. This analysis includes a structuring of causes, among others, along the following guideline: knowledge deficit, information deficit, and application deficit.

Assessment of the knowledge domains (evaluation of health deficits): In order to find priorities for health research, the health deficits have to be evaluated and even ranked. Whereby, the importance of criteria used in this process and the resulting priorities may vary from region to region. An incomplete list of criteria for selecting priorities include the prospect for success and impact of success, the desired health care outcome: primary, secondary, tertiary prevention, the time-frame: long, medium, or short term, research type and alternative intervention options, cost benefit analysis, etc.

Utilization of knowledge (implementation of research projects): All this finally leads to project proposals. The implementation of research activities and the transfer, application, and utilization of research results and programs hopefully improves the future health status. Monitoring the success of implemented measures closes this kind of a feedback loop for another cycle, beginning again with description of the health status.

The types of knowledge dealt with in the research planning process of WHO range from rather descriptive to more explanatory and evaluation-oriented aspects, but cover also knowledge concerning the quality, representation, utilization, acquisition, and dissemination aspects of these knowledge domains (in the following referred to as meta-knowledge). In particular, the tackled knowledge domains can be structured as follows:

- **description of the status quo**: knowledge mainly based on statistical data e.g. mortality data;
- **explanation of status quo**: knowledge describing the relationship and linkages between elements and factors that inform about the status quo, e.g. (mathematical) models;
- **application and utilization of existing knowledge**: knowledge concerning measures that could change (improve) the status, e.g. vaccine programs;
- **identification of knowledge gaps**: knowledge on what we do not know (meta-knowledge), e.g. the research agenda;
- **generating of new knowledge**: development of knowledge to implement new measures, e.g. research and development for a new vaccine.

It is worth noting that all these knowledge domains have not only a static dimension, but are very dynamic. For instance, the health status of a region constantly changes over time, which results in the necessity to permanent update the status quo description, with further impact on measures to improve the health status and on the identification of those knowledge gaps, if appropriate measures are not yet available.

3 The Impact of the Knowledge Domains on Process Design

3.1 Process specifications

Chapter 2 started with the mission of WHO or more abstract the strategic goal of an organization, continued with the identification of the key elements in order to achieve the strategic goals, and ended with an analysis of the involved knowledge management processes. In brief, only the knowledge management aspects concerning the "product" (content of the research agenda) were tackled. This analysis did not incorporate the organizational structure and the involved human
competence, which is also a sort of know-how, and therefore, it does not reflect the specific value or quality which is added to the "product" due to the various contributions of the "knowledge providers". Also the impact of the process design on the quality of the "product" is neglected.

Although most organizations are hierarchical, many strategic decisions are made by groups (group decision making). This is a rather time consuming process, especially, because of the high communication demands between members of the group. The resulting group decisions rely among others on the composition of the group, the knowledge, opinion and judgment of its participants, the decision making process used by the group, and the group dynamics.

The essential element of decision making in groups is to reach consensus concerning the decision (or identified solution) which later reduces the likelihood resistance against measures that will be taken during the implementation phase (need for consensus). Facilitators or moderators are often required to support strategic planning processes in order to increase the quality of the result and to speed up the process, since it is required to attain simultaneously objectives that might conflict with each other (multiple goals). Therefore, an adequate presentation (e.g. visualization) of those goals for comparability and assessments purposes is requested. This is especially true, since strategic planning activities are normally conducted by high level executives, and not by specialists. Thus, a knowledge representation for non-expert usage (i.e. simple, understandable, objective, standardizable) is essential.

### 3.2 Knowledge Management

To make the better use of the expertise and competence of an acting network, often requires to increase its efficiency. This can be attained by:

- an improved support of the collaborating tasks of the network,
- a better design of the collaborative tasks.

Both necessitate improved knowledge management. This includes, especially:

- an easy-to-use access to relevant knowledge by members of the network,
- more than satisfactory notification schemes concerning news in the corporate memory of the organization,
- the adequate structuring of the knowledge domains, and
- and the adequate acquisition and dissemination of knowledge to all interested network participants.

Moreover, an improved knowledge management has an impact on the collaboration of a network and on their "product".

## 4 Utilization of the corporate memory: INTERNET based knowledge access, dissemination, and acquisition

It is becoming clear that the dire nature and extreme urgency of many global health problems represent mounting threats to global health and world stability, and therefore warrant serious attention by all who are in a position to effect positive changes. In this respect, the Research Agenda is essentially a call to arms to the members and representatives of the global science and technology community, and offers a plan according to which effective and efficient solutions to global health problems can be sought (Fliedner et al, 1995 and 1996). This initiative was designed to provide a transparent research planning and review process with which to solicit and foster the research which will be required to guide and support subsequent remedial and evaluative action.

In order to provide some degree of guidance as to the relative urgency and potential impact of respective solutions, WHO has been proposing to establish a process of identifying and assessing extant research issues so that a continuously updated list of the most critical research targets, referred to herein as research imperatives, can be provided by WHO as a research guide. (This
The research planning process is based on the methodology suggested by Carrese and Baker, 1967. The research issues identified as of particular relevance and importance at any point in time is, in other words, represent a 'shopping list' from which the world's scientists, research funders, and decision-makers are urged to make a selection for their research and development activities.

To be both effective and efficient, the design, conduct and application of such research must be based on new (and global) forms of cooperation and collaboration among researchers and those involved in health-related policy- and decision-making. In today's environment, this is not possible without the utilization of advanced information and communication technologies (ICT) (Greiner et al. 1996). For this reason, WHO has started to identify and publicize the above-mentioned global research imperatives, but will also provide and maintain a facilitating mechanism with which they can be most effectively addressed. (A prototype hereof will be described in the next sections.) This mechanism consists of the creation of, and support for, ICT-based networks linking collaborating scientists and other partners in a research-oriented assault on global health problem areas. WHO's vision is that of a network of networks, including problem-, discipline, and training-oriented networks, all of which will have as their prime objective the identification, analysis and solution of global health problems. Some will have as their mandate the creation of a new research paradigm as the armament for science to cope with emergent problems of a global nature.

As described earlier, the proper utilization of the corporate memory of such working units (networks) and an adequate knowledge management within the goal-oriented collaboration are essential. In the following, INTERNET based knowledge management examples for some of the key knowledge management domains in health research planning of WHO are presented.

### 4.1 Access to the corporate memory

In the case of global planning the WWW offered the best attraction, because of its wide availability. A discussion database was also deemed to be essential and this was provided through special interactive pages developed for the WWW site. As a final design step, selected services are integrated into a platform (Schmidt and Rodden, 1992). This provides an interface that allow users to easily select services and move easily between them. Usually this means that, because of technical constraints on seamlessness, a minimum set of services is used.
Our first step was to develop a demonstrator system based on the WWW to provide a platform for such services. This is illustrated in Figure 1 and is accessible via http://www.faw.uni-ulm.de/planet. The site provides both public services as well as those intended for restricted use only by members of the WHO. The top menu for example, includes contact points, access to publications as well as the overview of the operation of health planning. Selection of login to Service brings up the menu shown on the left and is accessible only to people through password control.

In more detail, the WWW interface to Planet HERES (Planning Network for Health Research) provides support for basic services like, access to relevant databases, information of involved experts, a mailing list for general announcements. These services are designed to utilize the structural dimension of the corporate memory.

On the product or content dimension of the corporate memory, services for the analysis of the status quo of the global health situation (see 4.2) and for a moderated discussion forum to generate the research agenda (see 4.3) are provided.

4.2 The Health Profile
A visual presentation of data describing or representing the health and well-being of a given population in an holistic manner must include disease associated information as well as information describing causal and contributing factors to disease conditions and health impairments, such as social, political, economic and environmental dimensions of a community. The chosen approach, the "Visual Health Information Profile" (Beyrer, Greiner, et al, 1997 and http://www.faw.uni-ulm.de/planet/healthnet/circle.html) consists of a disc shape.

The indicators are grouped into five sectors called "domains". Each domain is divided into various smaller sectors which represent specific indicators radiating out from the center. Each of these sectors are scaled linearly from 1 to 10 beginning at the periphery and progressing towards the center. Each indicator value is plotted onto "its own" sector on the disc after receiving a relative rating between 1 and 10 using the decile rank ordering procedure described below. Indicators receiving low relative scores will be represented by sectors projecting out towards the periphery of the disc, while measurables with high relative scores will be located closer to the center of the disc. Projecting all of the indicators onto the disc yields a pattern, or profile, highlighting the relative differences between the applied indicators. This "strengths" and "deficits" are visually easily identified. For an example see figure 2.

A hierarchical approach is used in the Visual Health Information Profile which groups the health parameters into five domains. These include: 1) Disease Conditions and Health Impairments, 2) Health Care System, 3) Socio-Cultural Characteristics, 4) Environmental Determinants, and 5) Food and Nutrition. While the indicators represent the components generating the top level of the health profile, each indicator can be broken down further if sufficient detailed statistical or epidemiological data are available. Thus it is possible to always analyze a selected health indicator by disaggregating a given value down to its origin or to the actual problem level. This feature allows incorporating both aggregated and disaggregated data into the Visual Health Information Profile without losing essential information. The structure of the data base used in generating this health profile thus presents to the user with a very high degree of transparency.
**Figure 2**: Visual Health Information Profile for Mexico. Five domains including 32 indicators are shown. The relative score of "1" is located at the periphery and the score of "10" is located at the center. "Deficits" are seen for indicators projecting out towards the periphery. Major deficits are seen in four domains.

### 4.3 The Research Agenda

The Research Agenda outlines a framework of concepts and methods according to which individual members and representatives of the global science and technology community can be enlisted and coordinated in systematic and ongoing research initiatives targeted on making significant improvements in the global health situation.

The major planning support in order to develop the research agenda that can be selected as one of the login services is a moderated research agenda discussion forum. As shown in Figure 3 it provides the current listing of issues that have been raised in the agenda. The discussion forum shows the general outline (similar to the table of content of a book) of the research agenda, as developed in previous meetings, discussions and questionnaires, which represents the actual status of the on-going discussion.

Since each topic in this agenda should be further discussed an easy to use interface was developed. Users can make contributions by entering a particular issue (by clicking on it). Then user will receive an overview of the contributions of the other participants as well as it will give easy access to enter new recommendations or comments.

![Figure 3: Moderated Research Agenda](http://www.faw.uni-ulm.de/planet/)
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5 Discussion and lessons learned

The development of an INTERNET based information system to support the various phases of research planning activities of WHO showed that a proper identification of existing experiences, competence (knowledge) is essential. The developed methods to deal with the involved knowledge domains have proven their validity. In particular, 1.) the health profile as presentation schema for statistical data, that can be combined with hierarchical structuring hereof and 2.) the research agenda as an example more explanatory information for the development of a strategic goal within an organization can be viewed as key elements for the management of knowledge concerning the content or product of an organization. Quality cannot only be added to the product by the adequate support of those content oriented knowledge management technologies, but also be making full use of the existing structure and competence of the organization. In this respect, services like the described contact-map (easy access to structural knowledge of an organization) have their specific potential. Especially, due to the parallel design of the research planning process, development of content and structure oriented services, and finally, the identification of research imperatives, it was possible to monitor at different development stages the impact of the utilization of corporate memory on the „process“ and on the „product“. It came apparent, that knowledge management is on of the key elements for successful business processes. In this respect, as an example the adequate utilization of the human resources is mentioned.

The application potential of the presented approach lies in the various generic representation schemes of „knowledge“. This structural information can be used to develop powerful filters and brokers for any application domain be it in industry or administration. The planning process, a electronically supported, modified Delphi technique, can also be transferred to other situation, especially in the identification of strategic goals within organizations or enterprises.

In conclusion, the example of health research planning shows that the intensive communication needs can be supported by the utilization of currently available information and communication technology. An adequate knowledge representation of the corporate memory is essential. Thus, existing processes can be made to work more effectively by identifying deficits and transferring knowledge in shorter time frames and to deliver qualitatively, vastly improved products.
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Abstract

Traditionally expert systems have been built from knowledge elicited from domain experts. However, knowledge in applied science domains is grounded in published sources like research reports, text books, articles and the like. This corpus of knowledge is typically inconsistent, dated, dispersed, and so on. The project described in this paper aims to construct a putative Knowledge Management System. The core of the system is a knowledge server that represents each publication and expert as a separate knowledge base, and a meta-knowledge base to allow different kinds of access to the server. Different client systems can be connected to the knowledge server to meet different user needs, such as forecasting, advice, explanation, education, and training. The server can also be a resource for researchers and research managers, by allowing hypothesis testing and reviews of the literature. Knowledge re-engineering is not necessary, as the system simply embodies what is in the domain. The knowledge is being represented in conceptual graphs and the test domain is irrigation. The work is being supported by the Cooperative Research Center for Viticulture.

1. Introduction

Before the knowledge created by applied science research can form a normal part of industry practice, it must be published, presented at conferences and seminars, built into training and education courses, and slowly 'percolate' through the community. This process can take considerable time, and much detail is lost or misinterpreted along the way. The Cooperative Research Centre for Viticulture (CRCV) in Australia is investigating methods of building applied research results into a knowledge-based system as a matter of course so that new knowledge can be put to use in the grape growing industry. Such a system would provide a vehicle for quick and complete promulgation of research results. We envisage a future where knowledge created in the laboratory and in the field can be reported to a knowledge-based system and become immediately effective in viticultural practice.

The project described here aims to find ways of representing applied research papers and reports directly in a knowledge management system (KMS), and of establishing the "meta-knowledge" necessary to properly mobilise the knowledge embedded in the literature. Such a system will enable multiple kinds of access to the knowledge, by decision support systems or computer-aided education systems for example, which will use the knowledge in different ways, for advice, forecasting, education and training, explanation and so on. It will also be a resource for researchers in hypothesis testing and research management. A prototype KMS is being built in the irrigation of grapevines as a means of evaluating the KMS approach.
2. Problem Description

Human knowledge takes two forms: private and public (Kemp, 1976). Private knowledge is that held in and used by the minds of humans. In its public form, knowledge is published as periodical articles, research papers, conference proceedings, technical reports, textbooks and so on. The applied sciences create public knowledge through research and publication, but current methods of organising and mobilising this knowledge are flawed. Considered as a whole, the applied science literature is:

*Dispersed:* It is scattered across different kinds of literature such as books, periodicals, research papers, technical reports, proceedings, which are located all over the globe. It is possible that research is unwittingly being duplicated because the original was not found in the literature review.

*Dated:* Some knowledge created long ago has been superseded by more recent work, but still remains in the literature with a potential to mislead.

*Under-utilised:* Studies indicate that no more than 20 percent of the knowledge available in research institutes is really being used (Mühlemann, 1995). Therefore the full weight of current human knowledge is not brought to bear on problem solving.

*Expanding rapidly:* The quantity of knowledge is increasing at an exponential rate.

*Variable in quality:* The reliability of the public knowledge is complex. Bauer's knowledge filter theory (Rauscher, 1993) mentioned that "Textbook Science" is more reliable than primary (e.g., research papers) and secondary literature (e.g., review articles). Furthermore, knowledge that is reliable in one context may not be so reliable in another.

*Inconsistent:* Considerable contradictions have been found within the published knowledge and between the published knowledge and expert opinion (McDonald & Ellison, 1994).

*Incomplete:* There are considerable gaps between the published knowledge and expert opinion. For example, in the development of the AusVit module (McDonald & Ellison, 1994) to deal with the disease caused by *Botrytis cinerea* a number of questions arose which had a great bearing on advice being given by the system but for which there were no answers in the literature.

*Slow to be published and applied:* Publication in scientific journals can take 12 to 18 months after acceptance, which may have taken a year itself. This will lead to a delay factor in decision making. The path from applied science research to decision making in the field can be long and inefficient.

Clearly, there is a large knowledge management problem to be addressed here. Current approaches to the problem come from either information management technology (document indexing and bibliographic databases which store and deliver papers) or expert systems technology (advice giving systems built from consensus knowledge of domain experts). The former requires a person to interpret the information delivered while the latter is often pervaded by imprecision and/or uncertainty (Grabot 96).

The research project described here aims to employ knowledge based technology to deal more effectively with the knowledge management problem. The KMS under development will collect and consolidate knowledge in a form that is explicit and accessible, while still preserving the context of each research publication. By avoiding some of the problems in current knowledge
management, the KMS will be a powerful tool for technology transfer, allowing complete, unbiased and justifiable responses to industry problems and for research management. In the future, research results will be input to the KMS as though they were data. Of a parallel domain, forest science, McRoberts et al. (1991) say:

Computerised database management systems have been accepted as essential aides to the human mind for decades now. No one would dream of trying to manage a large forest inventory on paper or in the minds of humans any more. Computerised knowledge base management systems are making it equally wasteful to manage forest science knowledge in paper journals and books, or in the minds of human scientists. The volume is too large and, thanks to the advances in AI, the computer can now cheaply store and retrieve knowledge as easily as it can store and retrieve data. (p20)

The KMS will incorporate and integrate new knowledge that is being created in applied research projects around the world.

3. A KMS Architecture

A prototype KMS is being constructed with two components. The first is a set of knowledge bases each representing the knowledge in a particular research paper or report. In the KMS, each publication is treated like a small single and independent knowledge base. The second component is a meta-knowledge base that represents aspects of each research publication. These aspects influence the selection of which knowledge base is applicable in a particular instance.

The KMS will be used by a range of interface systems that will employ it in different ways. For example, a decision support system will use the KMS as a model of a domain to allow scenario processing. An expert system will give advice using the KMS as a knowledge base and justify the advice on the basis of the publications from which the KMS has been built. A Computer Aided Instruction (CAI) interface would allow the KMS to form the basis of courses in the domain. Researchers and research bodies can use the KMS as a source for literature reviews and hypothesis testing. Each of these interface systems will have specific systems components suitable to their purposes but will rely on the KMS as the source for their domain knowledge.

As each new research report becomes available it is represented as a new document-related knowledge base and so participates immediately in the various uses to which the system is being put. Figure 1 shows the KMS architecture.

![Figure 1: Knowledge Management Systems Architecture](image-url)
The research involved in the construction of the KMS centers on the development of methods for knowledge extraction from literature, knowledge representation in conceptual graphs (Sowa, 1984), knowledge query, and access to KMS by the interface systems mentioned above.

4. Case Study - Viticulture

The Cooperative Research Centre for Viticulture (CRCV) in Australia carries out basic and applied science research on grape vines and their management. As part of its technology transfer program, the CRCV has developed an expert system, AusVit. The system provides advice to vineyard managers and grape growers about pest and disease risk in their vineyards and what appropriate action might be taken. The system also advises on irrigation, chemical use, and the like. The advice is based on vineyard profile, data from weather stations and user input from vineyard monitoring, all of which is interpreted by a series of disease simulators and a rule-based expert system. A chemical database provides details of the active components in agricultural chemical products, their application and registration information. The components of the system are shown in Figure 2.

![Figure 2. The inputs and components of AusVit](image)

The rule base has been built using the traditional expert systems approach (Travis, 1992). The CRCV is interested in transforming AusVit from a traditional expert system to a KMS. An aim of the CRCV is to ensure that the results of its commissioned applied viticulture research are transferred to industry, and it sees the KMS as a vehicle to facilitate that transfer. A pilot study of building a knowledge base from the literature was conducted in the Botrytis Cinerea module of AusVit (McDonald & Ellison, 1994) and over the next two years the expert rule bases and simulations in one module of AusVit will be replaced by a KMS.

5. KMS Prototype - The Irrigation of Grapevines

Irrigation plays an important part in viticulture. It is a powerful technique for improving vine performance, because it allows an environmental factor (water) to be placed under managerial control. Grapes are grown in Australia in regions with annual rainfall as low as 250mm to as high as 1100mm. In those regions with low rainfall, irrigation is necessary, because without it
vineyards would be uneconomic due to water stress. Research into irrigation for grapevines has therefore increased significantly during recent years.

To show how a KMS for vineyard irrigation might work, the following section gives an example of literature being used as a source for a set of Conceptual Graph (CG) knowledge bases and Section 5.2 shows how these CGs might be used in different ways to meet different user needs.

5.1. Conceptual Graphs Knowledge Bases from Published Literature

As an example of developing conceptual graph knowledge bases from published literature, three papers, Goodwin (1995), McCarthy et al. (1993), and Williams and Grimes (1987), have been selected and CG representation of their content created. These CGs are intended as examples only.

A) McCarthy et al. (1993)

"Evaporation (ES): Water stored in the soil is lost by evaporation from the soil surface. The extent to which evaporation from the soil surface contributes to evapotranspiration depends on the frequency of wetting of soil, the area of soil surface wetted, and the proportion of the wetted soil surface that is shaded. Air temperature, humidity, and wind speed at ground level also affect evaporation from the soil surface. Transpiration (EF): Loss of water from vine foliage. Water vapour in the air spaces within leaves diffuses to the outside air through numerous valve-like pores (stomata) on the surface of the leaves. Evapotranspiration: As both processes involve the use of radiant energy they are collectively called evapotranspiration (ET = ES + EF). If all pores in the soil are filled with water and no air then soil is saturated and is at the Drained Upper Limit (DUL). Eventually a level of soil water is reached when plants can no longer extract enough water and they begin to wilt. When plants wilt by day and fail to recover at night, the soil is at the Lower Limit (LL). Plant Available Water (PAW) is the amount of water held in the soil between DUL and LL and is the water that can be used by the plant. It can be expressed as millimetres of water per metre of soil (mm water / m soil). The amount of available water that a soil profile can store depends on its texture ranging from 33 to 208 mm per metre. Actual vineyard water use (soil evaporation + plant use) is reported to be as low as about 250 mm to more than 800 mm."

[TRANSPIRATION] -
(OBJ)->[WATER: #]->(STORE)->[PLANT: #]
(LOSS)->[LEAF_SURFACE]->(ATTR)->[AREA: #]

[EVAPORATION] -
(OBJ)->[WATER_CONTENT_OF_THE_SOIL: 1/4 DUL]<-(OBJ)<-[STORE]>
(AGNT)->[SOIL_TEXTURE: Sandy Loam = *x]
(LOSS)->[SOIL_SURFACE]->(ATTR)->[AREA: #]

[EVAPOTRANSPIRATION] -
(LINK)->[EVAPORATION]>(OBJ)->[RADIANT_ENERGY]>(CHRC)->[USE: #]
(LINK)->[TRANSPIRATION]>(OBJ)->[RADIANT_ENERGY]>(CHRC)->[USE: #]
B) Goodwin (1995)

"Vineyard irrigation is best defined as the efficient application of water to maximise profit and minimise environmental degradation. 

The aim of an irrigation is to replace the water used by the vineyard since the previous irrigation. The timing and the amount of irrigation will depend on the rate of water use and the quantity of available water held in the root zone. Knowledge of vineyard water use is therefore a critical component of irrigation scheduling. 

Water stress is a physiological reaction of a vine to a limitation in supply of water. Some of the physiological responses of grapevines include: closing of leaf stomata, reduced photosynthesis, reduced cell division and loss of cell expansion. 

The vines must use up the total storage of available moisture from rainfall before an irrigation is necessary. When to start irrigating is therefore a function of how much water is stored in the soil and the daily rate of water use by the vineyard. 

When to start irrigating (days from bud burst) = 

\[ \text{Soil water storage (litres)} \div \text{Daily vineyard water use (litres/vine/day)} \]

```
[IRRIGATION_AIM] -
[EVENT:]
[REPLACE]->(OBJ)->[WATER_USE]->(LOC)->[VINEYARD: #]
(SUCCESSOR)->[EVENT:]
(PAST)->[PROPOSITION]: [VINEYARD: #]<-(LOC)<-[IRRIGATE]->(OBJ)->[WATER_USE]
```

```
[WHEN_TO_START_IRRIGATING] -
(RSLT)->[DIVIDE] -
(RSLT)->[STORE] -
(AGNT)->[SOIL: #]
(OBJ)->[WATER: #]
(MEASURE)->[MEASURE: # Litres]

(RSLT)->[WATER_USE] -
(LOC)->[VINEYARD: #]
(OBJ)->[VINE: #]
(FREQUENCY)->[FREQUENCY: Daily]
(MEASURE)->[MEASURE: # Litres]
```
"An important aspect of this study was to establish irrigation regimes that reflected best estimates of vineyard potential evapotranspiration and then apply water equivalent to that ET. 

It was interesting to note that the relationship between applied water and growing degree days (GDDs) was linear. This would indicate that ET and vine growth were temperature dependent. 

A constant level of soil moisture did not occur for the 0.4 ET treatment, however, until 1000 GDDs after budbreak at Kearney Agricultural Centre. The level of soil moisture that resulted from the 0.4 ET treatment throughout the growing season were sufficient to induce a water shortage for vines in this treatment. 

The plant based measurements of vine water status indicated that grapevines receiving less than 1.0 ET in this study were under stress. These measurements have been used by many as a measure of the degree of stress experienced by the vine during a period of water deficits (Smart 1974, Hardie and Considine 1976, Kliewer, Freeman and Hossm 1983, Liu et al. 1978). 

[VINE_WATER_STATUS] -
(MEASURE)->[MEASUREMENT]->(METHOD)->[METHOD: PLANT BASED] (INDICATE)->[STATE: [VINE: GRAPEVINES = *x]->(RECEIVE)->[ET]->(LESS)->[NUMBER: 1.0]]->(CAUSE)->[STATE: [VINE: *x]->(ATTR)->[UNDER_STRESS]]

[MANY]->(QTY)->[PERSON: #]->(INST)->
(EVENT: [MEASUREMENT] -
(METHOD)->[METHOD: Plant Based] (OBJ)->[VINE: #] (CHRC)->[THE_DEGREE_OF_STRESS] (POINT-IN-TIME)->[DURING_A_PERIOD_OF_WATER_DEFICITS]]

(NEG)->[PROPOSITION: [OCCUR]->
(TREATMENT)->[ET]->(QTY)->[NUMBER: 0.4] (OBJ)-> [SOIL_MOISTURE]->(MEASURE)->[CONSTANT_LEVEL]]
5.2. Using the Conceptual Graphs Knowledge Bases

The KMS is designed to be used in different ways for meeting different users needs. Here we show how the KMS can be used as an expert system to simulate the problem-solving behaviour of an expert, can be employed as a decision support system to allow scenario processing, and can be also used as a computer aided instruction system for education and training.

I) KMS as an Expert System

In order to remain competitive, grape growers and vineyard managers often depend on agricultural advisers and experts to provide advice for their decision making. This advice is costly and expert assistance is not always available when the grape growers and vineyard managers need it. In this situation, the KMS can be used as an expert system. For example, a dialogue between KMS and user might be as follows:

User : "Given the current state of the vineyard, should I irrigate?"
KMS : "Yes. Irrigate to field capacity."
User : "How did you come to that advice?"
KMS : "Your ET is less than .01 that implies water stress (Williams and Grimes, 1987). Your soil type is sand so you should irrigate to 31 mm, the Drained Upper Limit (McCarthy et al. 1993)."

The KMS would be using the CGs both to come to a decision and to justify that decision specifically on the basis of the literature. As an expert system, the KMS combines CGs from many sources including the experiential knowledge and intuitive reasoning of many experts. The KMS would use a meta-knowledge base to select suitable knowledge bases for the response.

II) KMS as a Decision Support System

The grape growers or the vineyard managers could test scenarios through the decision support system (DSS) interface to the KMS, for example:

User : "If the weather is hot over the next week, will I need to irrigate?"
KMS : "Current water content of soil is 40%. Hot weather implies high radiant energy and high evapotranspiration (McCarthy et al. 1993). Expected stress level in one week is ?? (Goodwin,1995)."

This kind of 'what-if' processing reasons with the CG's by setting up the conditions that would apply in the scenario nominated by the user. Another possibility is the use of the knowledge bases to determine what scenarios would be necessary for a specified outcome to occur (Richards & McDonald, 1995). For example:

User : "Under what conditions will I need to irrigate next week?"
KMS : "Current water content of soil is 40%. If there is Hot weather then there is high radiant energy and high evapotranspiration (McCarthy et al. 1993). Expected stress level in one week is ?? If there is no rain you will need to irrigate (Goodwin, 1995)."
III) KMS as a Computer Aided Instruction System

The KMS can also be employed as a computer aided instruction (CAI) system to support education and training. For example, students enrolled in the irrigation module of a viticulture course might be presented with text followed by questions that they answer online:

KMS :  “Vineyard irrigation is best defined as the efficient application of water to maximise profit and minimise environmental degradation. .......

The aim of an irrigation is to replace the water used by the vineyard since the previous irrigation. The timing and the amount of irrigation will depend on the rate of water use and the quantity of available water held in the root zone. Knowledge of vineyard water use is therefore a critical component of irrigation scheduling. ........

Water stress is a physiological reaction of a vine to a limitation in supply of water.

Question : List the factors that remove water from the soil.”

User :  “vine transpiration, evaporation, drainage“

Their answers could be verified by reference to the CGs and student learning enhanced by other systems facilities such as information retrieval or simulations based on the CGs.

6. The Potential

The case study described above raises many interesting issues concerned as much with the nature of applied science itself as with the technicalities of constructing a CG based KMS. However, the system has the potential to become an effective vehicle for technology transfer and knowledge management. It will have:

Up to date knowledge: Because AusVit will contain the most recent research results as well as a full history of non-obsolete research it will be complete and up to date. As new research is entered the advice that the system gives will change.

Flexible knowledge application: To apply knowledge to a problem AusVit will weight the applicability of each of the various literature sources according to its match with the vineyard profile and prevailing conditions.

Explanation: Giving useful explanations of their advice has been a difficult issue for expert systems, in part because of the disassociation of the explanation facility from the actual reasoning in expert systems, and in part because experts can not explain how they know something. Explicitly basing both reasoning and explanation in the literature has the potential to add a new dimension to explanation.

Research implications: The pilot study of building a knowledge base from the literature revealed a number of questions that had a great bearing on advice being given by the system, but for which there were no answers in the literature. It also found contradictions between sources. Such gaps and contradictions in the literature can generate new research projects. The knowledge-based system will become a source of information for researchers, much like a database (e.g., Managing the Global Climate Change Knowledge Base (Rauscher, 1993)), but one that holds active knowledge rather than passive information. It would, for example, allow hypothesis testing (Davis, 1991). This raises an issue for applied science funding bodies like the CRCV - given the bodies' strong industry orientation. For example, if the
results of one of its research project cannot be built into a KMS, or, if it is built in but has no impact on the advice given by the system, was it really applied science research?

**Educational uses:** The possibilities for using the system in education and training are clear, especially if the system captured complete literature sources and had a range of computer-based learning facilities (e.g., interfaces, programmed instructions, concept maps).

7. Conclusion

It is known that conceptual graphs are suitable for representing and processing knowledge due to their strong expressive ability and well-defined operations. Other reasons for using conceptual graphs, which are adopted as a knowledge representation language in this project, are that they allow advanced explanation, knowledge transportation and knowledge re-use and have potential to subsume a range of other forms of representation.

AusVit is a part of a growing trend to manage scientific knowledge using computer systems. Information technology has an extraordinary rate of change and its ability to deal with highly complex and voluminous data is increasing rapidly. It is already the primary vehicle for recording information and it will become the primary vehicle for mobilising knowledge. Systems builders of the future will have to come to grips with the issues of knowledge management rather than knowledge engineering.

References


Knowledge Integration for Building Organisational Memories

Ulrich Reimer
Swiss Life
Information Systems Research Group
CH–8022 Zürich, Switzerland
phone: +41–1–7114061, fax: +41–1–7115007, email: ulrich.reimer@swisslife.ch

Abstract

The paper starts with a discussion of the roles an organisational memory (OM) should play and what kind of knowledge should go into it. We then identify two kinds of integration problems. The first one is concerned with integrating the knowledge bases of different knowledge-based systems employed in an organisation into one physically or virtually unified knowledge base which is to be considered as part of the organisation’s OM. The second problem concerns the integration of several representations of the same knowledge with different degrees of formalization, ranging from formally represented knowledge via semi-structured text to plain text. This is an issue because formally represented knowledge, e.g., company regulations, often also exists in textual form, and both representations are needed for different kinds of tasks. It is argued that the two integration problems mentioned can only be solved by making use of a high-level language whose representation constructs are on the conceptual level (in the sense of Brachman) and which covers all representational needs. We argue that such a language can be made easy to use despite its being extremely comprehensive if the representational ontology underlying its constructs is represented explicitly.

1 Introduction

It is increasingly acknowledged that knowledge is one of the most important assets of organisations. Especially in industrialised countries with expensive but highly educated employees, products and services must be outstanding in terms of innovation, flexibility, and creativity. A prerequisite for being able to face current and future challenges is the systematic management of the knowledge assets. An advanced knowledge management requires what is called an organisational or corporate memory. It is the central repository of all the knowledge relevant for an organisation. Building up such organisational memories (OM) and making them available to people and application systems with quite converging needs is a big challenge which can only be met by an integration of approaches from various fields of computer science.

There are two major roles an organisational memory can in principle play. In one role it has a more passive function and acts as a container of knowledge relevant for the organisation (including meta-knowledge like knowledge about knowledge sources). It can be queried by a user who has some specific information need.

The second role an OM can adopt is as an active system that disseminates knowledge to users wherever they need it for their work. This second functionality is not just mere luxury but of considerable importance as users often do not know that an OM may contain knowledge currently helpful to them. Furthermore, querying an OM whenever the user thinks it might be possible that the OM contains relevant knowledge is not practical because the user does not always think of querying the OM when it might actually be helpful and because it would be too time consuming (as it interrupts the users primary work and takes time for searching and browsing the OM).
For the OM to be able to actively provide the user with the appropriate knowledge it needs to know what the user is currently doing. Unfortunately, this is usually not the case. How can this be achieved at all in a realistic way? In our view, the only practical approach to achieve this is to give people systems which help them do their work wherever this makes sense. These systems (partly) know what the user is doing and what kind of information she needs and thus can provide her (often implicitly, cf. [Cole et al. 97]) with relevant knowledge she may not be aware of as existing. These systems may be knowledge-based, i.e., have their knowledge explicitly represented in a knowledge base, or are based on document management systems with a keyword-oriented and/or free-text retrieval component. Note that this scenario is not primarily motivated by the idea of having an OM but to provide people with as much support as possible and meaningful. When such systems get installed in an organisation their knowledge bases begin to form an OM - so to speak as a side effect.

A closer analysis of the scenario described above yields the following implications and conclusions:

1. All knowledge bases of the knowledge-based systems used in an organisation should be part of its OM.

2. Certain parts of the OM only come into existence via knowledge-based application systems in the organisation.

3. Other parts of the OM do not fall under the above category. They represent knowledge that may be relevant for some user at a future time and can be queried whenever needed. This knowledge is not related with any application system in use and is accessed only by human users via the query interface of the OM.

4. The knowledge in the OM falling into category 2 is the formalized knowledge whereas the knowledge belonging to the parts of the OM mentioned in 3 is not or only rudimentary formalized. This is because the enormous effort required for an extensive formalization of knowledge is only spent when it is clear that it will indeed be extensively used. This is usually only the case with an application system that exploits that knowledge. When the formalisation process will become cheaper in future times (e.g., due to employment of automatic text understanding) this situation may gradually change.

5. A user not only needs to be able to query the less formalized knowledge in an OM but also the formalized ones. The shift in the degree of formalisation should be transparent to the user who accesses all parts of the OM in the same way via a uniform query interface.

From the conclusions above it gets clear that one of the main research problems to be solved is how to integrate the various pieces of knowledge into a coherent OM, and how to ensure its extensibility. Especially the following integration problems arise:

Integration of distinct knowledge bases:
From point 2 above follows that the knowledge bases of the various application systems must in some way be integrated to become part of the OM. This can be done physically by making one big knowledge base out of them, or virtually by coupling them via an overall framework. To make things worse, the knowledge bases are typically not disjunct. At least with respect to the terminology there is an overlap, and possibly also with respect to the represented business rules, office tasks, organisational structure, etc. This means that even without the aim of fully integrating these knowledge bases to one OM they should at least be integrated to such an extent that knowledge is not represented repeatedly, avoiding problems with maintenance and consistency.

Integration of several representations of the same knowledge with different degrees of formalization:
It may very well be the case that part of the knowledge also resides in the OM in a less formalized state - typically as semi-structured (hyper)text. For example, company regulations may be given
in the OM as text but also in a formal representation, e.g., for use by an intelligent workflow system. It should be possible to link all the more or less formalized versions of the same knowledge together such that different kinds of queries become possible. The query system decides which query to evaluate on which representational form(s).

In this paper, we outline a solution to solving both kinds of integration problems and to gradually building a comprehensive OM. As we have realized a knowledge-based system for supporting office work, called EULE2, that already comprises knowledge which should be part of an OM, it is important to have an approach that ensures the integration of various knowledge sources into an OM. We believe that this kind of situation, where certain parts of (not necessarily formally represented) knowledge that should go into an OM already exist, is quite typical. Thus, in the subsequent section (Sec.2) we give a concise introduction to EULE2, while Section 3 motivates the usage of a high-level representation language to build up and maintain the knowledge in EULE2. This high-level representation language then serves as a starting point for solving the integration problems mentioned above for building an OM (Sec.4). While EULE2 and the basic constructs of the high-level language are implemented the approach to integration is currently in a conceptual phase. Section 5 concludes the paper.

2 EULE2: A Knowledge-Based System for Supporting Office Work

At Swiss Life, as in many other companies, office workers for customer support are no longer specialists dealing with certain kinds of office tasks only, but are becoming generalists who must deal with all kinds of tasks. The work of this new generation of office workers is quite demanding and calls for a better support. For this purpose, the Information Systems Research Group of Swiss Life has developed a knowledge-based system, called EULE2, that aims at providing a user with a maximal guidance in performing office tasks she may not be familiar with.

An office task can be visualised as a graph (cf. Fig.1). Its nodes stand for (a sequence of) actions the user can perform, while its links are associated with conditions that must be fulfilled for the subsequent action to be permitted. The conditions result from the law and the company regulations. An office worker starts work with EULE2 by selecting an office task and entering task-specific data as requested by the system (EULE2 takes most of the data needed from various data bases and does not request it from the user). As long as the office task is not completed each action has one or more possible subsequent actions. From the data given EULE2 decides which path to follow in the graph. However, nothing is done automatically. The control of what to do next stays with the user but she cannot go on to actions that are not permitted. Some of the actions (like generating letters) are performed by EULE2 (possibly delegating it to another application system), the others are done by the office worker, telling EULE2 when they have been completed. Subsequent actions may be illegal, permitted, or obligatory. The office worker may decide to initiate a permitted action, may inquire why an obligatory action must be executed, or may ask why an action is illegal. Finally, the office worker selects an action for execution, thus causing new instances to be created or existing instances to be modified. This leads to a new situation where again one or more alternative actions are possible until a terminal node in the graph is reached.

When we regard the knowledge EULE2 makes use of as being part of an OM then EULE2 makes that OM an active system (with respect to that knowledge) in the sense as it has been mentioned in Section 1: In guiding the user through an office task the system supplies her with exactly that knowledge that she needs at a certain moment (cf. the idea of an “electronic performance support system” as discussed in [Cole et al. 97]), namely what to do next and why (the latter only if she is interested to know). Since EULE2 is a system that provides people with knowledge they need and ensures that every user always gets up-to-date knowledge EULE2 serves the purpose of knowledge
management.

To achieve its functionality EULE2 requires the representation of

- the *office tasks*, mainly consisting of
  - a partially ordered set of actions,
  - for each of these actions the effects they have,
- the *instances* to be manipulated and the *concepts* they belong to,
- all the *laws and regulations* that must be obeyed by the office tasks.

Each of the three kinds of knowledge requires a representation formalism of its own. The knowledge about the office tasks is represented in a first-order language based on the situation calculus [McCarthy/Hayes 69], and knowledge about concepts and instances in a terminological logic [Woods/Schmolze 92, Reimer 85]. Knowledge about law and regulations is encoded in a syntactically restricted variant of first-order logic where we distinguish integrity constraints that must not be violated, and so-called auto-corrective integrity constraints which trigger corrective updates when they are violated. The latter are used like deduction rules with a complex condition
part (cf. example in Figs. 3 and 4). Accordingly, the architecture of EULE2 (cf. Fig. 2) provides for a knowledge base with three sub-components each of which offers its own inference services. As certain inferences needed for EULE2 require a combination of inferences of its sub-knowledge-bases they are integrated to a hybrid reasoning system.

EULE2 had to be integrated with several existing data bases where data needed for the office tasks resides. To this end we mapped the schemas of those data bases to a newly defined, integrated schema. Every relation schema belongs to a concept in EULE2's terminology while the relation tuples are seen by EULE2 as instances of the according concepts. Thus, for EULE2 it is completely transparent which concepts and instances come from one of the data bases and which reside in its terminology component only. The data bases are only read. Since no updates are made by EULE2 we avoid the problem of having long transactions with long locks. Data is changed by an office clerk in her usual way, namely through the application systems that already exist.

A further integration with workflow systems will probably become necessary in the future. We are currently investigating what kind of additional interface EULE2 would need for this. For more details on EULE2 see [Reimer et al. 97].

3 Employing a High-Level Representation Language for Modelling the Knowledge in EULE2

As can be seen, the EULE2 knowledge base captures quite some knowledge important to Swiss Life. Via EULE2 this knowledge is made available to an office worker in such a way that she gets always that knowledge offered which is relevant in the current situation. Besides for supporting office work, the knowledge EULE2 has available is also useful for other people and for other purposes, e.g.,
1. The Bankruptcy Office publicly announces the opening of bankruptcy proceedings as soon as it is established that due process of law must occur.

2. The announcement contains:

4. the call to those holding property of the bankrupt as pledgees or on other grounds to place this at the disposal of the Bankruptcy Office before the closing date, without any prejudice to their preferential rights, under threat of prosecution in the event of default and with the addition that preferential rights will lapse in the event of unjustified default:

\[ \forall t, s, b, bo, pb: \]
\[ \text{instance-of}(b, \text{person}, (t, s)) \land \]
\[ \text{instance-of}(bo, \text{bankruptcy-office}, (t, s)) \land \]
\[ \text{instance-of}(pb, \text{publication-of-bankruptcy}, (t, s)) \land \]
\[ \text{related-to}(pb, \text{is-bankrupt}, b, (t, s)) \land \]
\[ \text{related-to}(pb, \text{by-bankruptcy-office}, bo, (t, s)) \]
\[ \Rightarrow \]
\[ \forall p, c: \]
\[ \text{instance-of}(p, \text{property}, (t, s)) \land \]
\[ \text{instance-of}(c, \text{corporation}, (t, s)) \land \]
\[ \text{related-to}(p, \text{has-owner}, b, (t, s)) \land \]
\[ \text{related-to}(p, \text{hold-by}, c, (t, s)) \]
\[ \Rightarrow \]
\[ ( \exists o: \]
\[ \text{instance-of}(o, \text{obligation-to-report-property}, (t, s)) \land \]
\[ \text{related-to}(o, \text{is-obliged}, c, (t, s)) \land \]
\[ \text{related-to}(o, \text{to-whom}, bo, (t, s)) \land \]
\[ \text{related-to}(o, \text{reason}, pb, (t, s)) \]
\[ \text{AND} \]
\[ \text{related-to}(o, \text{concerned-property}, p, (t, s)) \]
\[ ) \]

Figure 3: Fragment of the Original Text of the Law SchKG 232

Figure 4: Auto-Corrective Integrity Constraint Representing SchKG 232(2)(4)
for tutoring new employees, for inquiring about the effect of certain company regulations on office tasks, or for finding out about past instances of office tasks performed. Reusing the knowledge represented in the EULE2 knowledge base for other systems will be quite hard since the formalisms used have been selected to efficiently support the kind of reasoning that occurs in EULE2. Thus, they may not suit very well the purposes of another application. In order to facilitate reuse and to make building and maintaining the EULE2 knowledge base easier we are developing a high-level representation language (HLL) that abstracts away from the representation formalisms actually used in EULE2. In terms of the representational levels introduced in [Brachman 79] HLL is on the conceptual level while the EULE2 formalisms are on the logical level (only its terminological logic being on the epistemological level). Thus, the representation constructs offered by HLL already introduce certain fundamental concepts, like obligations, rights, regulations, and actions. They are especially tailored to the representational tasks encountered with developing EULE2. The move from the logical level of the EULE2 representation formalisms to the conceptual level of HLL introduces a representation ontology (like the Frame Ontology in [Gruber 92] – not to be confused with a domain ontology) which is reflected by the constructs of HLL. This ontology can and should be formally represented [Guarino et al. 94]. The knowledge modelled in HLL will be compiled down into the formalisms actually used in the EULE2 system. Due to its being on the conceptual level HLL offers the following advantages:

- There is no need to know the control flow of the inferencing in EULE2 as it is the case when modelling in the low-level representation formalisms of EULE2.
- HLL has an easy-to-understand, uniform syntax so that the knowledge engineer does not need to know the various representation formalisms used in the actual knowledge base.
- HLL abstracts away the state-space view so that the knowledge engineer does not have to deal with states and state transitions but with actions and their preconditions instead.
- A module construct supports reusing parts of an office task in other office tasks.
- There are syntactical constructs that mirror certain, very compact, natural-language formulations as they often occur in legal texts and in company regulations.

Thus, HLL, as it currently exists, is a domain-specific language because it only supports the kinds of knowledge needed for EULE2 and similar systems.

4 Making Use of the High-Level Language for Tackling the Integration Problem for an Organisational Memory

4.1 Integration of Distinct Knowledge Bases

As discussed in Section 1 there are two kinds of integration problems with respect to building an OM. One of them is the integration of the knowledge bases of several application systems into one physically or virtually integrated knowledge base which would form a part of the OM. The integration causes a considerable added value due to the following reasons:

- As parts of the knowledge in one system are often also needed for another system the integration avoids redundancy and all the follow-up problems of keeping redundantly represented knowledge consistent.

\[\text{In fact, as [Guarino 95] suggests, the definition of the ontology underlying a representation language adds an additional, ontological level to the ones suggested by [Brachman 79]. It is situated between the epistemological and the conceptual level. In our case, the primitives used by HLL to make the representation of rights, obligations, etc. possible are formally defined on that ontological level while the result of their application, namely the fundamental concepts of rights, obligation, etc., are on the conceptual level.}\]
• When part of the knowledge of an application system may also be of interest in future contexts that are not predefined it must be possible to access that knowledge via a general query interface where a user specifies her information needs. For that purpose the knowledge must not reside encapsulated in the knowledge base of some application system but must be generally available via the OM. The integration of knowledge can only be achieved when it is represented either in the same language or in different languages that can be mapped to each other. Therefore, we intend to take HLL which has already been developed for EULE2 and extend it to a language we can use for representing the OM (the knowledge of EULE2 would then just be a small part in the OM). However, as the inferential requirements can be quite distinct for different application systems their knowledge can only then be uniformly described in one representation language if the language is on the conceptual level (rather than on the logical level), thus abstracting from the low-level representational views which reflect the measures taken for efficient inferences. This is the case with HLL. The extension of HLL to represent other kinds of knowledge as well pushes it more into the direction of a general-purpose language. Still, for a given application system only a certain subset is needed. By specifying the underlying representation ontology explicitly [Guerino et al. 94] the representational impacts of all constructs and their possible interrelationships stay clear (similar ideas underly the meta-modelling approach for customizing modelling languages as e.g. described in [Nissen et al. 96]). Due to such a formal ontology it is for example possible to have generalizations between constructs, like a general construct for representing actions with several specializations of it which serve the specific needs of representing actions in different application systems. The different constructs for representing actions may even be based on different conceptualizations of the world as long as the formal ontology keeps track of this so that a unified view can be generated (which is necessarily more general to capture all different conceptualizations). Different conceptualizations that are not on the level of constructs but affects how knowledge is actually represented can, of course, not be handled.

We think that the resulting language will not be bulky and monstrous because for a certain representation task only a subset is needed. The sum of all subsets which are properly put together via the underlying formal ontology make out the language. The development of such a language is still future work to be done.

4.2 Integration of Several Representations of the Same Knowledge with Different Degrees of Formalization

The second integration problem concerns the linking of representations of the same pieces of knowledge in notations that have a different degree of formalisation. We illustrate the need for doing this by the example of knowledge about company regulations which are represented in three different formalisations in the OM (cf. Fig.5):

• A regulation is represented in its original form as text, which is also used for its distribution (in Fig.5 the box labelled “regulation texts”).

• For each regulation there is a formal representation of what the regulation is about without representing its contents (in Fig.5 the box “content characterization”). This can be a set of manually selected index terms, or it may be a set of more sophisticated expressions in a terminological logic in which case it is typically the result of an automatic indexing (e.g., by using a text understanding system – cf. [Reiner/Hahn 97]). In any case, a fixed vocabulary (given by the underlying terminology of the domain) is used for characterizing the contents because otherwise a user would not be able to know what concepts to use for formulating a query.

• The contents itself of a regulation is formally represented (in Fig.5 the box “content representation of regulations”).
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The OM as outlined in Figure 5 additionally contains a content representation of the office tasks and a comprehensive terminology. The content representations of the regulations and the office tasks, as well as part of the terminology also forms the intensional part of the knowledge base of EULE2.

The different representation components of the OM fit quite well into the representational levels of an OM as discussed in [Abecker et al. 97]. On their object level is the primarily interesting knowledge, in our case the terminology, both content representations, and the regulation texts. The content characterization (of the regulation texts and thus, transitively, of the content representation of the regulations) belongs to their knowledge description level. The authors additionally suggest a relevance description level where the task-specific relevance of knowledge is represented so that it becomes possible to actively deliver exactly that knowledge which people need at a given time. This level has (currently) no direct correspondence in the OM architecture of Figure 5. However, the knowledge is implicitly present as part of the office task representations, but not independently on a meta-level.
A wide range of queries concerning company regulations can be posed to the OM. We give just a few examples (cf. with Fig.5):

1. The user looks for regulations that deal with how to react in the case of the bankruptcy of a Swiss Life client. To formulate the query the user selects concepts in the terminology given with the OM and sets relationships between them, resulting in a set of concept descriptions. The query is evaluated against the content characterization of the regulation texts.

2. The user looks for regulations that deal with certain underwriting issues (i.e., when to conclude an insurance contract, possibly with a risk supplement). No appropriate concept can be found in the terminology to formulate the query. Thus, she tries a free-text retrieval on the regulation texts by specifying which words to occur in the text of a regulation.

3. The user wants to know which kinds of office tasks are affected by a certain regulation. This query is evaluated against the content representation of the regulations and office tasks of the OM. This is a meta-inference on the content representations because the regulations are not used to find out if a given office task instance is to be executed in a certain way but instead the representations must be inspected to find out where there are references from a regulation representation to an office task. Such references are found by identifying which obligation the given regulation would deduce under the proper circumstances and to check which office tasks refer to this obligation in their precondition.

For some of the office tasks retrieved the user may then want an explanation in what aspects the regulation influences the way the task is to be performed. This request is satisfied with the help of the explanation component of EULE2.

4. The user wants to find out which regulations concern only one office task (maybe because she looks for possible ways to optimize the office work). This, too, requires a meta-inference on the content representations of the regulations and office tasks.

5. The user wishes to know which regulations override federal law (this happens in certain special cases where jurisdiction deviates from the literal interpretation of the law). Again, the query is to be evaluated on the content representation of the regulations. A similar query would ask for regulations that are exceptions to other regulations.

6. The user requests those office task instances of the last three years where a certain regulation was relevant for the way the office task was performed. This query is evaluated against the historized extensional knowledge base of EULE2 where the data of all formerly executed office tasks is kept.

The examples above illustrate that all three formalisations of company regulations are needed to evaluate all the possible queries. They show also that for the evaluation of one query more than one representation may be needed, for example, if a user specifies a regulation in terms that have to be evaluated against the regulation texts, and then, once the intended regulation is found, looks for regulations that are exceptions of it, which requires evaluation against the content representation. To the user it must remain completely hidden against which representation a query is evaluated so that she does not need to know to which representational form to pose the query nor to know all the query languages required. Instead, she always makes use of one and the same query interface. Consequently, there must be links between all the representational forms of regulations, as indicated in Figure 5.

We suggest to establish these links by exploiting a certain feature currently under development for HLL: With respect to law and company regulations it maintains a one-to-one correspondence between the knowledge represented and its original natural language formulation. This correspondence is on the level of subsections when law is concerned, and on the paragraph level for regulation texts. As HLL provides special constructs for certain kinds of complex natural language phrases
(like "... pursuant to..., "... except of..., "... analogously to..."), the one-to-one correspondence is in these cases on the sentence level or even below. Having a one-to-one correspondence on the sentence level or below is in general not possible as a certain piece of knowledge may be described in more than just one sentence.

The one-to-one correspondence not only helps the knowledge engineer but is a necessary prerequisite for generating explanations that use phrases of the original text so that the user can more readily see the correspondence of a restriction she encounters in the office task with a certain law or regulation. An ordinary, first-order representation of law and regulations does not allow such kinds of explanations because a first-order representation usually atomizes the statements to be represented so that no correspondence can be seen any more.

HLL's property to link a regulation representation with its textual counterpart can be exploited to keep track of the dependencies between a content representation and a natural language text which describes (part of) the same knowledge. In this way, later changes to the text or the content representation cannot be done by a knowledge engineer without his taking notice of the dependency. Of course, it can by no means be ensured that the text and the formal representation are consistent with each other because that would require a degree of text understanding abilities currently far from being feasible.

5 Conclusions

We have outlined an approach to creating an OM by integrating the knowledge bases of existing application systems as well as those to be built in the future. To support the integration we advocate to employ a high-level representation language HLL which is used to represent the knowledge in all the knowledge bases. HLL has to be on the conceptual level (according to [Brachman 79]) because only in this way it can abstract from the lower-level inferential commitments made to achieve efficiency. Although HLL would be quite a comprehensive language, for a certain application only certain constructs are needed. The relationship of the various constructs is to be given by a formal ontology so that a mapping between constructs is possible (where meaningful). In this way, we can even support different conceptualizations of the world in different knowledge bases while still using the same representation language.

An HLL representation is compiled into the actual representation formalisms used in the knowledge bases which are usually quite different for the sake of efficiency. The compilation can be different for the various knowledge-based systems.

We have also addressed the need of having the same pieces of knowledge in more than just one representation in the OM. The representations differ in the degree of formalisation, ranging from natural language text to deep, first-order representations. These representations are needed to answer the various kinds of queries that may occur. A query interface to the OM must hide from the user what kind of query is evaluated on what kind of representation. To enable the query system to pick out those representation which is the proper one for the current query the textual and more formalized representations must be linked to each other. We suggest that this is done with support by an extension of HLL, too, which maintains a one-to-one correspondence between pieces of a natural language text and a formal representation of that text.

The first version of HLL is currently being implemented for a system to support office work we call EULE2. Further extensions, especially concerning the support of certain complex natural language phrases, are planned. The ideas of using HLL for building an OM are still preliminary and need further elaboration. This will be done in the context of a new project which has the aim to integrate quite different knowledge sources so that they can be queried via a single user interface. This integration effort is intended to become the starting point for Swiss Life's OM.
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1. Processes of Knowledge Preservation: Away from a Technology Dominated Approach

"In our R&D center we have a small group of absolute product experts. The most skilled and most respected retired some days ago. We are sure that a good part of our product expertise will be lost but we do not know how to save his experiences for the future."

(R&D manager of a food-company)

"Some months ago I realized what it means to work for a company that knows how to protect valuable knowledge. I participated in a presentation of a younger colleague and saw him flipping charts that I had produced some time ago. The charts had transformed into company knowledge and the speaker had no idea of their origin."

(Partner of a consulting company)

"In our company a multitude of project groups on different levels are trying to create an electronic memory for their area of responsibility. But an integrated solution for the whole organization is missing which will cause interface problems in the future. I fear that if we have reached the end, there will again be only a fraction of our experience at the fingertips of our employees."

(IT manager of a big service company)

The special importance of an organizational memory has been stressed by many management thinkers in the last years, but in most management concepts the conscious handling of the organization’s past plays secondary role. In general, we can describe memory as a system of knowledge and capabilities that preserves and stores perceptions, actions and experiences over time and secures the possibility of recall for the future. The organizational memory is the crucial point of reference for new experiences: without memory, learning is impossible.

The preservation of knowledge is an important building block within the concept of knowledge management. The value of the organizational memory is today particularly underestimated in the process of reorganization. The following statements of managers seem to be typical: "We have to become leaner." "We have to build up a younger staff."

These arguments often prepare the way for radical outsourcing or downsizing activities. "Ballast" is discharged, but do we talk about well thought out or negligent separation from our own (out-dated?) experience?

The dismissal of employees unwilling to change may break a blockade but always at the price of losing personal know-how and expertise. Many companies made the bitter experience that through lean management and the unavoidable discharges and outsourcing activities valuable know-how left the company and had to be bought back by hiring expensive external consultants. Certain company-specific skills, e.g. the architecture of old industry plants, were lost forever. The loss of certain critical information may reduce the performance of entire company departments.

Let’s take the case of Andy Miller. Andy has been working for the last thirty years in the sales department of a big American trading company. Everybody knew him as the 'good soul' of the hundred employees in the department. Most of his time was spent in informal talks and in this way he talked daily to nearly every salesman. A change in management induced a detailed analysis of the individual sales performance for which an external consultant was hired. Andy Miller, who never had sold very much and was aged over fifty, got his dismissal at the end of the quarter. The personal comment of the consultant: "Miller could seldom be found in his place and spends most of his time in non-sales-related chats."

After Andy's dismissal problems never experienced before started. The coordination of sub-unions did not function as well as before. Responsibilities that seemed to be clearly defined became unclear and the number of customer complaints started to rise. The general mood changed. There were various complaints. Anniversaries and birthdays were forgotten, new employees felt poorly supported and broke unwritten rules of the company. Day by day it became clear that with Andy's dismissal the "memory of the company" had also been dismissed. He was someone who had built up detailed knowledge about people and processes within the organization and he had shared that with others during his 'unproductive' chats.
This case underlines that without intentionally keeping experience, unexpected losses may occur. Man is a creature deeply rooted in his evolutionary history and he creates his own identity by referring to his past experiences and using his unique ability to learn. Indeed, many companies complain that they have lost a part of their corporate memory in the process of reorganization. This collective amnesia is often the result of the non-reflected destruction of informal networks which steer important but seldom observed processes. Consultants have already named this disease collective Alzheimer syndrome, a phenomena which can be found particularly in shrinking companies.

Management theory discusses the tension between the destruction and protection of old skills, capabilities, and information mainly under the topic of unlearning. Hedberg defines unlearning as the process in which learners discard their old knowledge. This definition requires a rigid separation from past knowledge that burdens the carrier. This separation is necessary for a new start. Organizational unlearning has to start if the actual patterns of interpretation and reaction or if the organizational theory in use no longer fit the changing challenges of the organizational environment. The problem is in the selection process between knowledge that is no longer needed and knowledge that is absolutely necessary for the future. In this logic, unlearning means to question one's own routines and to let go of things we are used to.

Should all of our existing customer data be deleted because our marketing did not function well in the past and has to be reorganized? Absolutely not. Should successful teams be disbanded, because they worked on the wrong questions? Absolutely not. Should we dismiss all our employees who have reached a certain age because they can be categorized as too inflexible for future changes and because their early retirement will be subsidized by public institutions? Absolutely not. Purposeful protection of critical data and information is of enormous significance for every organization. The evolution of the organizational knowledge base is only possible in reference to existing knowledge. Individual psychologists think that old experiences can not be overwritten by new knowledge and therefore cannot be deleted. Instead, old rules are marked 'obsolete' and do not become operational under changed circumstances. But, they still exist as an optional path of action that widens the scope of action of the organization in a turbulent environment.

Organizations that would intentionally manage their experiences in order to have them on call for the future have to master three basic processes of knowledge management. They have to select out of the large number of organizational events, persons or experts and processes only those that are worth being preserved. They should be able to store their experience in a suitable form and, as the last step, ensure the actualization of the organizational memory.

![Chart 1: The main processes of knowledge preservation](chart)

1.1 Selection of valuable knowledge and information

Every organization gains new experience day by day that may be useful in the future and therefore should be protected. Project reports, meeting minutes, letters or presentations emerge from a variety of places. Every day customers come up with complaints and problems but also with ideas and praise. It is impossible to keep track of all these organizational events. Let’s take the example of a salesman who - the same as his colleagues - often presents his products to business partners. This salesman has produced a sales presentation which visualizes the product advantages much better than previous tools. That his colleagues do not know anything about his presentation may be a problem of insufficient knowledge identification processes within the company or it may have its roots in inadequate communication. Perhaps no one ever offered any sharing-incentives to our presentation professional. The perspective of knowledge protection asks what is going to
...happen if the salesman leaves the organization tomorrow? Who will find his central documents or presentations on his better or worse organized hard disk? Are the most important processes and contact persons documented? In many cases, the unexpected departure of an employee leaves a painful hole because of insufficient documentation during the time of employment. As documentation means work and money, an investment that rarely pays in the short run and rarely brings a reward to the writer, we need selection rules. It makes no sense to document everything. We cannot and should not keep everything. The challenge lies in the selection between protection-worthy and not-protection-worthy knowledge entities. We have to transfer valuable data, information and skills into organizational systems in which they can be used by the whole company. An ARTHUR ANDERSEN system is a good example:

**ARTHUR ANDERSEN**

**Systematic knowledge protection and selection by ARTHUR ANDERSEN ONLINE**

The internal information system of ARTHUR ANDERSEN is the backbone of this knowledge-sensitive organization. Electronic discussion groups exist in all areas that are important for their consulting know-how. The quality of contributions to these news-groups is extremely volatile and many quotations are out-dated very quickly and become worthless.

---

**Chart 2: From a Divergent System towards a Convergent System (source: Arthur Andersen)**

The challenge lies in analyzing the single information bit of this divergent system. ARTHUR ANDERSEN defined clear responsibilities for this analysis and selection process. Every organizational center of competence (e.g. total quality management) has a manager or a team that is in charge of this process. Supported by an interactive knowledge creation process, single contributions and documents are condensed into central documents. For example, twelve experience reports concerning the introduction of Lotus-Notes are summarized in one master-document, which sums up the central lessons learned. This synthesis enables the reduction of the information load and ensures that only relevant topics or reports are in the system. The user does not have to read all the single reports and saves time. Typical products of these converging processes are best practices, best firms, presentations, process definitions, studies, articles and impact-analyses. These are stored in a structured way by ARTHUR ANDERSEN ONLINE and are accessible for all members of the organization. The knowledge managers are responsible for the clean up in their center of competence. Without the deletion of irrelevant or out-dated information, the world-wide databases would grow at a rate of three percent daily and would soon become dysfunctional.

Organizational selection and storage activities are comparable with processes within the human brain. To make an impression on our long-term memory an information has to pass the filters of ultra-short-term and short-term memory. These gatekeepers of long-term memory divide relevant from irrelevant perceptions and in this way protect the brain from permanent overstimulation. Unfortunately, the conscious part of our psyche can influence this process only in a very limited way. The consequences are various learning tricks and techniques to outwit the gatekeepers and to filter valuable bits out of the passing stream of information.
On the organization level comparable problems exist. Not all selection mechanisms are planned in a systematic way. Organizational routines - such as the filing of a certain document type - take care of the automatic execution and conservation of certain processes. Nearly every office has its file cemetery or dusty archives that represent the wrong way to deal with knowledge and information preservation. In these areas, routines are anchored very strongly and employees who are in charge of the concerned systems will not change their behavior without being pushed.

Therefore, organizations will never be able to manage all the processes of knowledge selection. That also would not make sense. But for core areas of the organizational knowledge base (e.g. knowledge about customers) efforts of purposeful selection and documentation should be taken. The materialization of this knowledge (the part that can be made explicit) in knowledge documents as knowledge maps or lessons learned separates experience from the individual and secures its possession by the organization for the future.7 Crucial for this process is the concentration of knowledge on certain core points and strictly relating it to observed problems. Only knowledge that will be usable for a third party in the future are valued to be protected and saved for the future. The rest only steals time and trust in the quality of the documentation system. Sometimes less is more. Established documentation systems should be seen through this perspective and be tested on their right to exist. Nevertheless we have to take into consideration that only a small part of our future information needs can be estimated, which demands a not-too-rigid selection approach.

Another chance to gain knowledge about an organization’s past is to illustrate leading ideas as leading principles, models, stories or other symbolic forms. These storage media are very helpful because of their potential to gain quick access to thinking patterns within the organization.8 For example a Swiss retailer engaged a consultant to document the process of a very successful introduction of a new product line. By interviewing all the important actors within the strategic process and the formulation of specific key factors of success, the internal success story was reconstructed. The findings of this study were summarized as a case study and can today be used for training. The case shows that a positive and successful event in a company’s history can be used for motivation and knowledge transfer.

New technologies like workflow-management or document-management-systems open a new dimension for the protection (and surrender) of organizational knowledge. Despite these technological options, it's still people who make good or bad selections. Employees like Andy Miller cannot be replaced by machines or computer systems. Their experience is the key for a useful organization of the company’s past. These key employees have to be identified and their continued presence in the company assured. This is the most secure preventative against collective amnesia.

### 10.2 Storage of knowledge

After separating the protection-worthy part of organizational knowledge from the less important entities, we have to store it in the organizational knowledge base in a suitable form. We distinguish three forms of storage: individual, collective and electronic storage of organizational knowledge. As these three storage processes follow different logic we will discuss each separately.

**10.2.1 Individual storage or “Who still knows about...?“**

Whether caused by lay-off and termination, retirement or death, organizations permanently lose valuable knowledge kept by these individuals. The Economist named these outstanding employees with a ironic wink, unfixed assets. This is the exact problem of a company’s relationship to its knowledge workers. Knowledge that is anchored only in the head of the employees is of volatile quality. Once losses occur, they can only be replaced with high investment and incalculable side-effects. The easiest way to save intellectual capital is to create an atmosphere that does not stimulate thoughts of changing companies.
If top-performers like their social environment, they will be less open to lucrative offers from competitors. But, top-performers have quite different motivational structures. Knowledge about these motivational structures that may offer the right incentives can be gained by careful listening. If we think that an excellent working atmosphere added to an average income, is sufficient for the long-term commitment of an employee, we will most probably lose some of our best experts. Exit barriers may be created by social or material incentive systems. In order to be effective, they have to take the personal needs of the employee into consideration.

In many cases it will not be possible to create sufficient exit barriers. Many qualified top-performers who have their own ideas, cannot stand big companies permanently and risk the jump into independent work. The establishment of flexible cooperation with these alumni is a rewarding option to preserve the access to their know-how after the termination of their contract. Alternative forms of cooperation are operations as trainers, consultants and selective cooperation in difficult talks with old customers and more. The guiding principle is the creation of win-win-situations. Consulting firms with annual fluctuation rates near thirty percent use the permanent exodus of skilled employees for the establishment of a strong network. They have ‘their people’ in nearly all important companies and they secure exclusive access to important information. The clever management of relations with retirees is a neglected field. One might get the impression that the ‘elders’ have no value at all. Their exit of the organization is often abrupt and communication stops. An investment in a relationship with retirees enables access to information and customer contacts that would, without them, be lost to the organization forever.

ABB CONSULTING AG

Storage of experience from ‘gray managers’
Before founding ABB CONSULTING SA, the Swiss management of ABB was facing a dilemma. On one hand, early retirement was a necessity to make room for younger promising talents. On the other hand, ABB did not want to lose their highly experienced and well connected managers. In addition, older managers wanted to influence when and how they retired in a more flexible way. The founding of ABB-CONSULTING SA facilitated this retreat in installments. This company employs today only former top-managers of ABB Switzerland that want to start a new career as a consultant at the age of sixty. These gray consultants act mainly in daughter companies of ABB and profit from their world-wide network as well as their industrial experience.

The consultants of ABB CONSULTING work in various fields of consultancy such as short-term management, public relations or cooperative projects with state or other official parties. The knowledge of the old foxes can be applied to many areas. Their experience provides ghost-writing for top-management, temporary leadership of a production plant they know from their active corporate life, or as an experienced process coach in complex projects. While regular and sometimes forced retirement normally cuts the knowledge transfer between employer and employee, ABB found a flexible solution that works for both sides. The company has extended access to the knowledge of their former employees while the gray consultants get personal and financial recognition of their expertise. By the way, the fees for expensive external outplacement consultants can be saved.

Another option to preserve critical capabilities is the continuous training of the ‘successor’. The successor should be introduced step by step into his future tasks to guarantee knowledge transfer in critical areas. In many European companies current position holders try to defend their knowledge monopoly till the last day in order to strengthen their power position. The Japanese have different management principles.

One principle is called sempai-kohai and expresses the close relationship between a male pair that is built of an older, teaching sempai and a younger kohai who has to be instructed. Every ‘rookie’ is assigned to an older mentor (who is sometimes only a few years older) and who transfers the necessary tricks to the younger generation. The relationship between sempai and kohai is strengthened by shared leisure activities in a systematic way so that trust can be built for the free-flow of information of all kinds. The transfer of implicit knowledge is also supported by this personal relationship. In 1993 when the Japanese steel industry discharged 25 percent of its 150,000 working force, many observers feared a radical decline of the average qualification. But the decline in quality did not happen, as sempai-kohai ensured the quick transfer of knowledge within the shrunken work force.
However, the damage caused by the loss of experts can be reduced with simple tools. One of the easiest ways is the implementation of structured exit-interviews that must be conducted by trained experts. In these interviews, the critical knowledge of the person (special documents, contacts, project engagements) is made explicit and documented. These talks should be coordinated with the successor. Led in an open, positive atmosphere, these interviews may capture much valuable information and learning references about the organization. One gets to know why the expert decided to leave the company and may get ideas for the adaptation of actual exit barriers. SANDIA NATIONAL LABORATORIES in Albuquerque, New Mexico, documents these interviews on video. This is their method of capturing the wisdom and know-how of resigning scientists and of keeping their expertise in the memory of their organization.

10.2.2 Storage in the collective memory

The human memory is transient and not static. Psychologists claim that we change or rewrite our own past with every act of remembering it. The problem with remembering is that 'wrong' memories feel exactly like 'right' memories. In order to avoid a complete confusion between self-constructed reality and his 'real' past, man needs feedback of third parties who confirm his own picture or force him to adapt it to their perceived version. That's how groups or other collective entities become the regulators of their own experience. Collectives store shared experiences differently than individuals. For example, psychologists can identify the borders between differently involved regions of the 30-years-war by conducting "depth-interviews". The horror of these times is burnt deep into the collective memory and after three hundred years still influences the daily behavior of the descendants. What is the link to knowledge management and knowledge protection? It is the proof that historical experience is deeply rooted in organizations, although it is often missed by a quick observer.

Collective storage can be seen as historical ballast, but it may also be very productive. This can be illustrated by a laboratory experiment in which single persons and a closed group were trained in the construction of transistor radios. One week after the training, the people were reunited and asked to remember and execute the construction steps they learned. Individually trained people were put into small groups while the 'group-trained' people stayed together and tried to remember collectively. The results were analyzed and showed that the group-trained could recall more details and constructed better radios. Detailed video analysis showed that during the initial training a series of social and cognitive relations were established which the researchers called transactive memory system. This collective memory was superior to that of individuals.

Another phenomena of collective storage was gained through the observation of pairs. People use certain other people with whom they interact intensely as extended memories. This is a way to increase their own memory capacity. They develop a feeling for which details of a shared social situation will be remembered very good (e.g. names). This division of memory has the funny effect that two partners can only remember a social situation exactly if they are together.

Many team success stories cannot be explained by these observations. Group processes or collective problem solving processes have their own self-dynamic and are difficult to understand for external observers, or even the members of the group. Despite these difficulties, much can be done to capture important processes for the future and to gain starting-points for improvement. Employees of the Japanese-American joint-venture FUJI-XEROX documented every important step and detail of the cooperation process. Through this, future employees of the company should have the opportunity to learn from and about the past.

The most traditional form of documenting a meeting are the minutes. But good minutes and the people who can produce them are rare, and, this activity has often been seen as a tiresome duty. The result of this low regard are too short or too long, redundant, badly-written, poorly structured, full of gaps, late-arriving annoyances in paper form. But for organizations in which most employees work in fast-changing project teams, minutes become a central source of collective storage of the actual project status. Japanese companies train their moderators specifically in documentation techniques. They want to
The integration of ideas is a complicated issue in decentralized or heterogeneous companies. Investments in shared language or shared experiences can become enormous. At SWISS TELECOM, 20,000 employees participated in a so called “mind change workshop” as part of the reorganizing process of the whole company. In this workshop, the participants can experience “change” in small groups and may relate this change experience to their personal situation. All employees see the same video clip about insufficient customer orientation and discuss this problem in their working groups. Shared experience emerges that may be transferred to the working place and change daily behavior. The “Change TELECOM” project that is shaping all organizational structures and strategies can be ‘felt’ and anchored in the organizational memory.

10.2.3 Storage in electronic memory

Nearly all traditional storage media can be digitalized. Video cassettes can be replaced by CD-ROM’s, documents can be scanned and digital cameras are already in the market. The average future computer user will soon have access to all forms of storage media under one surface. The qualitative difference of digitalized storage media comes from their easy editing and reuse, as well as their cheap and fast distribution over networks. With rising digitalization the base of the global digital memory of mankind is growing. The Internet gives more and more users access to these data masses. The Internet and intranets of today are just the beginning of a development that is unpredictable even for experts. If libraries, magazines, sound, movie, and text archives grow together and widely accepted standards for the organization and structuration of the digital raw materials emerge, the Internet will become a meta-archive for everything.

This development has dramatic consequences for companies which act in knowledge sensitive environments. First, they have to anticipate that their competitors have principal access to the worldwide datapool and use it for its purposes. Second, they have to look at their own electronic knowledge base. In knowledge-intensive companies, an important part of their know-how is stored in digitalized documents like presentations, forms, blue-prints or reports. Their systematic filing and re-use becomes a growing competition factor.

There are many reasons why access to the electronic memory may shatter. If for example the knowledge documents of a personal computer were not fed into the system, they are not available for the electronic memory of the company and its employees. If the documents were codified incorrectly or filed in the wrong place, they may never be found again and are lost (perhaps for ever). If a codification can not be interpreted or if a network or single
If actualization processes cannot be controlled, knowledge systems may easily get into a death spiral. In managing their memory, companies have to solve mainly trust and access problems. If trust in data quality exists and easy access to the system can be guaranteed, systems will be fed and will be used in ways that increase data quality. If the actual database is already full of mistakes, trust cannot be built and no-one will invest much energy into the system. Data quality decreases further and the system dies. In times of short half-life death may arrive very quickly.

The biggest problem for the organization memory is corporate amnesia. Typical statements of managers are: "We once knew about it, but now we seem to have forgotten it." There are many ways that organizations lose their memories. Employees walk away, excellent teams split, data-bases become infected by a virus or whole functions are outsourced. These
actions reduce collective memory. Sometimes access to the memory is simply blocked, sometimes forever. Examples are the permanent or limited overload of experts or the low motivation to share experiences with others. Equivalent memory barriers exist on the electronic and collective level.

<table>
<thead>
<tr>
<th>mode</th>
<th>type</th>
<th>individual</th>
<th>collective</th>
<th>electronic</th>
</tr>
</thead>
<tbody>
<tr>
<td>memory has been deleted</td>
<td></td>
<td>termination • death • amnesia • early retirement</td>
<td>dissolving of adjusted teams • reengineering • outsourcing of competencies</td>
<td>irreversible data loss through: • viruses • hardware mistakes • system crashes • insufficient back-up • hackers</td>
</tr>
<tr>
<td>access not possible</td>
<td>limited</td>
<td>overload/limited • transfers • illness/vacation • inadequate training • service according to regulations</td>
<td>making taboo of routines • collective sabotage</td>
<td>reversible data loss • overload/limited • interface problems</td>
</tr>
<tr>
<td>permanent</td>
<td></td>
<td>overload/permanent • no awareness of the importance of own knowledge • inner termination</td>
<td>sale of company divisions • migration of teams • cover-up</td>
<td>permanent incompatibility of systems • overload/permanent • wrong codification</td>
</tr>
</tbody>
</table>

This table illustrates that the protection of experience and know-how can be described as a permanent battle against the natural process of forgetting things. Forgetting is a well-known phenomena. A foreign language we once knew but do not speak is lost word by word. Untrained muscles shrink. Learning psychology speaks about conserving repetition, well illustrated by the pain of learning vocabulary. Many trainings fail because fresh knowledge cannot be translated and applied in daily activities. Much knowledge fades away over time and when we need it may be already gone. This is the reason for action training in many companies. They train their employees in their typical working situations and hope in this way to conserve the new know-how for a longer time.

Another case shows that sometimes high investment is necessary in order to avoid collective amnesia. Over many years, the US government ordered overpriced submarines without any actual demand in order to avoid the loss of skilled workers in this specialized field of construction. These workers were the only ones with the special welding skills and without their knowledge, the US defense department would have faced serious problems in the future. To secure the availability of this know-how for the next twenty years and to establish a pool of future trainers, the US-government decided to keep the production line warm and kept on building submarines.

3 So-called redimensioning activities that should reduce costs have led to the loss of capabilities in many companies. Compare Mitroff (1995: 27).
6 For different forms of memory, compare Vester (1978: 43ff.). For the importance of the actual memory, compare Wessells (1994: 107ff.).
7 The necessity of the materialization of knowledge in knowledge documents is stressed by Schüppel (1996: 256f).
10 Compare Economist (20.04.96: 58).
In this process, the brain instinctively mixes experienced and 'heard' stories. This phenomena is named cryptomnesia by psychologists. Compare Kotre (1996).

The different approaches to how reality is constructed is not part of this paper. Interested readers can find ideas in the schools of radical constructivism, knowledge sociology and different psychiatric schools. Compare Watzlawick (1986, 1988); Berger/Luckmann (1994) and Sacks (1995).

These observations are compatible with the Freudian idea of a collective Super-Ego. For modern forms of collective memory research compare Hejl (1991).


Following Manago/Auriol (1996: 28).
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For launching innovative products into successful markets, knowledge, its organization and its timely utilization are becoming the most decisive business factors in the currently emerging knowledge society. As Nonaka & Takeuchi (1995) have convincingly pointed out, the companies of the future will live in an environment, where markets are continuously shifting, technology proliferating, competitors multiplying and products will become obsolete overnight. Under such circumstances, where uncertainty is the only certainty, that remains, any successful enterprise must continuously acquire and utilize new knowledge.

However, the knowledge-based system technologies which have been developed in the mainstream of Artificial Intelligence research, such as model-based approaches (Wielinga, Schreiber & Breuker, 1992) and formal ontologies (Gruber, 1993) are not yet sufficiently armed for creatively producing new knowledge that can subsequently be reified into novel products. In the current position paper, it is therefore suggested that human learning and human comprehension, as it has been studied in cognitive science (Schmalhofer, in press), can also serve as a model for the constructive and creative learning processes that may occur in organizations and businesses. In particular, we thereby emphasize creative learning processes (see: Boden, 1991).

Learning by creative inferencing does not only (deductively or inductively) explicate some piece of information that is already implicitly contained in the available information, but instead creates some unexpectedly novel (and possibly quite abstract) statement by merging information from different conceptual spaces. A creative inference thus requires the immersion of information from another conceptual space which is then used (in combination with other information) to construct a novel creative initiative.

Given this presupposition, we describe the EKI system, (EKI = Evolution of Kreative Initiatives). With the EKI system (see Schmalhofer, Franken & Schwerdtner, 1997), the scientists and practitioners of a company can independently advertise within a company their most significant or most favorite competence (as well as cooperation possibilities with colleagues and other departments) in knowledge-bases. The knowledge-bases may
for example contain personal skill profiles as well as the actual or desired activities in which a practitioner participates (or wants to participate) in. These knowledge-bases thus contain knowledge-level descriptions of autonomous agents (Aitken et al., 1994) upon which creative inferencing can be performed.

A knowledge manager may then apply the methods of the EKI-tool for analyzing the company's knowledge assets with respect to possible business initiatives. More specifically, by a user-programmable marker-passing process (which is to be programmed by the knowledge manager), possibilities for promising innovations are first identified. Via a compilation process, knowledge maps for enterprise-specific successes can then be generated. These processes should be performed in a way so that there is a maximum compatibility to existing enterprise modeling approaches. Ideally the EKI-tool should be integrated with current workflow-modeling technology.

With this analysis, creative initiatives towards promising innovations can subsequently be proposed. Unlike the current wisdom in the field of Artificial Intelligence, solutions to knowledge management problems are thus no longer seen as developing information processing machines (see Gardner, 1987), but instead as providing useful and usable tools to knowledge workers (see: Kidd, 1994) and their creative thoughts so that they will be better able to anticipate the scope of the possible future market successes for their company. In our position presentation, we will show a worked-out example of how the EKI-tool is applied for these purposes. It will thus become clear how the EKI-tool can be applied for achieving a cooperative knowledge-evolution process (see Schmalhofer & Tschatschian, 1995) and how this process can be guided by future market needs.

References


Making the Tacit Explicit: The Intangible Assets Monitor in Software

Dr. Charles A. Snyder
Professor
Department of Management
Auburn University
Auburn, AL 36849-5241 U.S.A.
*e-mail: snyder@business.auburn.edu

and

Larry T. Wilson
President and Chief Science Officer
LearnerFirst, Inc.
The Genesis Center, Suite 201
Birmingham, AL, 35211-6908 U.S.A.
ltw@learnerfirst.com

* Corresponding author

Abstract

One of the core principles of the Knowledge Management movement is that of capturing expertise and making it accessible to those in the organization who need it (see, e.g., Amidon, 1997; Stewart, 1997). The process of harvesting the tacit knowledge of the expert and converting it into a form that is available and useful presents some formidable obstacles. We explore the needs and the means to perform the needed activities that will result in a computer-based resource that fulfills those needs.

An example of the process is provided by describing the creation of the Intangible Assets Monitor as conceived by Karl-Erik Sveiby, the expert in this instance and one of the founders of the knowledge management community of practice. The result is a software product developed by LearnerFirst, a company that specializes in harvesting the knowledge of experts and incorporating it in computer-based learning resources. These learning resources encapsulate the tacit knowledge of an expert, placing it in explicit form. The software supports procedural knowledge-based tasks by providing the learner with expert guidance on an as needed basis.

An example of the software generated from the Know-How Harvesting process will be demonstrated at the conference.
The Knowledge Harvesting Process

Know-how Harvesting™ is a term applied to the process of eliciting the tacit insights and intuitive knowledge of experts or top performers and converting it into specific, actionable know-how that is easily accessed and used by others. The developer firm, LearnerFirst, formed in 1992, has specialized in this process since its inception. The process is akin to the more familiar Knowledge Engineering activity in the Expert Systems field (see, e.g., Keller, 1987; Wiig, 1990). However, the process differs in its standardized approach and the outcome. Learning support software is the primary output from the process. Also, the intent is different from the expert systems as the software is used to supplement, not replace a decision-maker.

The harvesting process can be applied to virtually any kind of human knowledge that is procedurally actionable. This means that the process is as relevant to the highest level of knowledge as well as to the routine. The resulting software from the process is designed so that an individual can simultaneously understand, learn, perform, and record the performance in a single action. In this sense, it can be classified as an Electronic Performance Support System (EPSS) (see, e.g., Gery, 1991). An EPSS is defined as "...the electronic infrastructure that captures, stores, and distributes individual and corporate knowledge assets throughout an organization, to enable individuals to achieve required levels of performance in the fastest possible time and with a minimum of support from other people" (Raybold, 1995, p.11). Harvesting is described in more detail in a following section.

The Firm and Products

LearnerFirst, Inc. was founded with the aim of producing computer-based products that could augment human intelligence. The conceptual foundation of the company had as its core, the thesis research of the founder. The software is thoroughly grounded in learning theory because it is designed to assist the user (learner) learn from the captured knowledge of an expert while in performance of a process.

Several software products have been developed and marketed by this company. These products have served to verify the know-how harvesting system. There have been dozens of experts whose knowledge has been made accessible through applications that are in daily use in over 4,000 organizations around the world. Thus, the concept has had verification in the marketplace.

What is harvesting?

The harvesting process is proprietary, however it can be described in general terms. During the knowledge engineering process, the expert and the knowledge engineer walk through the process and separate the relevant
procedural knowledge from the trivial. The focus is on the procedural or process domain and the organization and sequencing is based on the expertise of the domain expert.

Harvesting is a set of methods for: 1) finding valuable know-how, 2) getting inside the mind of the expert performers to uncover the processes involved, 3) optimizing and deploying the know-how to individuals and teams as software applications, and 4) evaluating and improving applications.

After a top performer or process expert has been identified, LearnerFirst utilizes methods for eliciting and rethe expert's intuitive and explicit knowledge. Then, the expert's thinking processes are broken down into their elementary components – mental operations and knowledge units – which may be viewed as psychological "atoms" and "molecules." Researchers at LearnerFirst have discovered that performing any intellectual task or solving any problem requires a certain set of elementary knowledge units and operations. These operations and units are generic, domain-neutral, irreducible thinking processes that were brought to light after an extended study of over 300 cases in which the LearnerFirst harvesting process was applied.

Information about the thinking process is optimized as specific, actionable know-how that is easily accessed, understood, and applied by target learners/performers. Specifically, the information is communicated to users as guidance and support information via a software application. Guidance is information about how to actually think through the process task. Support information is information to enhance understanding. The software application's user interface varies in relation to the task that needs to be performed and the user's individual preferences. Beneath the surface of the user interface, there is a database that successfully holds guidance and support information according to three primary levels of abstraction.

After repeated use of a performance support application, cycles/iterations are evaluated so that improvements can be made. Thus the application is designed so that it can continue to evolve or learn.

Benefits

There are several major benefits of the harvesting system. First, successful thinking is made visible, manageable, useful, and accessible. This means that expertise is available to anyone who needs it, anywhere in the world, when they need it. All that is required is computer access to the software. This can be either in a stand-alone version or via a network such as the Internet. Organizations may wish to make their internal expertise captured by the harvesting process available via Intranets.
Second, decisions can be made faster at lower levels because the expert's knowledge is available at lower levels. In essence, we can have just-in-time access to the needed expertise.

A third benefit is that work can be properly performed with less supervision and intervention. There are also some important impacts on the individual learner. As the learner progresses, he or she gains in proficiency, confidence, and autonomy. Thus, we are able to improve on the organization's human capital through increasing competency. This aspect is of great importance because of the leverage effect on the firm's performance (see Sveiby, 1997 for a discussion of the leverage effect).

Fourth, the organization can use the process to preserve know-how as its most important asset. The nature of the system also allows the individual learner to record experience and learning so that the individual has a continuously updated resource with perfect memory.

Last, the learning resources improve performance in a cost-effective manner. Since the harvesting process is thorough, the captured expertise is usually more complete than that available if the expert were on site. Our experience has revealed that the process of eliciting the tacit knowledge of an expert helps the expert to formalize his/her concepts with a great deal of clarity so that they can be made explicit.

An Example

As an example of the harvesting process output, the first portion of the resource developed with Karl-Erik Sveiby is presented. Sveiby was the first to write about the "Knowledge Company" in 1986 and has been a leader in the Swedish community of practice surrounding knowledge management and intellectual capital management (Amidon, 1997; Sveiby, 1997). His books and articles are widely referenced and quoted. His concept and taxonomy of Intangible Assets with the components of Customer Capital (External Structure), Human Capital (People's Competence), and Structural Capital (Internal Structure) are widely known and used by many organizations.

The learning resource under development with Sveiby is the "Intangible Assets Monitor." The entire Intangible Assets Monitor includes many features that will be beyond the scope of this presentation. The Invisible Balance Sheet and a simplified version of the monitor will be presented as an example of how the harvesting process is used to generate a learning resource. The software provides individualized guidance for creating and evolving measures of intangible, knowledge-based assets of an organization.

Conclusion
Every firm that undertakes the task of capturing the knowledge of its best performers or that wishes to make expert advice on performance of its key processes available to performers is faced with the problem of harvesting the know-how. The captured knowledge needs to be made available to the individual performer on an as needed basis. The methodology described allows learning resources to be produced that provide the individual with performance oriented expertise. By deploying such software, developed with the aid of the harvesting methodology, a firm can manage its knowledge transfer process as well as remove a significant obstacle to knowledge transfer. The learning resources generated from this process become an important part of a firm’s knowledge management strategy.
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Talk Abstract:
Knowledge Management for Electronic Insurance Catalogs

Electronic Product Catalogs enable users to find, compose, compare, and buy products electronically. Catalogs for insurance products have to account for the fact that these products have a rich and customisable structure. This is why existing cataloging tools do not work very well for insurance products. In my talk I will illustrate how the structure of insurance product knowledge can be used to improve catalog searching and catalog maintenance. I will also point to two important challenges which I see as related to the issue of knowledge management: the creation and management of insurance ontologies for open catalogs and the cataloging of unstructured product information.

Relevant Background:

For a number of years I have been performing research dealing with the problem of how to develop knowledge based systems in such a way that it is easy to "get knowledge into them and out again".

I first got interested in this topic when I developed an "expert maintainable" knowledge based system (Bunke, Stolze (1989) INDEX - A Diagnostic Expert System for a mail inserter machine, Microcomputer Applications 8(1), 27-33). Later my interested shifted to include also the usage aspects of knowledge based systems and how to enable users to make best use of the knowledge contained in a such a system. (Stolze (19994) From system requirements to appropriate knowledge representations: a case study. Proceedings AI for Applications, 156-162).

While being at the University of Colorado I worked in a research group that investigated evolutionary approaches to the problem of knowledge based system development and how such systems can be used as resources for communities of practitioners. (Fischer, G., Lindstaedt, S., Ostwald, J., Stolze, M., Sumner, T., Zimmermann, B. (1995). From Domain Modelling to Collaborative Domain Construction. Proceedings DIS’95.)

Here at IBM research in Zurich I am now involved in a project where we create technology components for flexible product catalogs.
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Abstract

The paper describes the operation of a methodology used for ontologically specifying the key concepts in the field of Knowledge Management. Ontological specification is of particular interest to knowledge managers because associated methods support top management in the processing of tacit knowledge into a more explicit form. The paper is a part of a larger project designed to utilize ontological processes for the building of a 'best practices database' in the KM field. Implications of such a database involve greater speed in which dynamic and unstructured fields such as KM can develop into a more explicit and transferable form of knowledge.

Introduction

Since the advent of computing technology, researchers in information systems and particularly in artificial intelligence (AI) have made several attempts at the formalization of a process which can be termed ontological specification. An ontology is the explicit specification of conceptual meaning in a topic area such as Knowledge Management (KM) in this project. The ontology includes a complete vocabulary and logical statements about the terminology, how the terms are defined and how they are related (or not related). The process involves the derivation of more specific meaning from more general concepts. This is one method for providing meaning in a knowledge domain. Its applicability in AI is such that methods can be constructed which attempt to automate the human information processing tasks associated with deducing logical structures, commonalities and relationships in conceptual representations found in textual data. The goal of such methods is the reduction in need for humans to be inundated with the belaboring task of extracting meaning from volumes of text. The need for such systems derives from the proliferation of web-based media, which has caused a dramatic increase in organizational access to business intelligence in textual form. The application of such structuring processes could help greatly in the growing area of KM, an organizational function where knowledge is considered to be the strategic focal point for competitive advantage.

A problem that organizations are faced with is that of increasing access to masses of strategically critical contextual and conceptual information. This coincides with limited means of automated support in the form of computer-based information technology for the capturing and organization of important knowledge. This paper provides some insights on the idea of ontological specification (or concept structuring) by depicting the application of one such method in the area of KM. Thus, we describe a tool that can greatly aid in the process of KM in its own field.

Although the field of KM has just recently started to take off, the prospect of gathering all of the information published in the area is formidable. This is especially true given the enormous growth in the amount of information published each month on the topic area. The immaturity, yet dynamic development of the field of KM means that the field has achieved little structure in terms of frameworks, commonly held beliefs, taxonomies, and terminology. This has made the field an excellent target for the application of a method for its structuring.
Previous Work in Structuring Tacit Knowledge

Much work has been done with the goal of providing algorithmic approaches to extracting knowledge from empirical data (whether qualitative or quantitative). Past work in the structuring of numeric data is vast, including the entire field of statistics, graphing methods, and obscure methods, such as the symbolic-oriented FACES concept (Bruckner, 1979). The latter involves an analysis resulting in characterizations about numeric data portrayed in the form of illustrated human "faces".

Attempts at structuring of qualitative text data has a long tradition, beginning with the study of language structures (parts of speech, grammar, etc.), and more recently, proprietary text processing methods made possible from the use of computer-based information technology.

A rudimentary form of IT-enabled proprietary methods might include the counting of each different word appearing in a text. The development of such a database enables the objective development of an argot by using the most commonly used terms found in the analysis. The argot can then be used subjectively to decide which themes (i.e., technological or managerial terms) are emphasized and what themes are important in a body of text. For example, a researcher can determine if a CEO is more concerned with technical or managerial issues by analyzing which type of words he/she emphasizes in the annual statement. In this way, such a method can serve as a utility function used in the preliminary analysis of a body of text.

There are various forms in which AI programs work to transform English statements into computer-based representations for processing. These methods generally take the form of transferring statements into a objects, actions and actor representations for the output of logical inferences (Schank, 1984). While serving its purpose in uncovering inferences, this method does not have practical use in processing a mass of text.

Perhaps the most advanced attempt at using language structures for management, other than the implications of ontological specification, has evolved in the form of Zachman's (1987) ISA Framework. Zachman used three (later developed into six) possible questions asked about a business system with each segregated into six roles of system analysts. The original framework considered every system to be composed of data ("what"), process ("how"), and network ("where"). Sowa and Zachman (1992) later extended the three question categories to include "who, when, and why" components of systems, meaning that all questions available in the English language are reflected in the model. Implications were that information related to all possible questions about the real-world business system could be represented in the computer.

A convenient idea in information systems literature concerns the applicability of normalized database relations in relating to themes of meaning. The subject nature in which normalized database relations are evaluated relates strongly to judgements concerning the appropriateness of ontology structure. In fact, the two processes are very similar. Both are attempts at capturing meaning using standardized representations of meaning (concepts and subconcepts for ontological specification and relations and elements for normalization). It can be said that both processes are attempts at organizing knowledge in a more straight-forward manner for an end user (or agent) of the knowledge acquired.

The Ontological Concept-Specification Process

Definition of an Ontology

An ontology represents a specifying scheme of concepts which holistically describes some topic. For our purposes, it can yield declarative knowledge about the structure and processes related to the KM concept. It can serve as a formal vocabulary for researchers,
instructors, students, and practitioners in the KM community of practice and includes logical
descriptions of the items, relationships between items, and how items cannot be related (Gruber,
"What is an ontology?").

The utility of specific terminology is a greater stimulation in more refined concepts in the
field, which can result in further formalization of the topic area and structuring of decision-
making processes in the field. Further, the KM ontology can be used by researchers to uncover
what subconcepts are and are not related when such relationships are of interest. This process of
greater formalization inevitably results in prescriptive associations in academic fields, which
means that methods can be prescribed for various contingencies found in practice. Ontologies
can be viewed as a knowledge-based communications technology in that a greater ability to
represent and communicate knowledge about a concept is possible as more terms and
relationships are uncovered in the ontological specification process. With this definition of
ontological specification at hand, we can see that the process itself can serve as a subconcept in
the KM ontology (see table), a scenario which adds to the implications of this research.

The Utility of an Ontology

In viewing the ontological specification process as a knowledge-based technology,
researchers at Stanford University are at the forefront. There, a web-based ontology building
application resides, allowing users to build ontologies of any subject matter. The system, called
Ontolingua, serves as a knowledge acquisition laboratory for the AI faculty and supports the
standardization of knowledge structures transferable to intelligent software modules. The system
has been used to build ontologies mainly in the field of AI, but some in areas which can be
directly linked to KM: Bibliographic-Data, Documents, Job-Assignment-Task, User, Design,
and Domain.

The many-to-many relationship in the ability of the application to receive ontology-
building requests and to be able to transfer to varying software environments means that the
ontological specification process has received ontological attention. The ontology engineering
perspective has yielded a meta-ontology which can be used across any knowledge domain, much
of which can be found in the work of Gruber (1992).

The Ontological Specification Process

Levels of specification during the ontological specification process are delineated as
shown in Figure 1. While not all ontological specification methodologies are the same, all can
be said to share common steps. These steps are 1) selection of the topic area, 2) delineation of
concepts, 3) transfer to a usable medium, and 4) use of concepts. Operationalization of the steps
depends on the purpose of the ontology. For example, the purpose of the Stanford ontology
procedure involves capturing the knowledge for transfer into rigid data structures, which requires
further analysis of the definitions of knowledge elements. The current study uses the ontological
process as a way of marking literature for future literature reviews of the KM field. The current
methodology was structured to accommodate this purpose, in the form of 1) selection of the KM
topic, 2) delineation of concepts (as illustrated in Figure 1) by literature review, 3) denotation of
concepts in the literature, 4) transfer to database format, and 5) use of database in research.
The Ontological Specification of KM Illustrated

Selection of the KM Topic

Selection of the topic of KM for ontological analysis was done due to its place on the research continuum. A review of the literature showed that an overwhelming amount of the knowledge available about KM was descriptive in nature. This meant that most effort had been justifyingly aimed toward the definition and uncovering of key concepts in the field. Very little academic empirical work had been conducted except for conceptual "blue sky" (normative) works using examples of KM utilization in the field (as in Sanchez and Mahoney, 1996). Thus, the field was a prime target for formal structuring methods such as ontological and taxonomic specification.

Delineation of Concepts by Literature Review

Operation of ontological specification should be seen as an iterative and subjective behavior of the agent operator and heavily dependent on operator learning. The classic iterative control process is used throughout ontology development, following the steps of 1) setting an ideal, 2) setting standards, 3) evaluation of feedback data, 4) changing operations or the ideal in perpetual cycles (Newman, 1975). Deciding on an exact ontology cannot be accomplished in such a new and volatile field as KM, where expected discoveries in the field will relate to a redefinition of the ontology. Defining and placing relevant subconcepts in an ontology is done based on some purpose, such as 1) to define and refine a researcher's interests, 2) to capture common themes in a body of literature and 3) to organize experiential knowledge about a research topic.

Thus, the delineation of the KM concept does not mean that KM will be the most significant or important field in the analysis. It means that as we decompose the concept, other related concepts should be included in the study of KM (see Figure 1). For example, executive information systems, telecommunications and database are more mature and may be more important in the eyes of managers, but they may relate in a strong way to KM. The relationship between these important concepts and KM is of pertinent concern to users of the ontology and thus justifies its existence in the scheme.

Figure 1: Delineation of Levels in the Ontological Specification Process

<table>
<thead>
<tr>
<th>Specificity</th>
<th>Level of Description</th>
<th>Example from Current Study</th>
</tr>
</thead>
<tbody>
<tr>
<td>Concept (KM)</td>
<td>Specification</td>
<td>Knowledge Management</td>
</tr>
<tr>
<td>Concept (KM)</td>
<td>Specification</td>
<td>III. KM Operation</td>
</tr>
<tr>
<td>Concept (KM)</td>
<td>Specification</td>
<td>D. How KM impacts the organization (OI)</td>
</tr>
<tr>
<td>Concept (KM)</td>
<td>Specification</td>
<td>1. Organizational change and KM (OIC)</td>
</tr>
<tr>
<td>Concept (KM)</td>
<td>Specification</td>
<td>i. How technology can support KM (TECH)</td>
</tr>
<tr>
<td>Concept (KM)</td>
<td>Specification</td>
<td>ii. Learning Systems (LS)</td>
</tr>
<tr>
<td>Concept (KM)</td>
<td>Specification</td>
<td>iii. Best Practices databases (BEST)</td>
</tr>
<tr>
<td>Concept (KM)</td>
<td>Specification</td>
<td>iv. Organizational Memory Info. Sys. (OMIS)</td>
</tr>
<tr>
<td>Concept (KM)</td>
<td>Specification</td>
<td>v. Networking and KM (NET)</td>
</tr>
</tbody>
</table>
An initial review of the KM literature revealed three categories of knowledge in the literature associated with the KM concept. These categories are Resource Meta-Data, KM Description and KM Operation (see Table 1).

Meta-Knowledge involves the entomological view, which includes knowledge about sources, states, structures, processes, histories, and evaluations of knowledge about KM, including the current paper. In most fields, Meta-Knowledge is important for researchers but of little value to practitioners. However, the understanding of Meta-Knowledge is the goal of one who studies KM. This category of knowledge is where the objectives of practice and academia coincide.

The KM Description concept involves descriptive knowledge about the field. This type of knowledge is emphasized early in the development of academic fields and is concerned with the defining of key issues, terms, and the history of the field. Writers of KM literature have emphasized KM Description knowledge for better understanding of the meanings of the concept and related terminology.

KM Operation involves the structure and processes associated with the topic. We use this type of knowledge to depict for management the way KM should be aligned and operate. This type of knowledge has been relatively rare in KM literature because the field has concentrated on describing the field (as in KM Description). Work in the area of operationalizing KM will lead to prescriptive knowledge about what causes, effects and contexts are important in operating the organizational KM effort. Thus, this type of knowledge is the goal of academic research and study about the field and is the direction KM is currently heading.

It is important to understand the three categories of KM knowledge posed in the framework. The nature of Meta-Knowledge is descriptive, as in the KM Description category. However, the former is used in describing KM knowledge while the latter is used to describe KM. The KM Operation category is where we learn to competently manage knowledge and its processes.

Table 1 shows how KM can be delineated into more specifying subconcepts. For example, the early development stage of the field results in the need for researchers and practitioners to have agreed-upon definitions and a foundation for terminology. Hence, the consideration of the Definition of KM idea has become important and was placed as a direct subconcept of the KM Description concept in the ontology. The concept was derived by the consistent efforts by several 'guru's' offering varying definitions in the KM literature.
Table 1: The KM Ontology

I. Resource Meta-Data
   A. Source type (SO)*
   B. Study Type (ST)
   C. Academic base (AB)
   D. Empirical Support (EM)

II. KM Description
   F. History of KM (HIS)
      A. Definition of KM (DEF)
      B. KM characteristics (CH)
      C. How to determine the presence of KM (PRES)
      D. Examples of KM and its Absence (EX)
      E. KM Architecture (ARCH)

III. KM Operation
   A. Processes of KM (ACT)
      1. Determining info requirements during KM (IR)
      2. Knowledge Acquisition (KA)
      3. Data Management in KM (DM)
      4. Processing/Transforming Knowledge (PROC)
      5. KM and GST (GST)
      6. Organizational Learning (OL)
      7. Organizational Memory (OM)
   B. Why KM is needed (NEED)
      Control Theory and KM (CT)
   C. Knowledge as Intangible Asset (IA)
      1. Knowledge capital theories (KT)
      2. Knowledge creation (KC)
      3. Intellectual Capital Management (ICM)
   D. How KM impacts the organization (OI)
      1. Organizational change as related to KM (●)
         i. How technology can support KM (TECH)
            ii. Best Practices Databases (BEST)
            iii. Organizational Memory Info. Sys. (OMIS)
            iv. Networking and KM (NET)
         b. KM culture (CULT)
      2. Organizational performance (OP)
   E. Organizational use of KM (OUSE)
   F. Benefits of KM (BEN)
   G. Factors effecting quality KM effort (FEQ)
      1. Implementation of KM (IM)
      2. Evaluation of KM (EV)
      3. Characteristics of the Knowledge Manager or Group (CHAR)

* parentheses indicate subconcept tag used in text denotation process

The ontology in Table 1 also shows the decomposition of the KM Operation subconcept of KM. KM Operation literature was found to be described by seven subconcepts relating to the issues associated with KM practice. One intriguing facet of KM Operation is the Processes of KM subconcept, relating to the activities associated with KM practice. These activities may be classified as operational or managerial activities, but were explicitly mentioned in the literature as one of the seven categorizations shown. Further decomposition leads to the Processing/Transforming Knowledge subconcept, which includes practices such as Ontological.
Specification and the textual processing methods mentioned previously. This ontology shows the congruence in purpose between academics and practitioners in the KM field. The previous description of the method of concept delineation highlights several problematic issues in the derivation and selection of subconcepts. First, the description points out that a methodology operator must subjectively select from competing ideas the most appropriate and pertinent subconcepts to be placed in the ontological structure. An important principle is that the operator must have knowledge in the area of interest due to the potential for researcher bias in selection. In his engineering approach to ontological specification, Gruber (1993b) refers to this problem as "encoding bias" and uses it as a measure of ontology quality.

Denotation of Concepts in the Literature

For immediate communication to a literature reviewer about what concept meaning is associated with a given set of text, the specification operator simply denotes physically in the literature using concept-associated tags such as those shown in parentheses in Table 1. Notation tag creation is done with two purposes in mind: 1) to support the learning curve parameters of the denoting specialist and 2) to communicate to a notation user about meanings in the text. Denoting text can become extremely tedious without the utilization of communicative tags. For instance, the current methodology was initially employed using numeral tags until a more descriptive variable name approach evolved.

Denotation criteria, the standard by which each reviewed text set is evaluated, is an important consideration and should be documented for all denoting specialists employed on a specification project. Well communicated and implemented evaluation criteria can result in less risk of subjective bias and other problems in the ontology. For example, the researcher denoting the current project on KM would document explicit knowledge ("the statements must contain two of the three words in related statement or set of statements") about the criteria by which Knowledge Capital Theories are tagged with the KCT.

The relationship between denotation tags and textual data items is many-to-many. This means one instance of text can have many tags and one tag can have many instances of text in a body of dialogue. Figure 2 shows specific examples of each, and depicts the complexities which can arise in extracting meaning from textually represented knowledge.
The report’s main conclusion is that effective management of knowledge will be a core competence that most organizations will need to develop to succeed in tomorrow’s dynamic global economy. Many examples were found of companies who had achieved business growth, reduced costs, faster time-to-market, innovative products and services, through the systematic application of knowledge management processes. Some examples:

- Dow Chemical have turned unexploited knowledge in its patents into cost savings and a growing licensing revenue stream.
- Thomas Miller, a London-based manager of mutual insurance companies, share their global expertise through online systems and learning centers to improve customer service.
- Steelcase, an office equipment company, through applying knowledge or the workplace have created new product lines that have transformed the nature of the company to one of providing ‘smarter workplaces’.
- BP have used videoconferencing effectively to reduce oil well stoppages, by bring(ing) knowledge to bear quickly on problems.
- Price Waterhouse have created a global knowledge base, that enhances their ability to bring world-class best practice to deliver customer solutions.

Transfer to (Relational) Database Format

Use of denoted data, stored as shown in Figure 2, can be tedious and time-consuming in knowledge work like literature reviews. For this reason, and due to advances in relational database technologies, it can be said that conversion to a relational format is desired (and is coincidentally a natural process). Figure 3 shows the result of this conversion, a relation logically depicting which literature work is associated with a given concept.

<table>
<thead>
<tr>
<th>Title</th>
<th>SO</th>
<th>ST</th>
<th>AB</th>
<th>EM</th>
<th>HIS</th>
<th>DEF</th>
</tr>
</thead>
<tbody>
<tr>
<td>Title1</td>
<td>Book</td>
<td>Field</td>
<td>Academic</td>
<td>Conceptual</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>Title2</td>
<td>Dissertation</td>
<td>Field</td>
<td>Practitioner</td>
<td>Empirical</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>Title3</td>
<td>Book</td>
<td>Case Study</td>
<td>Academic</td>
<td>Empirical</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>Title4</td>
<td>Periodical</td>
<td>Blue Sky</td>
<td>Academic</td>
<td>Conceptual</td>
<td>3</td>
<td>1</td>
</tr>
<tr>
<td>...</td>
<td>...</td>
<td>...</td>
<td>...</td>
<td>...</td>
<td>...</td>
<td>...</td>
</tr>
</tbody>
</table>

Conversion can be done with or without further analysis, which presents the opportunity for a KM specialist to convert tagging instances to either of the four data types (nominal, ordinal, interval, or ratio). For example, Figure 3 shows that the specialist may input ratio data which may represent the number of times History (HIS) is tagged in a specific work. It is shown that Definition of KM either does (DEF = 1) or does not (DEF = 0) exist in a given title and is therefore represented nominally. Qualitative data in this case is more appropriate for Definition of KM since multiple definitions of KM usually do not usually appear in text sources. The definition of the data type of a concept can be important, because qualitatively defined concepts have implications for the range of capabilities associated with hypertext links between concepts and text instances.

More elaborate examples of concepts where a qualitative design is appropriate are those of Study Type (ST) and Empirical Support (EM). Study Type may be coded as either a field, case, or “blue sky” study upon conversion from denotation for example. These examples show
the richness by which denotation can be captured in relational format but also the inevitable reliance the intuitive feel of knowledge workers operating the methodology depicted.

Use of Database in Research.

The storing of denotation in relational form implies that normalization decomposition procedures can be performed on the data in the production of a KM production database. The goal of such a database is to relate a knowledge manager to literature corresponding to good and bad practice in the field, a KM Best Practices Database (KM-BPDB). A data-driven approach to using the KM-BPDB would involve sorting values to find where knowledge about a particular concept exists in the literature. A researcher on KM would use this query to build one ontological specification of the field or to discover associations and terms much faster than with traditional research approaches. For example, the user may wish to review all Definitions of KM (shown in Table 2) for further ontological refining.

Table 2: Some Definitions of KM
(source of definitions: The Knowledge Management Forum, 1997)

<table>
<thead>
<tr>
<th>KM 'Guru' Source</th>
<th>Definition of KM</th>
</tr>
</thead>
<tbody>
<tr>
<td>Thomas Bertels</td>
<td>the management of the organization towards the continuous renewal of the organizational knowledge base - this means e.g. creation of supportive organizational structures, facilitation of organizational members, putting IT-instruments with emphasis on teamwork and diffusion of knowledge (as e.g. groupware) into place.</td>
</tr>
<tr>
<td>Denham Grey</td>
<td>an audit of &quot;intellectual assets&quot; that highlights unique sources, critical functions and potential bottlenecks which hinder knowledge flows to the point of use. It protects intellectual assets from decay, seeks opportunities to enhance decisions, services and products through adding intelligence, increasing value and providing flexibility.</td>
</tr>
<tr>
<td>Brian Newman</td>
<td>Knowledge Management is the collection of processes that govern the creation, dissemination, and utilization of knowledge</td>
</tr>
<tr>
<td>Karl-Eric Sveiby</td>
<td>the art of creating value from an organization's intangible assets.</td>
</tr>
<tr>
<td>Karl Wiig</td>
<td>focusing on determining, organizing, directing, facilitating, and monitoring knowledge-related practices and activities required to achieve the desired business strategies and objectives.</td>
</tr>
</tbody>
</table>

A goal-driven approach may include powerful drill-down capabilities built into the database in the form of querying languages, embedded scripts and external applications. For example, we may wish to review all articles containing both KM Characteristics (CH) and How Technology Can Support KM (TECH) using SQL capabilities. Management can use the ontological schema to segment work activities in a knowledge model, so that practices and technologies can be researched for a given work setting (much like how software support personnel work currently). In the face of enormous growth in online textual data, these examples show how the process of transforming ontologically specified elements to relational format can support the conceptual decision-making activities of strategic management. Last, systems can be built with capabilities to perform ontological specification, denotation, and transfer to standard relational data structures, and processing of electronically held textual knowledge.

Conclusion

Although a majority of the KM ontology depicted is concerned with prescriptive concepts in the KM field, a majority of the available literature remains descriptive (estimated at about approximately 90%). Appropriately, most literature on KM at this point is available from non-
academic sources, as we know very little about variables and constructs in the field. Where no cause-effect relationships have been found, most literature is of the "blue-sky" nature where we assume the normative case and the field's position on the research continuum is justifiable in this early stage of development.

The point of this study was to show that ontological specification can aid researchers in providing structure in its own field, Knowledge Management. The prospect of transferring ontologically derived concepts to databases is very appealing and feasible. It has long been held that databases are much easier and efficiently created, operated and maintained when the data is held in logical structures. The process of normalizing a relation has this purpose and is relevant when the data is held in relational format. Thus, research is needed in the area of proper normalization of such an ontologically derived relation. It is the contention of this research that normalization will follow a very similar decomposition process as that found in the ontology presented and new elements of the field can be uncovered in that process. Further, the notion that an ontological notation scheme should consist of unique values suggests that a given ontology lends itself to the application of a production database scheme, where concepts are records and properties can be generated that describe important dimensions of the field.

Knowledge about KM and ontological process can speed the specification - automation process which has enormous implications for supporting work associated with conceptual knowledge (in unstructured domains of problem solving). The process of considering and culling ideas for positioning on a KM ontology is in itself an important area of research in Knowledge Management. This leads to the postulate that ontological specification is a very intricate part of KM and that its study is vital in understanding KM and organizational learning.
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Abstract. Despite the enthusiasm, the workflow management idea faces currently, some problems occur when setting up large workflow applications for complex business processes. To solve some of these problems, a combination of workflow management concepts and the notion of "organizational memory information systems" is suggested. The basic idea is to create an evolutionary workflow management system using an organizational memory storage component consisting of a workflow case base to save the workflow lessons learned and a storage for the general domain knowledge of an enterprise. The concept and a prototypical implementation of the system are presented. The example workflow we use to illustrate the system functions is the inquiry/proposal process of a roller bearing manufacturer.

1 Introduction

Organizational Memory Information Systems (OMIS) can be seen as a tool to support the management of knowledge in an enterprise. One of the distinct characteristics of an OMIS is to support a temporal integration of the knowledge an enterprise generates [StZw95]. Workflow Management Systems (WMS) are an instrument to support the execution of business processes. They provide the possibility to save knowledge along the time axis since workflows have an intrinsic time-logic structure and furthermore mirror the present business context of a certain period of time. Therefore, it seems to be a promising approach to connect the concepts of Organizational Memory (OM) and Workflow Management and merge their technical implementations – the OMIS and the WMS.

Since business environments are obviously dynamic systems, OMIS and WMS must be flexible enough for allowing frequent changes. They have to be able to evolve and improve with time. In this paper, we introduce an approach for an evolutionary OM-based WMS. It is supposed to help enterprises to get error-free, effective and efficient, IT (information technology)-enabled business processes. Key elements of the WMS are a process-oriented OM storage layer and OMIS functions which have the purpose to retain know-how that is generated permanently while running the WMS and ensures progress along a process learning curve. The OM is kept almost automatically updated since it is permanently fed with information from currently performed business processes. The tasks of the OM-based WMS are divided into three parts: increasing mastery of a company's workflows, continuous improvement of the workflow quality, and retention of professional knowledge. These tasks are interdependent. The stepwise mastery of workflows, for example, contributes to an efficiency improvement. In turn, the weakness analysis in the course of the continuous improvement process could lead to a reduction of workflow variety - simpler workflow structures result. The retention of professional and organizational knowledge is the foundation to accomplish the other tasks since it saves "the lessons learned" and ensures proceeding on the learning curve.

2 Workflow Management

The Workflow Management Coalition (WfMC), an international association of WMS producers, consultants and WMS users, defines workflow management as: "The management of processes through the execution of software whose order of execution is controlled by a computerized representation of the process" [WfMC94].

The life cycle of a workflow can be divided into different phases that usually are summarized into two blocks [MoRW96]: The workflow design phase, also called build time, and the workflow execution phase (run time). The build time contains business process analysis, business process modeling, and workflow modeling. The run time consists of workflow planning, workflow start, workflow execution and control, and workflow archiving. WMS are considered to be one of the most expanding software markets. Analysts predict an annual 47 percent growth rate for the North American and European market until 1998 [NN95]. Especially in Germany the market is booming, particularly for document-oriented systems [Yaki96]. Though the
enthusiasm in IT divisions of enterprises is given, workflow management faces currently some problems in "business reality":

Workflow Modeling Problems and Complexity. Many workflow management projects revealed that it is difficult to obtain a detailed picture of the real processes including all procedures, official and implicit rules [Herr95; Iten96; MiSC96; p. 7; Scox94]. Workflow users often state they do not recognize "their" workflow although they got involved in the modeling process by interviews. Different interpretation of terms and gaps between real acting and the information about acting are some of the reasons why organizational analyses only provide an incomplete picture of things [Gapp93]. Additionally, and according to this, business processes are often more complex than assumed [Jost96].

Lack of Flexibility. When managing business processes with the help of WMS the danger to freeze them is acute [AuBe96, p. 9]. The high costs to implement a WMS additionally hampers necessary changes. Complementary to the long-term flexibility, it is important to be able to react properly to exceptions and disturbances within a single business case. Only very few commercial systems are able to do so [Schw96]. Inflexibility and clumsiness often result from the fact that workflows are not designed modularly but consist of large, cumbersome units.

Loss of Know-how. For technology-based companies the retention and quick dissemination of know-how increasingly is an important production factor and critical success factor. However, it turned out to be problematic to collect knowledge, store it appropriately, and retrieve it to solve actual problems within workflows. Additionally, changes of all kind, especially the breaking up of grown organizational structures and the reduction of management levels in the course of business process reengineering measures may cause a loss of know-how. Retrograde steps on the learning curve result. Particularly the middle management turned out to be a key player: technical and organizational knowledge is often highly concentrated here [Fais96, p. 5].

A combination of WMS and OMIS ideas and the creation of an evolutionary, OM-based WMS should help to remedy at least some of these problems.

3 Organizational Learning and Organizational Memory

Learning organizations are characterized by actively supporting learning processes of their members and continuous self-development [PedI89]. The objective of the learning organization is to recognize and perform necessary change processes itself. Certainly, this institutionalized learning and adaptation culture assumes a "learning culture" which fosters innovations and creativity [BuSc96].

3.1 OL

"Learning organizations ... purposefully ... enhance organizational learning" [Dodg93]. "Organizational Learning (OL)" means the learning of an organization that leads to performance improvements. OL refers to gaining know-how as well as to "lessons learned" in its negative and positive sense. Klimecki states that "problem solving networks" that are aligned crosswise to hierarchies and divisions are the most important carriers of organizational learning processes. We will show that the semantics of workflows could be taken for such networks.

Argyris and Schon define OL briefly as "the detection and correction of errors" [ArSc78]. Basically, they distinguish two types of OL: "single-loop learning" and "double-loop learning". Single-loop learning is reactive and means an organization is able to fix errors. Double-loop learning exceeds this by the ability to question procedures, rules, norms, and strategies. Paper and Johnson as well as Nevis et al. emphasize that OL includes personal learning of single members of an organization but goes beyond it [NeDG95; PaJo96]. Therefore, OL is more than the sum of individual learning results [Bala97; Dodg93]. Nevertheless the question arises where learning organizations actually retain their knowledge. "... for organizational learning occur, learning agents’ discoveries, inventions, and evaluations must be embedded in organizational memory" [ArSc78].

3.2 OM

The term "Organizational Memory" is not coherently used in the literature ("there are as many perspectives on OM as authors") [Acke96]. Argyris and Schon take OM merely as a metaphor that is an aid to explain the behavior of organizations ("organizations do not literally remember"), whereas Sandelands and Stablein grant organizations cognitive capacities and consequently take OM for independent [WaUn91]. One of the most cited definition was made by Walsh and Ungson: "... organizational memory refers to stored information from an organization’s history that can be brought to bear on present decisions" [WaUn91]. This basic definition is extended by Stein: OM lead to a higher effectiveness of an organization, under some circumstances also to a lower one [Ste95].

3.3 OMIS

Whereas OM is a conceptual term, OMIS try to support this concept with information technology. It is difficult to mark off OMIS from conventional information retrieval systems, databases, and general resources like organizational handbooks [AkSt96]. The ambition to create with OMIS shared knowledge spaces that span the entire knowledge of an organization is not realistic [ScBa92]. The main problem is to interpret the stored data correctly if the knowledge domain is large. Instead, tools that support an "OM in the small" have
turned out to be useful in order to perform certain tasks in an organization more effectively [AcMa95].

4 Basic Concepts

4.1 Framework: Double-loop Learning with a WMS

WMS are usually introduced in a company in the course of a reorganization project. They are often the most important information system to put organizational innovation into action. Among others, the main task of the suggested evolutionary WMS is to serve as an instrument for supporting the redesign of business processes. Reorganization can be divided into two basic forms: a radical reengineering (revolutionary) [Dave93; HaCh93] and a continuous improvement process (CIP, evolutionary) [Harr91; Imai94]. In order to support the evolutionary reorganization approaches, a WMS must be able to grow and mature rather than to be a self-learning system.

The double-loop learning approach of Argyris and Schon [ArSc78] is taken to be the basic concept of the evolutionary overall system "WMS + organization". The WMS is an instrument for a learning process within the domain "design, configuration, and execution of business processes". Two learning cycles can be elaborated (see figure 1): an inner learning cycle where a learning by doing is performed, and an outer learning cycle which implies reflexive, observed learning - learning by supervision. Both cycles are supported by WMS functionalities. Core element is an OM storage layer with two categories of contents: In the first place, it contains historical workflows that are stored with their audit data in form of cases, secondly domain-specific knowledge about the organization, products, and technologies, e.g. an organization database that contains the organizational structure, target measures, business rules, responsibilities etc.

Primary goal of the inner learning cycle is to increasingly master the planning and execution of workflows. This works as follows: Upon their introduction, workflows are not modeled completely and in detail. Merely the rough structure and workflow building blocks are pre-designed. For each business case within this rough structure the workflow model is configured out of these building blocks and can be modified during execution (see also sections 4.2 and 6.4). This way we obtain workflows that are stored in a case base after their execution and serve as templates for new business cases.

By learning by supervision, the outer learning cycle ensures a continuous improvement of workflow planning and execution and contributes to an improvement of the basic conditions. Prerequisite is to recognize weaknesses and deficiencies. When they are identified, personnel that is responsible for the workflows or the participating employees themselves can correct the system e.g. by changing target values, business rules, and the activity network. This guarantees a closed control cycle. Additionally, the outer cycle has the function to reach strategic goals with the help of the WMS. The major part of this paper refers to the inner cycle.

![Fig. 1: Double-loop learning with an evolutionary WMS](image)

4.2 Workflow Building Blocks and Case-oriented Workflow Configuration

For complex workflow-enabled business processes the authors introduce a new approach that substitutes the conventional workflow phase model that strictly distinguishes between build and run time [MoRW96]. Complex, partly-structured workflows can barely be mapped to a few basic workflow models. On the other side, it is unrealistic to supply a complete workflow model for each special case. Firstly, not each exception can be modeled a priori, secondly, a huge number of variants would result. Therefore, there exists a notable gap between the WMS requirements "easy handling" and "standardization" on the one hand and the need to adequately map the complex business reality on the other hand. A solution for this type of problem is a modularization. We do not think of a componentware approach and take the WMS software to pieces rather than modularize the workflows itself.

For this, workflows are dismantled horizontally and vertically. Since also users themselves should modify workflows, it is necessary to use a plain meta model. Theoretical terms like frames, patterns, class hierarchies etc. appear deterrent and should not be presented to the user. A pragmatic, clear structure helps to divide workflows into "comprehensive chunks".
The following structure is suggested (see figure 3): Workflows consist of building blocks of various granularity. At the top level, workflows are divided into workflow phases. Each phase contains a sub-workflow, consisting of a network of activities. The term "phase" indicates that workflow phases should mainly be structured as a sequence. At the finest level, activities consist of elementary actions. For each type of building block there is a catalog, the items of the catalogs are either instances of building blocks used in historical workflows or generic templates. The various building blocks have to be configured suitably for each business case (see figure 4). The case-oriented workflow configuration reduces the complexity of workflow models drastically compared to closed workflow type models. The concept of case-oriented workflow configuration is supported by a prototypical workflow engine we implemented, "FLEXWARE" [WaWe97]. The basic idea for the engine was to strictly separate the "bare workflow engine" and the workflow specification data. The configuration is supported by special search and retrieval functions and a case-based reasoning component.

The suggested approach results in a modified workflow phase model that differs from the conventional one described in section 2. Business process analysis and business process modeling in their existing forms are substituted by a single analysis and modeling of the rough workflow structure and the necessary workflow building blocks. The exact design of a workflow is created when it is started — exactly specified according to the requirements of the current business case. At this point of time it can be tailored to the requirements of the current business case. Thus, the life cycle phases "workflow specification" and "workflow planning" merge to the phase "workflow configuration". The conventional separation of workflow type and single workflow instance fades away. For this reason, a modification cycle is shortened drastically and is executed at the implementation level, not at an abstract business model level. Furthermore problems, typically occurring when transforming business process models into workflow models, vanish. Nevertheless it is not possible to drop the analysis and modeling entirely, since at least "germs" for the maturing of workflows have to be present. Starting point are workflow building blocks which are held in
libraries and which can be configured freely (see figure 2). Currently, we are performing case studies with customers of our industry partner COl in order to set up "starting catalogs" which reflect typical building blocks for certain types of processes and industries.

The concepts of workflow modularization and case-oriented workflow configuration are important prerequisites for an OM-based WMS that is flexible enough to cope with the problems mentioned in section 2.

4.3 OMIS Functions to Support Workflow Management Tasks

To effectively support the tasks of an evolutionary workflow management with OMIS functions it is necessary to design the structure and contents of the OM storage layer in a process-oriented way.

One aspect of process orientation is to support forward and backward coupling of know-how, i.e. to transport know-how along a workflow in and against the flow direction [Ste93, p. 32]. Intelligent information systems that enable BPR have to support a "reallocating of knowledge" in most early business process stages [Hart96]. For the INA inquiry/proposal process - which we will present in section 6.1 - this means e.g. that an engineer (design phase) might have information from the scheduling department (cost estimation phase) about how to design a bearing in order to produce it economically.

In turn, know-how can be transported in forward direction with a workflow, e.g. it could be beneficial to send hints about technical problems along with the business case folder although it might not contribute to a workflow output directly but perhaps has an influence on the product quality. We implemented a couple of functions to support the forward and backward coupling of know-how (see section 6.4)

Besides these special know-how-coupling functions, there have to be a lot more OMIS functions which foster the processing of workflow knowledge and, in turn, assist the workflow management itself.

The tasks of workflow management can be divided into two groups:

1. Professional tasks related to single activities of a workflow
2. Workflow configuration and control tasks
Both categories have to be assigned to OMIS functions. In figure 4 possibilities to support workflow management tasks with OMIS functions are shown. We implemented most of these functions prototypically (for a description of some of these see section 6). Functions where users have to fill in information actively in order to obtain a rich and up-to-date OM are critical. At consulting companies like McKinsey & Company [Kie93; Pete92] and the audit firm Arthur Andersen & Company [Quin92], incentive systems have been implemented in order to encourage the employees to contribute to the OMIS' success. A second possibility to overcome this obstacle is to integrate functions which provide information and functions which require the user's input.

5 Implementation

5.1 Technical Architecture

The basic system we use is the document and workflow management system BusinessFlow 3.3 of our industry partner COI GmbH. It is coded in a C++-like language: OEL (Object-oriented Extensible Language), a proprietary language designed by COI [COI96]. We made two severe modifications of the system's architecture: First of all, we exchanged the workflow engine FLOWWARE against FLEXWARE. It is based on graphical description files and a database-oriented control mechanism. Secondly, we implemented a web-based user front-end, called WAX (Web-AXessed Workflow Management). For the latter we added a special HTTP server to the existing server architecture, also implemented in OEL. The server is tightly coupled with the DMS/WMS functions and is able to use the whole functionality of the basic system and FLEXWARE. Its functioning can be described like this: Each URL request to the server is transformed into a method call of the DMS/WMS. The system outputs the desired information – folders, documents, workflow status reports etc. – which the server transforms to HTML code, sometimes enriched with Java applets, and returns it to the browser. Therefore, the major part of the original client functionality of BusinessFlow and all of the OMIS functions could be mapped to a WWW browser. Each WMS user receives a start URL leading him to the login page. According to his permissions, e.g. the right to change workflow models, specific functionality is offered to him.

For displaying certain graphical information like activity networks and business charts we implemented Java applets. These and other graphics are provided by a second server, the freeware HTTP server Apache.

5.2 Logical Architecture

In principle, our system consists of three logical layers: the storage layer, the service layer, and the user interface. Each component within the layers is described in the following sections. The architecture is quite similar to most of the client/server-type information systems.

5.2.1 Storage Layer

The storage layer includes several databases and file systems which can be clustered into three categories. The workflow storage contains a workflow case base where completed workflows are stored. Each case consists of extended feature vectors which are used for a similarity search of workflows, stories and remarks about the workflow. Additionally links to a description file that contains the graphical representation of the workflow and its process logic is provided. Furthermore, audit data like cycle times, processing times, and costs which are logged are part of the workflow memory. Beyond this episodic knowledge, the workflow memory holds the building block catalogs (workflows, sub-workflows, activities, checklists, application system calls) and a "general knowledge database" where the product groups of INA, the different kinds of engineering applications, the market areas, and the responsibilities are stored. A rule base is used to decide for what combination of these attributes of a business case which organizational unit should perform which activity within workflows. The organizational storage mainly holds the organization database (roles, rights, units, and positions) and a bunch of "organizational documents" like ISO 9000 handbooks. The technical storage consists of databases that belong to KODAS (a mechanical design database), MEDIAS (an electronic product catalog), and TADDY (Technical Application Documentation and Description System) as well as all kinds of technical documents like drawings, norms, and calculation sheets that are stored in the DMS.

5.2.2 Service layer

The service layer components are either directly related to storage layer components like KODAS and MEDIAS or serve for different storage elements like the HTTP server. Some types of application systems are clearly INA-specific or at least typical for an engineering environment. The service layer can be divided into three basic sections: The control/basic services, the information services, and the communication services.

Document server, update server, the database server, the short message, and electronic mail mechanism are components which are part of BusinessFlow. KODAS and MEDIAS are systems we integrated into our prototype. All the other components have been implemented in our project and added to the prototype. ExperienceFlow is a case-based reasoning (CBR) application that is used for workflow planning. TADDY is a know-how database for engineering solutions. Each TADDY document folder contains problem descriptions, problem solutions, and the related drawings. The discussion forum WIBIS (Workflow Issue-based Information System) serves as a communication platform to discuss technical and organizational problems.

The user interface is explained in the next section with the help of an example workflow.
6 Usage of WorkBrain in the INA-Inquiry/Proposal Process

The OMIS user interface components are part of WAX. With WAX we made almost all "regular" workflow client functions available in a WWW browser. We are able to: model and configure workflows, monitor workflows, provide to-do lists, show workflow document folders, edit and upload documents, and offer application systems that should be used for certain activities.

It seems to be natural to use a WWW browser as the user interface for all OMIS functions, too. It integrates all kinds of application systems inside and outside a company homogeneously, elegantly, and at little costs. This closeness and homogeneity of information and the possibility to connect informational chunks to stories enforce the imagination of the user to navigate through a unified knowledge space. Some authors speak of the WWW as global brain [MaBa94]. It is transparent for the user where the information comes from.

Our system has – of course – a smaller focus. However, since the multiple relationships and links between all the information categories resemble kind of a system of neurons and synapses we called the OMIS part of our prototype "WorkBrain". We tried to visualize the information network in form of a "knowledge map" which is clickable. Each icon symbolizes an information category. The notion of a "workflow" defines the semantics of the network.

One element of the user interface is the "control panel" of WorkBrain. It provides access to all parts of the storage layer components except the technical application systems and databases. Extended search and retrieval functions are given.

6.1 Process Example

In order to illustrate the concept and the system functionality we consider the inquiry/proposal process for special bearings of our industry partner, INA Wälzlager Schaeffler KG in Herzogenaurach. INA produces roller bearings, motor elements, and linear-guidance systems for car manufacturers and the machine tool industry. Standardized catalog bearings as well as customer-specific bearings are produced. The set up of a proposal for a customer-specific bearing is organized in the process phases depicted in figure 5 details of the process are described in [MoRW96].

The inquiry/proposal process has a long cycle time and passes through several hierarchy levels of INA. It consists of well- and poorly-structured process parts. This spread is challenging for a WMS designer. The processing of inquiries needs a lot of know-how. The involved employees are mostly highly-qualified specialists with long-term experience. The high specialization results in a strongly functional orientation and a ramified organizational structure. The process costs for completing a proposal are about US-$ 3,000. According to habits in the machine tool industry, these costs are not billed. The process is important because special bearings often become catalog bearings and special system solutions that are generated within the process are used as competitive weapons. The process leads to innovation, and the developments launched by the customer ensure that INA stays close to market needs. Even though the catalog business has a higher revenue, the special bearings are of importance because a lot of customers want to get all bearings they need from a single source. The complexity of the process can simply be shown by some figures: About 700 people and 300 organizational units can be involved in inquiry/proposal processes. There are more than 100 elementary actions that have to be performed. The cycle time is 55 days on average whereas one business case can include up to one hundred documents. 2,000 inquiries have to be processed per year.

The next section describes the WMS functions of WorkBrain. We take the modified workflow life cycle phases to structure the description.

6.2 Design of Workflow Building Blocks

The first phase in the modified workflow life cycle is the design of building blocks. Reference process models or reference function models which mirror the characteristics of an industry seem to be a promising starting point for setting up building blocks [MoRJ94]. The first one – the process reference model – faces the
The authors suggest the already explained function reference model - does not provide any process logic. The second one - the needed to design work flows is too poor) or it is too specific (then what is left over after an adaptation to the own situation tends to zero). The second problem to be either too abstract (then the information needed to design workflows is too poor) or it is too specific (then what is left over after an adaptation to the own situation tends to zero). The second one - the function reference model - does not provide any process logic. The authors suggest the already explained approach of reference building blocks to overcome these problems: Process logic can be provided at the desired level (workflow or phase level) and the building blocks can be continuously shifted between the abstract and the concrete level. The building blocks stem from three sources:

- a sample library containing real case studies of our workflow project of our industry partner COI,
- a template library which contains generalized elements from the case studies,
- and an enterprise-specific database which consists of parts of the sample database and the case study databases, both modified according to the INA process requirements.

The only library that is released to be modified is the enterprise-specific library. It contains building block templates for the INA inquiry/proposal process and instances (the workflow case base). This library is evolving with time and can be adjusted continuously. New building block variants can easily be created by copying and changing existing ones. Figure 6 shows how a variant of an activity is created. The father-son relationships of building blocks are stored in order to be able to trace its evolution. Each building block can have the status "active", "obsolete", or "planned". Due to the outer learning cycle presented in section 4.1 it is necessary to align the building blocks with higher level business tactics and strategies. It is a future task of our work to systematize the realization of strategic goals at the operative workflow level while simultaneously reacting to the recognized weaknesses of the current workflows and external influences.

6.3 Workflow Configuration

The start phase of a workflow instance is split up into three parts: the workflow triggering, the automated workflow pre-configuration, and the manual fine configuration. An inquiry/proposal process is triggered by an inquiry a customer or a field service employee posts. In WAX both groups have dedicated access to special forms where they can fill in data like the customer name, the desired product category, the application of the product etc. By sending this HTML form to the WAX server a workflow folder is created, automatically pre-configured, and the workflow is started and routed to the first person handling the workflow. The pre-configuration already uses know-how saved in the OMIS storage: Depending on a set of parameters, a default template workflow is combined of building blocks according to business rules found in a pre-configuration rule table. The desired proposal date, e.g., is decisive for the "length" of the workflow: If this date is closer than ten days to the present date then in the workflow phase "cost estimation" a special sub-workflow is assigned (a shortened estimation procedure that drops the detailed handling of the expected manufacturing costs at the involved plants). Additionally to the regular role mechanisms, we implemented case-dependent roles that may override default roles subject to certain parameter constellations. Parameters are the customer size, the customer region, the industry, the product category, and the application category. Figure 7 shows the role "abt_leiter_antr" which is chosen if the customer is large, located in South/West Germany, the product type is "Axial-Nadelkranz", the application is "Fahrwerk", and the industry is "Personenfahrzeuge". If this combination is valid for a workflow, the role is taken for every activity having the default role "angestellt_ott".

The first employee dealing with the workflow is the "workflow planner", a person who can be seen as the counterpart of the classical "work scheduler" for manufacturing operations. He takes a look at the specification of the pre-configured workflow and makes changes if necessary. The first thing he has to do is to search workflow cases which might be logical predecessors of the current case. For instance, an order by a customer is related to an offer he received from INA several months ago. At INA people think very much in "business cases". They even sometimes remember the arbitrarily chosen project numbers of past inquiries, the so-called "F-number". Old business cases and their related engineering solutions are often been taken to solve actual problems. To use existing process know-how for his changes, the workflow planner has two possibilities: He can regularly search the workflow case base or use a CBR component. The result of the case search is the complete specification of (one or more) historical workflows. Suitable building blocks of this specification can be reused by copying, pasting, and adapting it to the current business case. Figure 8 shows the search mask for historical workflows.
Much of the organizational knowledge is implied in the activities, that are performed in a company, and their relationship to each other (the workflow phases). In WorkBrain, all workflow activities can be searched and browsed. Since it is important to get a visual impression of a workflow we implemented a Java applet that illustrates the activity network. We use different layers to visualize the workflow structure. At the top level, each rectangle represents a workflow phase that contains a sub-workflow. With a mouse click on the phases, the underlying sub-workflow pops up in a different window.

The part *organization memory* of the WorkBrain control panel provides access to an organizational database. The database can be browsed entirely. Each relation between information categories is represented by hyperlinks. For a role, e.g., the corresponding users, activities, and rights are hyperlinked. For the workflow planner it is easy to get an overview of the multiple relationships in the organization and manually change activity-role-assignments if necessary.

The second possibility for the workflow planner to access workflow knowledge is the CBR component that is coupled via DDE (dynamic data exchange). It uses flat feature vectors to find workflow cases. Different similarity measures can be chosen. Results of a CBR search are past workflows. The process logic, the graphical description file, the documents, and the plan data can be taken to configure a new workflow or to just take a look at the solutions and copy the drawings, business data etc. Accordingly, sub-workflows and activities can be found and reused as building blocks in a similar manner. After the termination of a workflow, it is completely stored with all related information. Figure 9 shows the CBR search window of the workflow phase case base and the result list. A detailed description of the similarity measures and the implementation of the CBR component can be found in [Oed97].
6.4 Workflow Execution and Control

After the workflow planner terminated the workflow fine configuration, he saves it and the actual processing of the inquiry starts. The workflow folder is passed from employee to employee and is gradually filled up with documents like drawings, calculation sheets, forms, price lists, and finally the proposal letter to the customer. Due to the process's complexity and its creative nature, it must be able to change the workflow design "on-the-fly". Every user who has the right to change workflow specifications can redesign the workflow with the graphical editor and save the modified version in the engine's database. Changes can be made for all future activities and their relationships to each other. All past activities are blocked.

The rights for workflow modification are coupled with the regular rights-role administration. It is reasonable to keep the number of employees who are allowed and able to modify workflows as large as possible since disturbances and suddenly occurring needs to change the workflow structure can appear at every state of the business case. If someone else than the affected employee has to be involved in order to change the workflow, the advantage of "on-the-fly" changes is lost. On the other side, it is desirable to keep the number of workflow variants as small as possible. Therefore, only certain people should have the possibility to declare workflow instances to be generic workflow templates. Furthermore, the top level workflow that connects the workflow phases should be "stable", i.e. not be changed for a period of time longer than one or two orders of magnitude of a single workflow's cycle time.

Each activity that has to be performed appears in the to-do lists of all users who possess the related role. If a user chooses an activity with a mouse-click, the activity disappears from all other to-do lists. A new browser window with the "to-do mask" pops up containing the workflow folder with all documents, some workflow data, and the trigger button of application systems which support the execution of the activity, e.g. TADDY. Additionally, checklists are available which have the purpose to guide the employee when performing complex activities like the technical assessment of an inquiry and also in order to document what has been done. The items of the checklists can be connected via hyperlinks with documents like ISO9000 instructions or explanations. The results of the work done with the application systems can be transferred to the workflow folder. When the activity is completed, the user closes the to-do mask and the workflow is continued. Figure 10 shows the principle of the workflow processing.
6.5 Knowledge Transfer

In order to transfer knowledge between organizational members in general and to couple know-how forwards and backwards within a business process, several mechanisms and components have been implemented:

- The storage of interdependencies between workflows is established. One of the reproaches against process orientation is that business processes are "cuts through an enterprise's body" and do not consider the relationships orthogonal to these cuts [Mert96]. We are at least able to retain the relation of subsequent processes (see section 6.3).

- The cross-sectional transfer of know-how is supported by a special "know-how counting function". Each time a user performs a workflow activity the counter increases by one. Thereby, it is possible to find out who is experienced in certain activities. Figure 11 shows the know-how table of Samsa Gregor. Especially in a know-how-oriented enterprise like INA with a high degree of specialization, it is advantageous for a workflow planner to assign the right person to perform a task. Of course, people often simply know who has special skills for a certain task, but sometimes this is not the case and a know-how bearer storage is an aid.

- One of the most important design elements of the system is the hypermedia user interface. It allows to present the context of formerly isolated workflow information according to the philosophy: "everything is a link".

- A similar effect is accomplished by the possibility to retrieve workflows via document searches. Especially checklists which store also "soft information" like episodes, problems, etc. contribute to making procedural and technical knowledge available – detached from the strict time-logic structure of processes.

- Automated storage of knowledge along with the audited activities is just one part of the management of OM. The other element is communication that generates and distributes knowledge. The discussion forum "WIBIS" (Workflow Issue-based Information System) is based on the idea of issue-based information systems (IBIS). With this forum, it is possible to assign certain topics to roles and
activities. The roles automatically receive all new messages in WIBIS. Therefore, the discussion of problems can be proliferated in both directions (future and past of a workflow state) within a business process since e.g. certain roles are only "active" in confined workflow phases. The role bearer are actively notified about issues exceeding these limits. Discussion topics can be generated about business case problems (technical or commercial) or workflow management itself. WIBIS can be "started" anytime. It provides functionality to place statements and add pros and cons or examples to them (see figure 12). It is also able to set hyperlinks to certain topics or statements that point to electronic documents (filed anywhere, e.g. workflow folders of the WMS or external WWW documents) that are of some interest for the topic.

7 Summary and Next Steps

The proposed concept addressed the problems of WMS and OMIS described in chapter 2. The difficulties of both systems can be remedied by combining the underlying ideas and designing an integrated system with common functions - an OM-based evolutionary workflow system. It represents an OM in the small with the specific task to support the planning, control, and execution of complex industrial core business processes. Double-loop learning is supported by the concepts "case-oriented workflow configuration" and "hybrid workflow management", a process-oriented OM storage structure, and special OMIS functions. Procedural and professional know-how is retained workflow-aptly in the OM. The extension of a WMS to an OMIS appears promising since daily work practice and know-how management are integrated. The main focus of the implementation was to integrate the OMIS functions into the working environment of the employees and to create an "easy-to-use" interface that presents information and functions contextually.

There are still deficiencies concerning the outer learning cycles. Work has to be done to systematize the workflow evaluation, the implementation of improvement measures, and the related OM maintenance. Also a framework for breaking down strategic goals to the workflow level is still not available.

We currently perform case studies investigating further complex project-like business processes like the inquiry/proposal process at INA. The results will be used to fine-tune the WMS prototype and to implement further process examples and to create a workflow component library that can be used as a starting point for the workflow evolution process when implementing WMS in companies.

Parts of the concepts and solutions of our prototype are transferred to the running workflow system at INA and to the WMS products of COI e.g. the FLEXWARE approach is used for the workflow engine of the next release of BusinessFlow.
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1 Einführung


1.1 Zielsetzungen

In dieser Arbeit wollen wir einige Möglichkeiten für den Einsatz fallbasiertem Verfahren (engl. case-based reasoning, CBR) in drei unterschiedlichen Bereichen des Customer Supports aufzeigen. Im einzelnen wollen wir hier betrachten:

- CBR im Help-Desk
- CBR im Customer Support
- CBR beim (End-)Kunden

Dazu beschreiben wir zunächst kurz das Einsatzumfeld und die zu lösende Problemstellung, geben dann einige Fallstudien in Form von bereits kommerziell realisierten Systemen an und zeigen am Ende die Vorteile eines fallbasierten Ansatzes im entsprechenden Bereich auf. Die Arbeit endet mit einer abschließenden Bewertung der beschriebenen Ansätze.

2 CBR im Help-Desk


2.1 Problembeschreibung

von der Dezentralisierung und der damit verbundenen Unabhängigkeit von der traditionellen EDV hat sich für viele Unternehmen inzwischen jedoch zu einem Alptraum im Bereich des Anwendersupports entwickelt. Die Komplexität der Produkte wächst ständig, die Einsatzdauer wird kürzer und die Schere zwischen Experten und Anwendern wird trotz aller Anstrengungen größer statt geringer. Wurde anfangs - in Eigeninitiative auf Abteilungsebene - auf die dort vorhandenen „Computerspezialisten“ zurückgegriffen, so sind inzwischen zentrale Anlaufstellen, sog. Help-Desks (oft auch Hotline genannt) [Schr93], für ge- nervte Computeranwender Standard in vielen Unternehmen. Die Aufgaben eines IT-Help-Desks sind dabei so vielfältig wie die eingesetzte Hard- und Software. Aus der Sicht der Anwender ist die Aufgabenbeschreibung eines IT-Help-Desks sehr schlicht: „Alles das in Ordnung bringen, was nicht richtig funktioniert.“

2.2 Einsatzbereich

2.3 Fallstudien
In diesem Abschnitt wollen wir die folgenden Fallstudien vorstellen:
- Externes IT-Help Desk: Compaq SMART
- Internes IT-Help Desk: Roche IAIS
- Unterstützung von Experten: Sommerfield CBRX
- Unterstützung vor Ort: Sainsbury SHINE
- Weltweite Software-Hotline: Dun & Breadstreet INSIGHT

2.3.1 Externes Help-Desk

Compaq - SMART
um 30% reduziert, 87% der Anrufer konnte bereits beim ersten Anruf geholfen und 95% der Kundenanfragen innerhalb eines Zeitraumes von 10 Minuten gelöst werden.

### 2.3.2 Internes Help-Desk


**Roche - IAIS**


### 2.3.3 IT-Experten


**Sommerfield - CBRX**


### 2.3.4 Unterstützung vor Ort

ARGOS


Sainsbury - SHINE

Eine vergleichbare Lösung mit dem Namen SHINE (Self Help IN-store Expert) ist inzwischen auch in den Märkten der Supermarktkette Sainsbury (ebenfalls Großbritannien) im Einsatz. Im zentralen Help-Desk des Unternehmens werden zur Zeit etwa 1400 Anfragen pro Tag beantwortet. Mit der Einführung von SHINE soll diese Zahl um etwa 30% gesenkt werden.

2.3.5 Softwarehotline


D & B Software - INSIGHT


2.4 Bewertung

Die hier aufgeführten Fallstudien beschränken sich zwar auf den Bereich des IT-Help-Desks, die entsprechenden Ergebnisse lassen sich jedoch auf nahezu jedes Helpdesk, insbesondere auch auf den gesamten technischen Support übertragen [KrBa93]. Die zahlreichen Beispiele von Systemen im täglichen Routineeinsatz belegen auch, daß sich das fallbasierte Schließen in der Praxis bereits als eine brauchbare Technologie zur Unterstützung von Mitarbeitern im Helpdesk erwiesen hat. Aus der Sicht der Anwender dieser Technologie ist dies nach unserer Meinung auf die folgenden Vorteile eines solchen Ansatzes zurückzuführen:

- Der nötige Aufwand zur Bearbeitung einer Kundenanfrage sinkt.
- Ein großer Anteil der Anfragen ist bereits beim ersten Anruf des Kunden lösbar.
- Neues Problemlöswissen wird dokumentiert und kann leicht an alle Mitarbeiter weitergegeben werden.
- Die Einarbeitung neuer Mitarbeiter wird wesentlich erleichtert.
- Fallbasierte Lösungen können mit geringerem Aufwand entwickelt werden.
- Entsprechende Werkzeuge sind seit längerem kommerziell verfügbar.
- Die Projektkosten amortisieren sich meist in weniger als einem Jahr.

Nahezu die gesamte heute verfügbare Helpdesk Software verfügt daher bereits über einen fallbasierten Ansatz zur Problemlösung oder bietet zumindest Schnittstellen zu den kommerziell verfügbaren Lösungen an. Aus der Sicht der Entwickler fallbasierter Systeme zeichnet sich der Anwendungsbereich Help-Desk durch die folgenden Vorteile aus:

- Viele Probleme im Bereich des Help-Desks lassen sich relativ einfach lösen.
Die Erstellung einer entsprechenden Fallbasis ist daher verhältnismäßig einfach zu realisieren.

- Die Symptome der Anwenderprobleme lassen sich zumeist sehr gut am Telefon erfragen und in das System eingeben.
- Die von einem fallbasierten System geführte Suche nach Problemlösungen eignet sich besonders für die im Gegenstandsbereich u.U. noch relativ unfahrenden Anwender des First-Level Support.

Als ein wichtiges Ergebnis dieses Abschnittes kann daher festgehalten werden, daß fallbasierter Schließen ein inzwischen allgemein akzeptierter und kommerziell erfolgreicher Standard zur Problemlösung im Bereich der computerunterstützten HelpDesk-Anwendungen ist [Simo92].

3 CBR im Customer-Support


3.1 Problembeschreibung


3.2 Einsatzziel


3.3 Fallstudien

Im folgenden sollen einige Fallstudien aus verschiedenen Bereichen des Customer Supports angegebenen werden, die dies belegen können:
- Business-Cases im Call-Center: London Electricity & Southern Electric
- After-Sales Management: Nokia - ASMS
- On-Line Troubleshooting: Reuters - Calls
- Produktinformation: Black & Decker

3.3.1 Call-Center

Der große Bereich der telefonischen Kommunikation mit dem Kunden wird inzwischen in vielen Unternehmen in sog. Call-Centern zentralisiert abgewickelt. Beispiele hierfür sind, neben den bereits im vergangenen Abschnitt erwähnten Help-Desks, die Bestellannahme, die Fahrplanauskunft, die Info-Hotline oder auch der Bereich des Tele-Banking. Dient ein Call-Center nur ei-
nem bestimmten Zweck, wie beispielsweise der Aufnahme von Adressen bei einem Preisausschreiben, so sind die entsprechenden Vorgänge und die notwendigen Informationen noch relativ einfach zu durchschauen. Sind jedoch viele unterschiedliche und zum Teil komplexe Vorgänge zu bearbeiten oder ändert sich die Informationslage häufig, so muß die Qualität des Customer-Supports durch eine entsprechende Qualifikation der Mitarbeiter bzw. durch eine geeignete Koordination des Informationsaustausches gesichert werden. Genau in diesem Bereich können fallbasierte Ansätze Impulse bei der Organisation und der Automatisierung des Call-Center Betriebes geben.

London Electricity

Southern Electric
Ein mit der Lösung bei London Electricity vergleichbares fallbasiertes System, genannt PHAROS, wurde inzwischen auch bei Southern Electric, für die 500 Mitarbeiter im dortigen Call Center in Betrieb genommen. Sie bearbeiten mit PHAROS die telefonischen Anfragen der über 2,5 Millionen Kunden des Unternehmens in Großbritannien.

3.3.2 After-Sales Management

NOKIA - ASMS

3.3.3 On-Line-Fehlerdiagnose
Die Nachrichtenagentur Reuters betreibt ein umfangreiches, weltweites Netzwerk zur Verteilung der Ware Nachricht an ihre Kunden. Die Stabilität und Verfügbarkeit des Netzes ist daher einer der kritischen Faktoren im Geschäft von Reuters. Aus diesem Grunde betreibt Reuters weltweit zahlreiche Customer-Support Centren an die die entsprechenden Ausfälle im Netz-
werk gemeldet werden. Die dort eingelegten Maßnahmen bestehen im wesentlichen im Umleiten der Verbindungen auf alternative Routen, seltener in der Bereitstellung von entsprechenden Servicetechnikern, die aufgetretene Fehler vor Ort beheben.

**Reuters - CALLS**


### 3.3.4 Produktinformation


**Black & Decker**


### 3.4 Bewertung

Im Bereich des Customer-Supports sind zahlreiche, zum Teil sehr unterschiedliche Aufgaben zu bewältigen. In den hier angegebenen Fallstudien konnte daher nur ein geringer Teil dieser Aufgabenbereiche aufgegriffen werden. Allen Aufgaben im Customer-Support ist aber gemein, daß ausgehend von den im allgemeinen sehr unspezifischen und unvollständigen Informationen einer Kundenanfrage auf eine konkrete Antwort oder Aktion geschlossen werden muß, wobei sich zudem der Inhalt und die Art der Anfragen häufig wiederholt und daher ausreichende Erfahrung im Gegenstandsgebiet das wichtigste Kapital eines Mitarbeiters in diesem Bereich darstellt. Fallbasierte Ansätze sind daher eine geeignete Technologie um die vielfältigen Aufgaben im Customer-Support durch eine geeignete Softwaretechnologie zu unterstützen [BaMo92]. Für den Anwender ergeben sich dabei die folgenden Vorteile:

- Der Aufwand zur Bearbeitung von Anfragen sinkt, mit gleichbleibendem Personal kann so ein größeres Anfragevolumen bearbeitet werden.
- Eine effiziente und vor allem konsistente Beantwortung der entsprechenden Kundenanfrage wird ermöglicht.
Die Qualität des Supports ist weitgehend unabhängig vom Mitarbeiter, d.h. die Einhaltung eines einheitlichen und gleichbleibenden Servicestandards wird möglich.

Änderungen in den zu bearbeitenden Vorgängen bzw. in den zugrundeliegenden Informationen sind relativ einfach zu realisieren.

Als Anwendungsbereich für fallbasierte Systeme ist der Bereich des Customer-Supports, bedingt durch die Vielfältigkeit der zu bearbeitenden Aufgabengebiete für Entwickler und Forscher auf dem Gebiet des fallbasierten Schließen sehr attraktiv.

4 CBR beim Endkunden


4.1 Problembeschreibung


4.2 Fallstudien


- Call -Avoidance: Compaq - QuickSolve
- Knowledge-Publishing: IBM - AskPSP
- Embedded Systems: Microsoft Windows
- CBR On-Line: Inference WWW-Server

4.2.1 Call-Avoidance


Compaq-QuickSolve


4.2.2 Knowledge-Publishing


ServiceWare - KnowledgePaks


IBM - AskPSP


4.2.3 Embedded Systems

Einen Schritt weiter als IBM mit AskPSP ist inzwischen der Softwarehersteller Microsoft. In zukünftigen Versionen von Microsoft Produkten soll eine auf Fallbeispiel basierende Unterstützung von Anwendern integriert werden.

**High-Tech Produkte**


Der Embedded Systems Markt ist daher ein ebenfalls sehr wichtiges Anwendungsgebiet für fallbasierte Systeme. Obwohl wir hierzu im Augenblick noch keine konkrete Fallstudie angeben können, sind entsprechende Anwendungen bereits in der Planungsphase.

**4.2.4 CBR On-Line**


**4.3 Bewertung**

Die großflächige Verbreitung fallbasiertes Systeme an Händler, Servicetechniker und Endkunden ist die logische Fortsetzung der in den ersten beiden Abschnitten beschriebenen Einsatzszenarien fallbasiertes Systeme im Customer-Support. Entsprechende Ansätze sind dabei im wesentlichen durch den steigenden Kostendruck oder durch den Zwang zur Aktualität der zur Verfügung gestellten Informationen motiviert. Werden bereits entsprechende fallbasierte Anwendungen im Customer-Support eingestellt, so können die entsprechenden Fallbasen mit
geringem zusätzlichen Aufwand auch an Kunden ausgeliefert werden.

5 Abschließende Bewertung

Aus der Sicht der Entwickler und Forscher auf dem Gebiet ist fallbasiertes Schließen eine geeignete Problemlösestrategie in Bereichen

- in denen zwar Wissen über wesentliche Hintergründe und Zusammenhänge, aber kein vollständiges Modell vorhanden ist,
- in denen ähnliche Situationen immer wieder vorkommen und in denen die Erfahrung aus früheren Situationen hilft, das aktuelle Problem besser zu lösen.

Beide Eigenschaften sind typisch für diejenigen Anwendungsgebiete, in denen Erfahrung eine mindestens genauso entscheidende Rolle wie theoretisches Wissen spielt [Wess95]. Untersucht man unter diesem Blickwinkel den weiten Bereich des Customer-Supports, so ist dieser ein nahezu idealer Einsatzbereich für fallbasierte Anwendungen. Betrachten wir zusätzlich noch die folgenden Punkte, so wird auch der kommerzielle Erfolg dieser Technologie verständlich:

- Fallbeispiele sind intuitiv sinnvolle und gut handhabbare Einheiten. Die meisten Probleme im Customer-Support lassen sich als eine Suche nach entsprechenden Fallbeispielen formulieren.
- Das Prinzip des fallbasierten Schließens ist relativ einfach zu verstehen und an die Mitarbeiter zu vermitteln. Die vom System geführte Suche nach Problemlösungen hat sich auch für unerfahrene Anwender als sehr gut handhabbar erwiesen.
- Fallbasierte Systeme lassen sich relativ einfach entwickeln und warten. Der Wissenserwerb ist zudem im Bereich des Customer-Supports i.a. meist unproblematisch und damit sehr effizient möglich. Die Verfügbarkeit von kommerziellen Werkzeugen beschleunigt den Entwicklungsprozeß erheblich.
- Die Zahl der zur erfolgreichen Problemlösung notwendigen Fallbeispiele sind zumeist beschränkt. Für einige Bereiche gibt es gegenwärtig bereits Fallbasen käuflich zu erwerben oder diese werden vom Hersteller bereits mitgeliefert.
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