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Object-centered formalisms for domain modeling play an important role both in knowledge representation (KR) and in the database (DB) area. Nevertheless, there has been little cross-fertilization between the two areas. Research in databases was mostly concerned with handling large amounts of data that are represented in a rather inexpressive formalism, whereas KR concentrated on intensional inferences in relatively small knowledge bases. However, many of today’s problems demand sophisticated reasoning on complex and large-scale objects. The workshop is intended to bring together researchers from both areas to continue the discussion about the problems and applications of a combination of KR and DB techniques, which was initiated at the predecessor workshop KRDB-94, and to identify new such questions and solutions.

For the following (non-exclusive) list of questions, such a combination seems to be most promising:

- **KR formalisms as schema languages in DB**: Is it possible to specify realistic DBs this way? Can the inference mechanisms from KR support the schema design?
- **Distributed information sources**: How can one describe their interaction in a changing environment?
- **Advanced query processing**: How can schema knowledge be utilized for query optimization? How can it be used to generate intensional answers?

The first session is devoted to extensions of knowledge representation by database techniques. Bresciani describes an architecture that combines a KR system based on description logic and a relational DBMS by so-called close coupling. The amalgamated system presents itself like a KR system. Some parts of the class taxonomy reside in a database, however. In order to comply with the semantics of the KR system, only a fragment of the possible queries are allowed for retrieving objects from the database part. James, Gatward, and Shipley present an extension of the very expressive KR language CPL (conceptual prototyping language) by a language for describing object-oriented schemas in order to combine the management and processing of routine data with the reflection and utilization of knowledge. Lebastard proposes to define an object-oriented DBMS on top of a relational DBMS. Thus the user can choose the object model to be handled and has access to arbitrary relational databases. Reimer, Lippuner, Norrie, and Rys describe a formal mapping of DL inferences to queries of the OODB system COCOON. This extends the mapping of concept descriptions to class descriptions presented at KRDB-94.

The topic of the second session is the extension of databases by knowledge representation techniques. Kessel, Rousselot, Schlick, and Stern intend to combine a description logic system and a DBMS, motivated by their applications in the areas CAD and document retrieval, in which the ability to manage huge amounts of data is crucial. Simonet and Simonet present the P-type data model and show that it is closely related to description logics. The goal of their work is to transfer reasoning techniques developed for description logics, like subsumption algorithms, to P-types. Calvanese, De Giacomo, and Lenzerini introduce a new and very expressive data model for describing classes, views and links. Reasoning in this model is based on techniques, developed by the authors, for reasoning in expressive description logics allowing for, e.g., number restrictions, inverse roles, and recursive definitions. Nissen and Zemanek describe the successful usage of the KR system ConceptBase for modeling business processes and for requirements engineering. The cooperation that resulted in this work was initiated at KRDB-94.

The third session is concerned with Queries. Bergamaschi, Sartori, and Vincini propose the use of reasoning techniques from KR (subsumption computation) for computing intensional answers to DB queries by taking integrity constraints and the DB schema into account. Savnik, Tari, and Mohoric propose a language that allows to manipulate and reason about the schema of a database, and to express declarative queries. Schild investigates the use of expressive description logics as database query languages. He presents a language that allows one to formulate queries that are beyond the expressivity of relational query languages, but can still be efficiently evaluated. He achieves tractability for his expressive language by exchanging the “open world” assumption usually employed in description logics by the “closed world” assumption customary in the DB area.

The three papers of the last session investigate the KR and DB issues from the viewpoint of interoperable systems. Boudjlida observes that complex objects play a significant role in the engineering of interoperable systems. KR-based reasoning as well as reflexivity are proposed to aid development. Edmond, Papazoglou, Russell, and Tari package conventional database systems via complex objects to provide a more flexible access. Here, reflection is used to represent information about the databases to application systems. Kusch and Saake investigate methods for partitioning complex objects in a distributed information system environment, with the goal of preserving local autonomy. Partitioning is expressed in terms of a formal specification language.
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Querying Databases from Description Logics

Paolo Bresciani
IRST, I-38050 Trento Povo, TN, Italy
bresciani@irst.itc.it

Abstract
Two different aspects of data management are addressed by description logics (DL) and databases (DB): the semantic organization of data and powerful reasoning services (by DL) and their efficient management and access (by DB). It is recently emerging that experiences from both DL and DB should profitably cross-fertilize each other, and a great interest is rising about this topic.

In the present paper our technique, that allows uniform access - by means of a DL-based query language - to information distributed over knowledge bases and databases, is briefly reviewed. Our extended paradigm integrates the separately existing retrieving functions of description logics management systems (DLMS) and of database management systems (DBMS) in order to allow, via a query language grounded on a DL-based schema knowledge, uniformly formulating and answering queries, so that uniform retrieval from mixed knowledge/data bases is possible.

In particular, some new developments extending those presented in [Bresciani, 1994] are introduced. By means of them the mapping between DL concepts and DB views is not more limited to primitive concepts, but also to some non-primitively defined ones.

1 Introduction
The main difference between knowledge representation (KR) and database (DB) systems is that the latter are oriented to the efficient management of large amount of data while the former seek to give a more structured representation of the universe of discourse in which data are placed. More precisely, in a KR system the universe of discourse is described by means of a collection of terms - or concepts - that are placed into a taxonomy. The capability of classifying concepts to form taxonomies is given by an appropriate calculus, whose first goal is to provide a subsumption algorithm. Concept Languages together with appropriate subsumption calculi are called Description Logics (DL). Databases, instead, are suited to manage data efficiently, with little concern about their dimension, but their formalism for organizing them in a structured way is quite absent, as well as the capability to infer new information from the existing ones. Thus, two different aspects of data management are addressed by description logics management systems (DLMS) and by database management systems (DBMS): the semantic organization of data (by DLMS), and their efficient management and access (by DBMS).

The importance of KR has been regarded as fundamental for the construction of good Intelligent Information Systems for more than ten years (see, e.g., [Tou et al., 1982]), but only recently the theoretical foundations of a DL approach to DB have been established [Buchheit et al., 1994].

From another point of view, KR-based applications and, more generally, AI-based applications can be widely enhanced by AI/DB interfaces [Pastor et al., 1992; McKay et al., 1990].

In particular, for the task of implementing DL-based applications, several reasons can be argued in favor of the use of external DB:

- because, in realistic applications, knowledge bases (KB) not only can be complex, but can also involve a large number of individuals, that are difficult - when not impossible - to manage with the existing DLMS ABoxes, due to their lack of efficiency in dealing with large amounts of data, often it is better to manage large portions of data by means of a DBMS;

- as [Borgida and Brachman, 1993] mentions, KB based on DL are often used in applications where they need access to large amounts of data stored in already existing databases;

- as observed in [Bresciani, 1994; Bresciani, 1992], the task of acquiring knowledge for a real knowledge based application often includes a great amount of raw data collecting; for this subtask instead of using an ABox often it is better to use databases.

In particular we faced these problems when we were developing a large natural language system prototype [Bresciani, 1992], whose domain and linguistic model were represented using LOOM [MacGregor, 1991]. A first implementation of the ideas here presented is currently used in an enhanced version of this prototype, capable of dealing with thousands of individuals.
In such applications it is very important that the
database can be queried from the DLMS in a way that
completely transparent to the user. This call for a
semantically well founded linking between the DL
knowledge base and the database. This can be obtained
by coupling DLMS and DBMS [Borgida and
Brachman, 1993]: primitive concepts and relations
in a KB are made to correspond respectively to
unary and binary tables in a DB. In [Borgida and
Brachman, 1993] two possible way to couple DLMS
and DBMS are proposed:

- **loose coupling**, that requires a pre-loading of the
data from the DB into the KB;
- **tight coupling**, that implements a *on demand*
access to the DB;

but in the system there presented only the loose
coupling paradigm is implemented [Devanbu, 1993;
Borgida and Brachman, 1993].

Instead, our system is based on tight coupling,
allowing the following advantages:

- complex compound conjunctive queries involving
unary and binary predicates can be done;
- no memory space is wasted in the DLMS in or­
der to keep descriptions of DBMS data;
- answers are given on the basis of the current
state of the KB and the DB, without needing periodical updating of the KB with new or mod­
ified data from the DB.

Our technique [Bresciani, 1994] will be in the fol­
lowing briefly reviewed. This approach is here ex­
tended with the possibility of mapping a wider set
of DL concepts into DB views: in this way less re­
strictions about the form of the KB are necessary.

## 2 TBox, ABox and DBox

The basic idea of our approach is to extend the
traditional DL ABox with a DBox,\(^1\) by which the
standard TBox/ABox architecture is coupled with
one or more, possibly heterogeneous and distributed,
databases, so that the user can make queries to this
extended system without any concern on which DB
or the KB has to be accessed.

A mapping – called \(PM\) (see section 3) – be­
tween the TBox and the DBox is needed. Therefore,
a knowledge base \(KB = (T, W, D, PM)\) [Bresciani,
1994] is formed by a terminology \(T\) and a world de­
scription \(W\) as usual [Nebel, 1990], plus a data base
\(D\) and the mapping function \(PM\). A uniform query
answering function to \(KB\), based on the two dis­

tinct complete query answering functions (one for
the ABox and one for the DBox), can be imple­
mented. For the sake of simplicity, it will be assumed
here that \(D\) is represented by means of a relational
database, and queries to the DBox can be done in
SQL.

## 3 Coupling

**Coupling** the terminology \(T\) with the data base \(D\)
corresponds to associating some terms (concepts and
roles) of \(T\) with tables or views in the DB. The cou­
pling of \(T\) with \(D\) is performed in two steps. First,
a partial mapping \(PM\) between primitively defined
terms and the tables in the DB must be given. Giv­
ing a mapping of a primitively defined term into a
DB-table corresponds to giving its extension in the
DB. Let the terms for which \(PM\) is defined be called
\(D\)-terms. Then, using \(PM\), also non-primitively
defined concepts can be recursively mapped into views
of the DB. If the (expanded) definition of a non­
primitively defined concept contains both \(D\)-terms
and non-\(D\)-terms, the view in which the concept is
mapped does not contain all the instances of the con­
cept. Therefore, non-primitively defined concepts with
(expanded) definition containing both \(D\)-terms and
non-\(D\)-terms cannot be completely managed in
our system. Thus, the following constraints must be
imposed on \(KB\):

1. Every table in \(D\) must correspond to one
primitively defined term in \(T\), called \(D\)-term;
\(D\)-terms cannot be used in the (expanded) de­

2. The (expanded) definitions of non-primitively

defined concepts of \(T\) must contain only
\(D\)-terms or no \(D\)-term at all.

The aim of the constraint 1 is to avoid any need
of consistency checking in case of conflicts between
defining and defined concepts. If, to ensure the
avoidance of such conflicts, an exhaustive checking –
that could involve also the extensional analysis of
DBox-tables – were provided, this constraint could
be released.

As mentioned, all the information needed to cor­
rectly drive the query mechanism is the association
of \(D\)-terms with the corresponding tables in the DB.
Thus, defined the partial mapping:

\[ PM : PT \rightarrow DBtable \]

where \(PT\) is the set of primitive terms in \(T\), and
\(DBtable\) is the set of tables in the DB, the views
corresponding to non-primitive concepts can be built
via a recursive partial mapping:

\[ RM : T \rightarrow DBtable \cup DBview \]

where \(DBview\) is the (virtual) set of views in the
DB. \(RM\) maps DL-expressions into corresponding
SQL-expressions.

In the following, to simplify the description, it is
assumed that concepts are mapped into unary ta­
bles with one column called \(1ft\), and roles into bi­
nary tables with two columns called \(1ft\) and \(rgt\).

As an example, assume that non-primitively defined
concepts that contain \(D\)-terms in their (expanded)
definition are constrained to use the sub-language
with the only AND and SOME operators; in this case
\(RM\) can be defined as follows:\(^2\)

---

\(^1\) \(D\) for data.

\(^2\) Note that \(R\) stands for a role name, i.e., for an atomic
role in \(T\), while \(C\) and \(D\) stand for concept names or
expressions. In general, the TYPEWRITER font will be used
for atomic terms.
\[ RM((\mathit{AND} \ C \ D)) = \]
\[
\begin{align*}
&\text{SELECT DISTINCT } 1f \\
&\text{FROM } RM(C), RM(D) \\
&\text{WHERE } RM(C).lft = RM(D).lft
\end{align*}
\]

if both \( RM(C) \) and \( RM(D) \) are defined;

\[ RM((\mathit{SOME} \ R \ D)) = \]
\[
\begin{align*}
&\text{SELECT DISTINCT } 1f \\
&\text{FROM } RM(R) \\
&\text{WHERE } RM(R).rgt \text{ IN } RM(D)
\end{align*}
\]

if both \( RM(R) \) and \( RM(D) \) are defined;

\[ RM(T) = PM(T) \]

if \( PM(T) \) is defined;

and

\[ RM(T) = \]
\[
\begin{align*}
&\text{SELECT DISTINCT } * \\
&\text{FROM } T_1 \\
&\text{UNION} \\
&\vdots \\
&\text{SELECT DISTINCT } * \\
&\text{FROM } T_n
\end{align*}
\]

if \( M(T) = \{T_1, \ldots, T_n\} \), and \( n > 0 \).

Note that the last part of the above definition (see below for the definition of \( M \)) allows to take into account also all the tables and views corresponding to terms subsumed by \( T \), whatever \( T \) is.

Of course \( RM \) could be extended to more general concepts, but in some cases the mapping would have to be carefully handled, due to the different semantics of DL and DB (see, e.g., the \( \mathit{AND} \) and the \( \mathit{NOT} \) operators).

Note that, due to limitations of SQL in using sub-queries, the \texttt{SELECT} used in the definition of \( RM \) are non exactly legal, due to the recursive application of \( RM \). This problem can be easily overcome if a \texttt{CREATE VIEW} corresponds to each application of \( RM \), and the names of the corresponding views are placed in lieu of the recursive applications of \( RM \).\(^3\)

The function:

\[ M : T \rightarrow 2^{DB\text{tables}\cup DB\text{view}} \]

used in the definition of \( RM \) returns the (possibly empty) set of tables/views necessary to retrieve all the instances (pairs) of a given concept (role) from the DB, that is:

\[ M(T) = \{RM(x) \mid x \in \text{subs}(T) \wedge RM(x) \text{ is defined}\} \]

where \( \text{subs}(T) \) is the set of the terms classified under \( T \) in \( T \). Observe that \( RM \) and \( M \) are built starting from \( PM \); this justifies the use of the only \( PM \) in the definition of \( KB \) given in section 2.

4 Query Answering

A query to \( KB \) is an expression:

\[
\lambda \vec{x}.(P_1 \land \ldots \land P_n)
\]

where \( P_1, \ldots, P_n \) are predicates of the form \( C(x) \) or \( R(x, y) \), where \( C \) and \( R \) are concepts and roles in \( T_i \), respectively, and each of \( x \) and \( y \) appears in the tuple of variables \( \vec{x} = (x_1, \ldots, x_m) \) or is an individual constant in \( \mathcal{W} \cup \mathcal{D} \). Answering a query in \( KB \) means finding a set \( \{\vec{x}_1, \ldots, \vec{x}_m\} \) of tuples of instances such that, for each tuple \( \vec{x}_i \), \( \vec{x}_i \in \lambda \vec{x}.(P_1 \land \ldots \land P_n) \) holds – either explicitly or implicitly – in \( KB \). Let such tuples be called answers to the query and the set of all of them the answer set.

From the definition of answer to a query, it is obvious that, to avoid the generation of huge answer sets, free variables must not be used, that is, each variable appearing in \( \vec{x} \) must appear also in the query body. Indeed, even stronger restrictions are adopted (see [Bresciani, 1994]).

To be answered, a query must be split into sub-queries that can be answered by the two specialized query answering functions of the DLMS and the DBMS. To this end, a marking of all the possible atomic predicates, corresponding to the terms in \( T_i \), is needed; a term \( P \) is said to be:

- KB-marked if \( RM(P) \) is undefined;
- Mixed-marked otherwise.

These two markings reflect the fact that the instances (pairs) of \( P \) are all in \( \mathcal{W} \), or part in \( \mathcal{W} \) and part in \( \mathcal{D} \), respectively. The case of queries in which the predicates are all KB-marked terms is trivial (it is enough to submit it to the DLMS answering function). The case of queries with also Mixed-marked predicates is more difficult.

Let a generic query be written as:

\[
\lambda \vec{x}.(P_1^{KB} \land \ldots \land P_n^{KB} \land P_1^M \land \ldots \land P_n^M)
\]

where the \( P_i^{KB} \) correspond to the KB-marked terms, and the \( P_i^M \) to the Mixed-marked terms. The query can be split in the two sub-queries:

\[
q^{KB} = \lambda \vec{x}_K.B.(P_1^{KB} \land \ldots \land P_n^{KB})
\]

\[
q^M = \lambda \vec{x}_M.(P_1^M \land \ldots \land P_n^M)
\]

Because each predicate in \( q^M \) corresponds to a view in the DB – where the answers have to be searched in addition to those in the ABox – a translation of them into equivalent SQL queries can be provided. Of course, the views can easily be found via the recursive mapping \( RM \). For each of the \( P_i^M \) in \( q^M \) the translation into an equivalent view is simply given by \( RM(P_i^M) \). Thus, the SQL query corresponding to \( q^M = \lambda \vec{y}_M.(P_1^M \land \ldots \land P_n^M) \) – where \( \vec{y} \) is the sub-tuple of \( \vec{x} \) containing the only one or two variables used in \( P_i^M \) – is:

\[
\begin{align*}
&\text{SELECT DISTINCT } select-body \\
&\text{FROM } RM(P_i^M) \\
&\text{WHERE } where-body
\end{align*}
\]

where the \texttt{select-body} contains \( RM(P_i^M).lft \), \( RM(P_i^M).rgt \), or both, according to the fact that \( P_i^M \) is of the kind \( C(x) \) or \( R(x, a) \), \( R(a, y) \), or \( R(x, y) \), respectively – with \( x \) and \( y \) variables, and \( a \) constant. The \texttt{WHERE} clause is present only in the case of \( P_i^M = R(x, a) \) or \( P_i^M = R(a, y) \); in this case the \texttt{where-body} is \( RM(R).lft = a \) or \( RM(R).rgt = a \), respectively.
In this way \( n \) partial answer sets (one for each \( P^M \)) are obtained. Of course, the queries have to be submitted also to the DLMS, in case there are also \( W \)-individuals satisfying them.

Now, it is, ideally, enough to get the intersection of all the partial answer sets obtained by processing the sub-queries of \( q^M \) and \( q^{KB} \), but, due to the scope of the variables of the queries, this cannot be performed in a direct way: a merging of the results is needed. In fact, in each sub-query some of the variables in \( \overline{x} \) may be unbound – that is, the proper tuple of variables \( \overline{y} \) of the sub-query may be a sub-tuple of \( \overline{x} \). Therefore, the corresponding answer set has to be completed, that is, each unbound variable in \( \overline{x} \) must be made to correspond to each instance in \( KB \), for all the found answers, considering all the possible combinations. However, in this way huge answer sets would be generated.

To solve this problem a compact representation for the answer sets is needed. If \( AS_\overline{y} \) is a generic partial answer set of a sub-query, and the variables of the original complete variable tuple \( \overline{x} \) missing in \( \overline{y} \) are \( x_1, \ldots, x_n \), the completion of \( AS_\overline{y} \) can be represented in a compact way as \( AS_\overline{y} = \{ \overline{T} | \overline{T} \in AS_\overline{y} \} \), where each \( T^* \) is equal to \( T \) except that it is lengthened by filling the \( k \) missing positions \( p_1, \ldots, p_k \) with any marker, e.g., a star '*', that stands for any individual in \( KB \). Using this representation it is possible to formulate an algorithm to efficiently cope with the **merging** of answers sets, as described in [Bresciani, 1994].

5 Conclusions

Our approach to deal with the task of integrating DLMS and DBMS, so that \( KB \) and \( DB \) can be uniformly queried from a DLMS, has been presented. With our technique, a third component – a DBox, allowing spreading extensional data among the ABox and databases – can be added to the existing TBox/ABox architecture of DLMS. By means of the DBox it is possible to couple the DLMS with several, possibly distributed and heterogeneous, DBMSs, and to use all the systems for uniformly answering queries to knowledge bases realized with this extended paradigm.

In our first implementation of the system\(^4\) the DLMS is LOOM [MacGregor, 1991], and the database query language is SQL, but also other systems could be easily used.

At present our tool is used in a natural language dialogue system prototype [Bresciani, 1992], whose domain and linguistic knowledge is represented in a LOOM KB and, for some large amount of raw data, in an INGRES DB. Currently, our system supports a more expressive query language than the one previously presented: existentially quantified conjunctions of atomic formulas can also be used. The study of the use of even more complex query-languages is part of our future plans.
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\(^4\)Indeed, the answering algorithm has been implemented in a more sophisticated way than the one presented in section 4, including also optimizations for reducing the number of accesses to the DB (see [Bresciani, 1994]). The pre-compilation part of the method shown in section 3 – that allows dealing with non primitive concepts – is presently not yet fully implemented.
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Database systems typically have a simple structure designed to facilitate the management of large amounts of abstracted, structured data with a high degree of uniformity. Knowledge representation languages on the other hand typically embody much greater richness with the aim of reflecting information that is not quite as abstracted or structured and which has a far lesser degree of uniformity. We contend that although the simplicity of structure of current database systems is useful for coping with many routine tasks, systems of the future should be able to combine the management and processing of routine data with the reflection and utilisation of knowledge. This should result in more sophisticated systems that are more user-supportive and less prone to human error. We are currently involved in a project which aims to combine knowledge and database techniques for modelling engineering applications.

The approach we are taking involves the use of a knowledge representation language, CPL (Conceptual prototyping Language, see [1]) to capture both knowledge and routine data. CPL is based on linguistic theory (Functional Grammar, FG, see [3]) and uses the semantic basis of predicate calculus. The motivation behind the development of CPL was to produce a knowledge-based modelling language that had the power to express any kind of knowledge that one might want to incorporate into a system. In particular CPL includes the implementations of logics to allow for the specification of vague knowledge, knowledge about events and obligations and knowledge about temporal aspects [2].

One of the key ideas of FG used in the development of CPL is that of the semantic function. This is used in the context of CPL to specify roles defined by the use of certain verbs (called relations in CPL) n the application domain. Capel and Wistra [1] give a list of semantic functions used in their interpretation of the language. These include both those defined in the theoretical specification of Functional Grammar, along with those that they have added for the purpose of the modelling language. The kind of semantic function that can be applied to a particular slot in the predicate depends upon the nature of the slot. Predicates that have been extended with satellites [3] can have a different set of semantic functions applied to the satellite position from those that can be applied to a basic predicate. In the theory of functional grammar the parts of the expression represented by satellites roughly corresponds to prepositional clauses and similar appendages that are added to the basic utterance to give additional information about a state of affairs to that which is required as a minimum by the use of the main verb in the expression. CPL has some special relations such as 'is-a' and 'has' where the semantic functions are predefined. In other cases the user will select appropriate semantic functions for a relation.

CPL is very rich and mirrors natural language structure. Since we can express most information in natural language it follows that CPL, as a formalised version thereof, can be used to express most knowledge. There is a problem however, in that operational information that typically needs to be recorded is more conveniently recorded using simpler frameworks. Therefore we propose to use CPL as defined for knowledge representation and an extension thereof for handling routine, uniform data sets.

The proposed extension to CPL introduces an explicit meta-level for defining routine data according to the object-oriented paradigm. A new statement type METAFACTUAL will allow for the definition of uniform data sets. This statement type will be used to define object classes, their operations and object class sub-type and containment hierarchies. Special relations with predefined semantics such as 'is-object-class', 'is-operation', 'has-operations', 'has-objects', 'is-sub-type' and 'is-instance' will be introduced for this purpose. An implementation of extended CPL would then need to include the operational semantics of the object-oriented approach as well as that of functional grammar and predicate calculus.

The above gives an overview of the type of approach we are taking to integrating knowledge and database techniques. We feel the approach is novel in that most other work we have seen adds knowledge constructs to database model formalisms whereas we have taking the opposite approach of extending a knowledge representation formalism to capture data model concepts. The work is at an early stage and planned future work will involve further prototyping of the ideas, defining the necessary CPL extensions more rigorously, examining the underlying semantics of a combined formalism and developing suitable user interfaces.
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1 Introduction

As researchers in Artificial Intelligence, our first aim was to allow our expert system shell SMECI [Sme90] the access to relational databases during reasoning. We also needed to save in a database complex objects that seemed interesting for further utilization, in particular the knowledge bases and the results of reasoning.

To this end, we have defined generic correspondences [Leb93] between relational concepts and some of the object concepts that are common to most object models. These correspondences allow to translate relational data into complex objects and conversely. They generalize the mapping proposals that we found in the literature [Lee90; WBL+91; KJA93].

An implementation of these definitions has been realized. This is the DRIVER system [Leb92] whose specificity is to define an object oriented DBMS (OODBMS) on a relational DBMS (RDBMS).

In DRIVER, a correspondence scheme must describe how to use a particular relational database that is, the object representation and the relational representation to bring together and the concrete mapping between them. It can be given by the user or automatically generated. The database is then available as an object oriented database.

DRIVER can be used with many object models. The system performs all operations on the objects through a functional interface that must be instantiated for the chosen model. In particular, it creates objects in memory and reads and writes their slots through this interface. This way to handle objects ensures that persistency is a property effectively orthogonal to the model. Of course, only selected object concepts can become persistent. The other properties are simply ignored.

DRIVER is operational and is used by several industrial partners.

2 Our generic correspondences

Let us see now the generic correspondences we have defined. They make possible to manage relational data in the form of complex objects and to express objects as relational data.

2.1 Classes and relational tables

We have associated the concept of relational table with the concept of class. More precisely, we have associated tables with class hierarchies because we enforce all subclasses of a class to be mapped on the same table. The most general class mapped to a table is called a main class. Its associated table is its main table.

We also allow to associate more than one table to a class. The extra tables are called the secondary tables of the class. The main table and the secondary tables are the elementary tables of the class. They must imperatively be linked all together with joins which are also called elementary, that means in our definition that each one binds one tuple of a table with one tuple of another. The elementary tables of a class are utilized to map its fields. In a hierarchy, any class may use one or several additional elementary tables to store specific data.

The figure 1 shows a possible mapping for the Employee class. emp is its main table and person is a secondary table, both are its elementary tables.

![Diagram of Employee class mapping]

Figure 1: The elementary tables of the Employee class

We can notice that there is always a path, a join chain linking any elementary table to the main table.

2.2 Objects and tuples

As we have brought together both notions of relational table and class we also associate the concept of relational tuple with the concept of object. Both are data, occurrences of their own structures. In DRIVER, the correspondence of an object is a set of tuples, one for each elementary table of the class the object is instance of. We have chosen to compose its unique reference, its "oid" using the name of its class main table and its tuple key in this table. This way, every tuple in the main table is candidate to be the correspondence of an object of the associated
The object candidate is an object when:

- all the elementary tables of the main class contain a tuple for it. These tuples are found by joining the main table.
- its value is compatible with the constraints that any instance of this class must check.

These constraints can be set on the atomic fields of the class or on the attributes of the associated elementary tables. They define a kind of filter that tells which tuples correspond to objects. Those which are not selected are simply ignored and everything works at the object level as if they don’t exist. The potential objects that corresponds to the selected tuples are called the relational objects.

In figure 1, both tuples “jones” and “scott” of the emp table are object candidates for the class Employee. Since the attribute emp.empno is the key of the table emp, their “oids” are for example emp/7566 and emp/7788. Let us assume that a constraint “emp.empno > 7000” is enforced to any tuple of emp to be considered as a relational object of the class Employee. Since our both tuples comply this constraint and since it exists for each of them in the table person a tuple found back by the elementary join, they are considered as Employee relational objects, liable to be filtered by an object request involving Employees.

When an elementary table set is associated with a class hierarchy and when a main table tuple has been selected as an object of the associated main class, one infers the precise class it is instance of from its implementation in the elementary tables and from the constraints defined for each class it compiles or not. Indeed, a class is different from its superclass, over and above its possible own fields that complete those it inherits from the superclass:

- by the possible use of new elementary tables in its correspondence. If the object is at least instance of this class, there must be a tuple for it in each of the elementary tables of the class.
- by stronger constraints enforced on its instances. These constraints must also define an object set that is disjoint from the sets defined by the other subclasses of the same superclass. Since the constraint sets are organized in a tree, to be instance of a class depends on their satisfaction along the considered hierarchy.

While a filtering in the database, DRIVER automatically classifies the chosen relational objects and gives them the most precise class depending on their values and implementation in the base.

Before ending the description of our correspondences at the class and object level, let us point out that the term “table” we have used up to here actually represents more a logical table than the “table as a structure in the database”. In other words, in DRIVER, for our correspondences, we can define as many logical tables as we need on a same user table of the base. These logical tables allow us for example to map an object in different tuples of the same user table. They also allow to map independent class hierarchies on logically different main tables that actually represent the same user table in the base. There are indeed applications where one wants to supply independent classes with persistency in a unique table.

<table>
<thead>
<tr>
<th>tnum</th>
<th>obnum</th>
<th>fnum</th>
<th>fval1</th>
<th>fval2</th>
</tr>
</thead>
<tbody>
<tr>
<td>824</td>
<td>7566</td>
<td>1</td>
<td>employee</td>
<td>jones</td>
</tr>
<tr>
<td>825</td>
<td>7566</td>
<td>2</td>
<td>eric</td>
<td></td>
</tr>
<tr>
<td>826</td>
<td>7566</td>
<td>3</td>
<td>7839</td>
<td></td>
</tr>
<tr>
<td>827</td>
<td>7566</td>
<td>4</td>
<td>20</td>
<td></td>
</tr>
<tr>
<td>841</td>
<td>7788</td>
<td></td>
<td>employee</td>
<td>scott</td>
</tr>
<tr>
<td>842</td>
<td>7788</td>
<td>1</td>
<td>scott</td>
<td></td>
</tr>
<tr>
<td>843</td>
<td>7788</td>
<td>2</td>
<td>pit</td>
<td></td>
</tr>
<tr>
<td>844</td>
<td>7788</td>
<td>3</td>
<td>7566</td>
<td></td>
</tr>
<tr>
<td>845</td>
<td>7788</td>
<td>4</td>
<td>20</td>
<td></td>
</tr>
</tbody>
</table>

Figure 2: The file table

For example, let us consider the table file presented figure 2. In DRIVER, we can associate our class Employee with this table as easily as we did with emp et person. To have access to the different tuples that make up the relational object, one only has to define elementary joins between for example mainfile(file), the main table of Employee, and file1(file), file2(file), etc, defined as secondary tables. Here is an example of an elementary join that allows to have access to the names of the Employees:

```
mainfile.objnum=file1.objnum
and file1.fnum=1
```

We must also set a constraint that precises which tuples of mainfile correspond to objects. In our example, this constraint can be:

```
mainfile.fnum is null
and mainfile.fval2='employee'
```

With this correspondence of the class Employee, the "oids" of our two relational objects jones and scott are this time mainfile/824 and mainfile/841.

This way to store all the objects in a unique table is not so odd since it is effectively used, for example in the OODBMS MATISSE [Int92].

2.3 Relational correspondences of the field types

Correspondence of the atomic types

We have associated atomic type fields with attributes. This way, any attribute of a class elementary table can be used as the correspondence of any of the atomic fields of this class and vice versa.

If we consider our association Employee - (emp, person) again, and if the class has an atomic
field social-security-number, its mapping can be person.ssnum.

**Correspondence of the object type**

An object field represents an oriented link from an object to another. We associate this link between classes with a relational link, more precisely with a join between one of the elementary tables of the first class and the main table of the second class. This join that we call an object join must be an equi-join that compares elementary attributes of the first—attributes called referential attributes—and the attributes composing the key of the second.

This restriction allows to know the value of an object field just by knowing the values of the corresponding referential attributes. An object field is empty if any of the referential attributes is containing a NULL.

Let us consider an object field dept of the class Employee. It makes each Employee referring the Department it belongs to. This field can be mapped on the join shown figure 3 that links emp to the main table of the class Department. Then the referential attribute associated with the field is emp.deptn.

**Correspondence of the set type**

The correspondence of this field type is a set join. A set join is an equi-join between one of the elementary tables of the class the field belongs to and a set table. For a given object, the set table contains as many tuples as there are members in its set field value.

When the set is an atom set, the set join is completed with an attribute (of the set table) which contains the set members in the base.

When the set is an object set, the set join is generally completed with another join, this time between the set table and the main table of the referenced objects class. This second join must be an an equi-join that compares referential attributes and the key attributes of the joined main table.

**Table empjor**

<table>
<thead>
<tr>
<th>projno</th>
<th>empno</th>
</tr>
</thead>
<tbody>
<tr>
<td>101</td>
<td>7566</td>
</tr>
<tr>
<td>103</td>
<td>7566</td>
</tr>
<tr>
<td>101</td>
<td>7788</td>
</tr>
</tbody>
</table>

**Table project**

<table>
<thead>
<tr>
<th>projno</th>
<th>pname</th>
<th>budget</th>
</tr>
</thead>
<tbody>
<tr>
<td>101</td>
<td>alpha</td>
<td>250000.</td>
</tr>
<tr>
<td>102</td>
<td>beta</td>
<td>175000.</td>
</tr>
<tr>
<td>103</td>
<td>gamma</td>
<td>95000.</td>
</tr>
</tbody>
</table>

**Figure 4: Tables empjor and project**

For example, let us consider the table empjor shown figure 4. It is the representation in the base of the participation of every Employees to some Projects. If our class Employee owns a field projects (object set type), its mapping can be the join sequence (emp, empjor, proj) where the join expressions are respectively emp.empno=emplor.empno and empjor.projno=project.projno. In this example, the set table is of course the table empjor.

We also make possible to define the correspondence of an object set field in the form of a unique join between an elementary table of the class it owns to and the main table of the referenced objects class. In that case, the set table and the joined main table may be the same table. It happens when the join represents a N:1 relation. Then adding or removing members (objects) in a set finds expression in the database in updating the corresponding main tuples whereas it usually causes insertions or deletions of tuples in the set table.

An example of such a correspondence can be proposed for the field employees of the class Department. Indeed we can associate it with the join shown figure 3. Then, the new assignment of an Employee to a Department causes an update of the object tuple in the table emp: in this database, an Employee cannot work for more than one Department.

**Correspondence of the list type**

The correspondence of this type is quite similar to the one of the set type. It is made up by one or several attributes of the set table which values allow to arrange the list members and to differentiate the tuples corresponding to doubles. The first attribute defines the primary order, the second the secondary order, etc. For each of them, the sorting out can be in an ascending order or in a descending order.

We show an example of list correspondence with the empjor2 table of figure 5. Here the arrangement of members is determined by the attribute empjor2.order.

In the case of the object list, doubles are allowed only if the set table is not the main table of the referred objects and if the order attributes are not chosen in their elementary tables.
Table emproj2

<table>
<thead>
<tr>
<th>projno</th>
<th>empono</th>
<th>order</th>
</tr>
</thead>
<tbody>
<tr>
<td>101</td>
<td>7566</td>
<td>237</td>
</tr>
<tr>
<td>103</td>
<td>7566</td>
<td>121</td>
</tr>
<tr>
<td>101</td>
<td>7788</td>
<td>310</td>
</tr>
</tbody>
</table>

Figure 5: The emproj2 table

3 Benefits of the DRIVER approach

Let us now present the benefits of the DRIVER approach.

Firstly, the user chooses the object model to be handled. Thus, the accessed databases are directly viewed in his own object model, even if it is really a very own ad hoc model. More, he can easily supply volatile objects with persistency, at his convenience. Here, the OODBMS (i.e. DRIVER) doesn’t impose which object model the application must work with. Thereby the OODBMS is not the main piece of the system any more. The DBMS is just a partner that simply offers a service to the application. Indeed that should be the only role of a persistency service for many applications.

Secondly, DRIVER gives an object access to very big amounts of data since the relational model is by now the most used DBMS standard. All relational databases are immediately available as object databases and conversely, all object databases built with DRIVER are of course immediately available and accessible to the numerous RDBMS users.

Industry has invested a lot in relational databases owing to the maturity of this technology. A lot of people aspire now to pass on to the object technology without giving up existing applications soon. To propose an OODBMS on top of a RDBMS lives up to this expectation. This solution does not upset the usual RDBMS users and allows the new users who need the object technology to access the same databases in the suitable form. Generally speaking, the DRIVER philosophy is a good solution to share data with many users. Data are expressed in a relational form –the simplest in the database but they are used by everyone in another model, his own model with his own representation, an optimal choice of classes, relevant to his application.

Lastly, we believe that it is necessary to completely separate the object level, i.e. the knowledge representation level, from the physical level, i.e. the file manager level, to be able to make easily evolve the persistent object model. This separation is not complete in “classical” OODBMS. DRIVER uses RDBMS as intelligent file managers and proposes object models on top of them. Here the level separation is actual and the models should easily evolve with time.
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Abstract

The paper starts by giving concise introductions into the terminological logic FRM and the object data model COCOON. It then briefly outlines a semantic-preserving mapping from FRM class descriptions to COCOON types and classes and shows how the terminological inference of dassification is mapped to a set of equivalent COCOON queries. Since these queries can (mostly) be submitted as a whole to the underlying database system we can take full advantage of all the results on query optimisation, on providing efficient physical access structures, as well as on parallelisation that are available in the database area to make terminological inferences more efficient. This will play a crucial role in realising knowledge base systems capable of dealing with very large knowledge bases.

1 Introduction

The fields of knowledge representation and databases are converging: The former is more and more concerned with efficiency for supporting large knowledge bases, while the latter is increasingly interested in providing higher representation constructs that better serve the construction of a domain model. Consequently, it seems to be a fruitful endeavour to combine the approaches of both areas. Our approach to combining the strengths of knowledge representation and database approaches takes advantage of the conceptual similarity of terminological logics and object data models. We realise a knowledge base system by mapping a terminological logic to an object data model which has an efficient implementation on top of a relational storage system [NRL+94]. To ensure that the potential for optimisation provided by the database system will really be available for the terminological system, the mapping from terminological structures to object structures preserves as much of the semantics of the terminological logic as possible.

There are a few former approaches to mapping terminological logics (or frame models) to data models. In the mappings to the relational data model described in [HMM87] and [SB89], one frame structure corresponds to several database structures. As a consequence, there is little correspondence between the representation structures the database system manages and the original frame structures. Therefore, the database system is deprived of most of its optimisation capabilities.

Another former approach to mapping a frame model to a data model is described in [RS89]. It preserves the frame structure as a complex object structure in the nested relational model to which it is mapped. The major drawback with that approach results from the lack of type polymorphism in the nested relational model because this makes it difficult to host the concept hierarchy of the frame model.

Some of the existing data models that support complex objects provide constructs that are similar to constructs of a terminological logic (e.g. [KL89; BGL+91]). Their main difference is that they do not provide terminological reasoning services (besides inheritance), although offering deductive question answering.

Sections 2 and 3 introduce the basic concepts of the terminological logic FRM and the object data model COCOON used in our approach. Section 4 describes the mapping of the terminological inference of classification to COCOON queries and illustrates the mapping of class descriptions of FRM to type and class constructs of COCOON. Section 5 concludes the paper.

2 Basic Constructs of the Terminological Logic FRM

The syntactic constructs and the model-theoretic semantics of FRM [RL95; Rei85] are given in Figure 1. We distinguish two kinds of relations, namely properties and semantic relationships. A property denotes a relation between individuals and string or integer values (see the constructs all-p and exist-v). A semantic relationship denotes a relation between individuals (see the constructs all-r, exist-c and exist-i).

Unlike other terminological logics, FRM only al-
allows class descriptions that refer to other classes by their name and not by including their structure. This restriction does not have any effect on the expressiveness. It only requires that every concept class being used must independently be introduced and assigned a name. However, FRM provides an extended syntax for class descriptions that may occur as queries to a knowledge base (see [RLN+95]).

Terminological logics have evolved from frames and semantic networks. One difference is that terminological logics offer a greater flexibility for formulating class descriptions. This syntactic flexibility makes it difficult to define a mapping of a terminological logic to any data model because there is no fixed concept structure. However, any class description formulated in FRM can be interpreted as a frame structure, i.e., as consisting of slots and slot entries. Thus, the FRM constructs all-p and all-r correspond to slots. We call all-p property slots and all-r relationship slots. The construct exist-c specifies a concept class as a slot entry and exist-i an individual as a slot entry. exist-v sets a value as a slot entry in a property slot.

Since the syntax of FRM as introduced above allows to introduce a slot entry without (explicitly) defining a corresponding slot, we must consider the implications shown in Figure 2 to properly interpret an FRM class description as a frame with slots and entries. For example, the first implication given there states that the introduction of a slot entry (by the exist-c construct) implicitly introduces a slot (as expressed by the all-r construct). Thus, the following two class definitions would be semantically equivalent:

\[ g \equiv (\text{exist-c} \text{ manufactured-by} \text{ big-company}) \]
\[ h \equiv (\text{and} (\text{all-r} \text{ manufactured-by} \text{ thing})) \]

In Section 4 we assume the existence of a normalisation function norm that augments a class description with all implied features. For example, with respect to the class descriptions g and h above we get the equivalence \[ \varepsilon[\text{norm}(g)] = \varepsilon[\text{norm}(h)]. \] The normalisation function covers many further implications not shown in Figure 2.

### 3 Basic Constructs of the Object Model COCOON

The constructs of the terminological logic FRM are mapped to the object data model COCOON and its associated language COOL [SLR+94]. COCOON resembles a functional data model in that object properties are modelled as single- and multi-valued functions. However, it also supports the dynamic grouping of objects into a class hierarchy based on predicates over object properties (cf. Fig.3).

The COOL query and update language is based on an algebra of operations over classes and can be considered as an extension of the nested relational algebra [ScS91]. The basic operations are select, project, extend (provides object type extension) and the set-based operations of union, intersection and difference (cf. Fig.6). The language also supports type guards for dynamic type checking.

Update operations may change the properties, class memberships and even the structure of database objects during their lifetime. Since COCOON allows objects to be grouped into classes based on their properties, objects are automatically reclassified within the class hierarchy after updates.

### 4 Mapping The Classification Inference

Figure 3 gives an example of our mapping of FRM concept descriptions to COCOON types and classes. Due to the limited space, the mapping is not described in this paper but we provide remarks where appropriate (for a detailed description see [RLN+95]). In the following, we give a brief description of how the classification inference of FRM is mapped to appropriate COCOON queries.

Let \( \preceq \) denote the subsumption relation and let \( \prec \) be its transitiv relation. The concept hierarchy can then be conceived of as an undirected graph where the nodes represent all introduced concepts \( C \) and the edges represent the relation \( \prec \). Thus, classifying a concept \( c \) means to determine the following two sets:

\[ L_c = \{ l \in C \mid l \prec c \} \]
\[ U_c = \{ u \in C \mid c \prec u \} \]
subconcepts of \( C \) that have no superconcept which
search algorithm \([BHN+92]\). Apart from such mod­
case of the concept hierarchy bottom-up and deter­
thes two sets
ifications, the main algorithm used in existing sys­
is a subconcept of \( C \). This traversal can be done
specific superconcepts
subconcepts
is always the same: Classification is done by
defined set of update operations that, when applied
traversing the concept hierarchy while testing sub­
completely differently. Instead of searching the concept
hierarchy for the appropriate position we obtain
\( L_C \) as the result of two \textsc{Cocoon} queries:
1. The first query \( Q_1 \) yields all subconcepts of \( C \):
   \( L_C^- = \{ l \in C \mid l \leq c \} \)
2. The second query \( Q_2 \) yields the most general
   concepts from \( L_C^- \):
   \( L_C = \{ l \in L_C^- \mid l < c \} \)

To formulate \( Q_1 \) we first have a closer look at the subsumption relation of \( \text{FRM} \). There is a well-
defined set of update operations that, when applied
to a concept \( c \), lead to a more specific concept \( \tilde{c} \),
i.e. \( \tilde{c} \leq c \):

I: Concept Level (applicable to any concept):
- Add a new slot to the concept.
II: Slot Level (applicable to any slot of a given concept):
- In case of a property slot: Restrict the set of
   permitted entries to a subset. In case of a
   relationship slot (\( \text{all-r} c_1 \ldots c_n \)): Remove
   one or more of the range classes \( c_1, \ldots, c_n \)
   and/or specialise a range class.
- Add further slot entries.

\( \text{Sun-Del} \preceq (\text{and} (\text{all-p costs } [0, 100000])
(\text{at-most costs } 1)
(\text{all-r receives Company Person})
(\text{at-most receives } 1)
(\text{all-r goods Workstation})
(\text{all-r delivers Company})
(\text{exist-i delivers Sun})) \)

\( \text{define type sun-del =}
\text{costs : integer,}
\text{receives : objects,}
\text{goods : set of objects,}
\text{delivers : set of objects;}
\)

\( \text{define class Sun-Del : sun-del where}
\text{costs } \geq 0 \text{ and costs } \leq 100000 \text{ and}
\text{receives } \subseteq (\text{Person } \cap \text{Company}) \text{ and}
\text{delivers } \subseteq \text{Company and}
\text{Sun } \in \text{delivers and}
\text{goods } \subseteq \text{Workstation;}
\)

Figure 2: Some of the Implications being Considered by a Normalisation Function for Class Descriptions

Figure 3: A Concept Class Introduction (left) and its corresponding type and class definitions (right)

The elements of \( L_C \) are called the \textit{most general subconcepts} of \( C \), and the elements of \( U_C \) the \textit{most specific superconcepts} of \( C \). As the computation of the two sets \( L_C \) and \( U_C \) is symmetric we only discuss the case of \( L_C \). It can be computed by traversing the concept hierarchy bottom-up and determining all subconcepts of \( C \) that have no superconcept which is a subconcept of \( C \). This traversal can be done by different variations of the common depth-first search algorithm \([BHN+92]\). Apart from such modifications, the main algorithm used in existing systems is always the same: Classification is done by traversing the concept hierarchy while testing subsumption relations.

In our approach, we compute the set \( L_C \) completely differently. Instead of searching the concept hierarchy for the appropriate position we obtain \( L_C \) as the result of two \textsc{Cocoon} queries:

1. The first query \( Q_1 \) yields all subconcepts of \( C \):
   \( L_C^- = \{ l \in C \mid l \leq c \} \)
2. The second query \( Q_2 \) yields the most general concepts from \( L_C^- \):
   \( L_C = \{ l \in L_C^- \mid l < c \} \)

To formulate \( Q_1 \) we first have a closer look at the subsumption relation of \( \text{FRM} \). There is a well-defined set of update operations that, when applied to a concept \( c \), lead to a more specific concept \( \tilde{c} \), i.e. \( \tilde{c} \leq c \):

I: Concept Level (applicable to any concept):
- Add a new slot to the concept.
II: Slot Level (applicable to any slot of a given concept):
   - In case of a property slot: Restrict the set of
     permitted entries to a subset. In case of a
     relationship slot (\( \text{all-r} c_1 \ldots c_n \)): Remove
     one or more of the range classes \( c_1, \ldots, c_n \)
     and/or specialise a range class.
   - Add further slot entries.

\( \text{In case of a relationship slot and a class occurring as an entry (\text{exist-c construct}),
specialise this class, or substitute it by an
instance of it, thus substituting the \text{exist-c construct
with an \text{exist-i construct.}

- Restrict the cardinality to a smaller interval.

We are now able to define the subsumption relation \textit{syntactically} by referring to the concept descriptions (instead of the usual model-theoretic definition). To this end, we require for \( c_1 \preceq c_2 \) to hold that \( c_1 \) can be obtained from \( c_2 \) by applying one or more of the above operations. The corresponding definition (in a declarative fashion) is given in Figure 4. It makes use of the notation introduced in Table 1 and of the predicate \( \text{inst}(t, c) \) which is true if \( t \) is an instance of the class \( c \). The completeness of this subsumption definition very much depends on the normalisation function discussed in Section 2. ifficult to be handled. Since we are still working on the normalisation function, our subsumption algorithm is currently not complete.

Based on the syntactic definition of the subsumption relation it is now straightforward to formulate the \textsc{Cocoon} query \( Q_1 \) that determines \( L_C^- \) for a
given concept description \( c \). It consists of an intersection of mutually independent subqueries that can be computed concurrently. Each subquery deals with one of the slots of the concept to be classified. The resulting query schema for a slot \( s_i \) is shown in Figure 5\footnote{The query is formulated using functions defined for objects in the meta-schema, each object being a description of one object class in the \textsc{Cocoon} database. We do not go into the details of the meta-schema here and use the function names of Table 1 with a subscript \( \text{ms} \) so that the correspondence to definition (ISA) can be seen. The functions \( \text{supc} \) and \( \text{subc} \) yield all superclasses,}. As the whole condition (ISA) is mapped...
\[ c_1 \leq c_2 \iff \forall s \in \text{slots}(c_2) : (s \in \text{slots}(c_1) \land \text{prange}(c_1, s) \subseteq \text{prange}(c_2, s) \land \\forall r_1 \in \text{rrange}(c_1, s) : \exists r_2 \in \text{rrange}(c_2, s) : r_1 \leq r_2 \land \forall e_2 \in \text{entries}-c(c_2, s) : (\exists e_1 \in \text{entries}-c(c_1, s) : e_1 \leq e_2 \lor \exists e_1 \in \text{entries}-i(c_1, s) : \text{inst}(e_1, e_2) ) \land \text{entries}-i(c_1, s) \supseteq \text{entries}-i(c_2, s) \land \text{entries}-v(c_1, s) \supseteq \text{entries}-v(c_2, s) \land \text{minCard}(c_1, s) \geq \text{minCard}(c_2, s) \land \text{maxCard}(c_1, s) \leq \text{maxCard}(c_2, s)) \]

Figure 4: Syntactic Definition of the Subsumption Relationship

\[
\text{slots}(c) = \{ rp | c \leq (\text{and} \ldots (\text{all-r } rp \ c_1 \ldots c_n) \ldots ) \text{ or } c \leq (\text{and} \ldots (\text{all-p } rp \ \text{range}) \ldots ) \}
\]
\[
\text{rrange}(c, s) = \{ c_1, \ldots, c_n | c \leq (\text{and} \ldots (\text{all-r } s \ c_1 \ldots c_n) \ldots ) \}
\]
\[
\text{prange}(c, s) = r \ldots \text{where } c \leq (\text{and} \ldots (\text{all-p } s \ r) \ldots )
\]
\[
\text{entries}-c(c, s) = \{ ce | c \leq (\text{and} \ldots (\text{exist-c } s \ ce) \ldots ) \}
\]
\[
\text{entries}-i(c, s) = \{ i | c \leq (\text{and} \ldots (\text{exist-i } s \ i) \ldots ) \}
\]
\[
\text{entries}-v(c, s) = \{ v | c \leq (\text{and} \ldots (\text{exist-v } s \ v) \ldots ) \}
\]
\[
\text{minCard}(c, s) = n \ldots \text{where } c \leq (\text{and} \ldots (\text{at-least } s \ n) \ldots )
\]
\[
\text{maxCard}(c, s) = n \ldots \text{where } c \leq (\text{and} \ldots (\text{at-most } s \ n) \ldots )
\]

Table 1: Functions for Accessing Parts of a (Normalised) Concept Definition (analogously for \( \equiv \))

to a single query we can take full advantage of the query optimiser in the underlying database system.

Since classification is an inference on the structure of concept descriptions, this query schema accesses the meta-schema. As discussed in Section 4, most of the information about an FRM concept is encoded in the class predicate of the corresponding object class. However, the class predicate is just a string-valued attribute in the meta-schema and can only be queried as a whole. This means that certain structures of a concept description cannot be queried directly. Therefore, we extended the COCOON metaschema by an application-specific part where we store the information about the concept classes in a well-structured way (in a certain sense, we model FRM in COCOON). While the meta-schema extension has to be administered by the mapping algorithm the "standard" part of the meta-schema is updated automatically by the COCOON system.

Figure 6 shows part of the COCOON query that returns the set of all subconcepts of 'Sun-Del' (see Figure 3) in the current knowledge base. This part completely deals with the slot 'delivers'.

As introduced above, query \( Q_2 \) of our classification inference is concerned with extracting the most general subconcepts \( L^+ \) from the set of all subconcepts \( L \). Assuming that the variable \( L \) holds the result from \( Q_1 \) (i.e., the set \( L^+ \)), query \( Q_2 \) can be formulated in COCOON as: \( \text{select}(l) = \text{supc}(l) \cap L^+[L : L] \).

5 Conclusions

We proposed to map terminological inferences to queries of an object data model. The resulting complex queries can be split into several subqueries and evaluated independently. Thus, besides making use of more standard database optimisation techniques, like query optimisation and specialised access structures, we can also exploit parallelisation. We expect this implementation of subsumption to be much more efficient for large knowledge bases than a standard implementation, while for small knowledge bases the overhead introduced and the database system will be greater than the efficiency gained by the optimisations.

We are currently implementing the mappings described in this paper. To provide efficient retrieval and update services the object model COCOON is mapped to a relational storage system which makes use of massive data replication (to minimise retrieval costs) and parallelisation of update operations (to minimise update costs). In a subsequent step, we will set up experiments to evaluate the efficiency gain and to pinpoint further possible improvements.
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select \[\emptyset \neq \text{name(s)} = \text{name}(s_i) \text{ and}\]
\[\text{range}_{ms}(s) \subseteq \text{range}_{ms}(s_i) \]  
\((s : \text{slots}(\text{c}_{sub}))\) \((\text{c}_{sub}: \text{Concepts})\)  
\(\sqcap\)
select \[\emptyset \neq \text{name(s)} = \text{name}(s_i) \text{ and}\]
\[\text{range}_{ms}(s) = \text{select}[\emptyset \neq (\text{supc}(r) \cup r) \cap \text{range}_{ms}(s_i)](r : \text{range}_{ms}(s)) \]  
\((s : \text{slots}(\text{c}_{sub}))\) \((\text{c}_{sub}: \text{Concepts})\)  
\(\sqcap\)
select \[\emptyset \neq \text{name(s)} = \text{name}(s_i) \text{ and}\]
\[\text{entries-}c_{ms}(s) = \text{select}[0 \neq (\text{subc}(e) \cup \text{objects}(e) \cup e) \cap \text{entries-}c_{ms}(s)](e : \text{entries-}c_{ms}(s_i)) \]  
\((s : \text{slots}(\text{c}_{sub}))\) \((\text{c}_{sub}: \text{Concepts})\)  
\(\sqcap\)
select \[\emptyset \neq \text{name(s)} = \text{name}(s_i) \text{ and}\]
\[\text{entries-}t_{ms}(s) \supseteq \text{entries-}t_{ms}(s_i) \]  
\((s : \text{slots}(\text{c}_{sub}))\) \((\text{c}_{sub}: \text{Concepts})\)  
\(\sqcap\)
select \[\emptyset \neq \text{name(s)} = \text{name}(s_i) \text{ and}\]
\[\text{minCard}_{ms}(s) \geq \text{minCard}_{ms}(s_i) \]  
\((s : \text{slots}(\text{c}_{sub}))\) \((\text{c}_{sub}: \text{Concepts})\)  
\(\sqcap\)
select \[\emptyset \neq \text{name(s)} = \text{name}(s_i) \text{ and}\]
\[\text{maxCard}_{ms}(s) \leq \text{maxCard}_{ms}(s_i) \]  
\((s : \text{slots}(\text{c}_{sub}))\) \((\text{c}_{sub}: \text{Concepts})\)  
\(\sqcap\)

Figure 5: Query Schema for a Slot \(s_i\) of a Concept Description \(c\) (Used to Determine all Subconcepts of \(c\))

select \[\emptyset \neq \text{name(s)} = \text{‘delivers’ and}\]
\[\text{all}_{ms}(s) = \text{select}[\emptyset \neq (\text{supc}(r) \cup r) \cap \{‘Company’\}](r : \text{all}_{ms}(s)) \]  
\((s : \text{slots}(\text{c}_{sub}))\) \((\text{c}_{sub}: \text{Concepts})\)  
\(\sqcap\)
select \[\emptyset \neq \text{name(s)} = \text{‘delivers’ and}\]
\[\text{exists-}t_{ms}(s) \supseteq \text{‘Sun’} \]  
\((s : \text{slots}(\text{c}_{sub}))\) \((\text{c}_{sub}: \text{Concepts})\)  
\(\sqcap\)
select \[\emptyset \neq \text{name(s)} = \text{‘delivers’ and}\]
\[\text{maxCard}_{ms}(s) \leq 1 \]  
\((s : \text{slots}(\text{c}_{sub}))\) \((\text{c}_{sub}: \text{Concepts})\)  
\(\sqcap\)
select \[\emptyset \neq \text{‘receives’ and} \ldots\]

Figure 6: Part of the COCOON Query that Yields all Subconcepts of Concept ‘Sun-Del’ in Figure 3
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1 Introduction

Description Logics (DL) has become one of the most interesting formalisms in the Knowledge Representation field [Woods and Schmolze, 1992]. There exists now a wide range of implemented systems (for example C3L, CLASSIC, KRS, LOOM, BACK), a well studied theory with respect to expressive power (for instance the representation of time or uncertainty), inferential services and enhancements based on other paradigms (rules, constraints).

Until now, less attention has been paid to an integration of Knowledge Representation and Data Base Management Systems (DBMS) technology. The research in the first area was focused on the interpretation of the semantic links between data which transform them into knowledge, whereas the latter was in charge of handling large amount of data. In our point of view, both fields can be considered as complementary.

The interfacing between DBMS and Knowledge Representation systems may cover two topics:

1. The interface is exclusively focused on the exchange and transformation of data. For instance, information about a mechanical piece is retrieved from a CAD data base system and converted into the internal format of the DL system.

2. The DL system constitutes a kind of application layer that is built on top of a DBMS. This top layer provides a maximum of inferential services and expressive power. Furthermore it allows the conception, optimisation or distribution of queries that are mapped to the underlying DBMS.

We propose to elaborate the second scenario because it combines the best of both worlds. Thanks to the embedded DL system, the application layer may use domain knowledge to optimise queries or to send it to one of the distributed DBMS, whereas the DBMS itself handles the storage, retrieval and recovery of data. For instance, our major application will be the configuration of modular bus systems from various, available modules for the electronic bus system of a vehicle, as described in [Keith et al., 1995]. This research project requires a semantic integration of heterogeneous knowledge sources. They denote for instance, constraints which specify possible combinations of bus modules, rules which guide the configuration process by means of heuristics, concepts which describe the functional composition of electromechanical components within a motor and individuals that represent variants of the bus modules. The DL system we would like to employ in this context is the C3L system [Kessel et al., 1995] which is implemented within a frame-based structure and smoothly integrated in an object-oriented programming and development environment.

At the moment we have no experience in the specific research field of combining DL and DBMS yet, although it seems to be very promising with respect to the above mentioned research project. The inferential services of a DL system, in particular the classification of concepts and the realization of individuals, are indispensable to structure such a large model as the description of a modular bus system in a vehicle. Open world reasoning seems appropriate to us, because we have to deal with incomplete knowledge which may evolve continually during the configuration process. Furthermore, an important feature of DL is the deduction of implicit information by means of propagation of recently added knowledge in the ABox. The implementation of a multi-layered typology of user-programmed inferences, attached to concepts, which reason about individuals, like in classical knowledge-based system shells, for instance KAPPA or Nexpert Object, would be helpful to include procedural knowledge. A substantial contribution of DL comes from the power of its intelligent retrieval queries that allow, first to normalize completely different retrieval descriptions (which need not necessarily make use of the inheritance information), and second the generation of abstract concepts which are deduced from role resp. attribute values.

What may be the impact of such a project on our research about DL systems? We suggest to focus on the study of retrieval functionalities provided by DL systems. This issue concerns essentially all kinds of ABox services, for instance the retrieval or realization of instances. Within this framework it is worth to examine the ABox’s performance with respect to its architecture in order to reduce the average retrieval costs. What are the possible drawbacks of our approach? The coupling between the DL system and the DBMS may induce some performance
losses, due to the intensive communication exchange between two different systems. Another aspect concerns the mapping of the complex concept or individual structures to a relational or object-oriented database scheme which has been undertaken yet.

The rest of the paper is structured as follows. A brief C3L system description is presented in the second section. The following chapter tackles the integration of procedural knowledge in a DL system, notably C3L. How to integrate an object-oriented DBMS within such a system, exemplified at C3L, is discussed in the fourth section. Afterwards the significance of the retrieval inference and related topics are studied. Applying a DL system for configuration purposes constitutes the principal issue of the sixth chapter. Last, but not least, we conclude our work.

2 C3L - a system description

At the moment, two different C3L versions exist: one academic research prototype, built in Common Lisp, and another version including an object-oriented data base management system and written in C++, but which is at the current state limited to the TBox. The later system is called C3L++ (for obvious reasons) and will serve as the implementation base for future development and enhancements. The porting of C3L from Common Lisp to C++ is motivated by the idea to scale small knowledge bases up to large ones, which require more sophisticated means for handling huge amounts of knowledge.

The C3L system may be characterized in some terms as follows:

- it is a descendant of the description logics (or KL-ONE) family
- it provides reasonable expressive power (e.g. conjunction, all, one-of, fills, at-least, at-most)
- it incorporates useful inferential services (e.g. subsumption, classification, recognition)
- it is implemented in a frame-based based system
- it contains declarative as well as procedural knowledge
- it is conceived in the perspective to serve as a knowledge representation module for a hybrid development environment (the term IKME, intelligent knowledge management environment, describes it best)

Special features of C3L which distinguish it from other description logics systems are:

- a reflexive object-oriented, frame-based architecture
- the integration of methods

The initial design philosophy of C3L was to combine ideas coming from the communities of frame languages and description logics [Carré et al., 1995]. Having (partially) achieved this goal, we realized that it seems necessary to include the database community as well, in order to be able to handle large quantities of data without significant performance losses and keeping powerful reasoning mechanisms. Anyway, the description logics system C3L can be considered as a kind of application layer which hides the underlying database system and allows a completely transparent management of data for the user.

Two inhouse research projects constitute the testbed for the C3L system. The first is the domain modeling of a configuration system for a modular electronic bus system in vehicles, whereas the second addresses the representation of features in CAD and their links to technological information which are needed e.g. for production purposes. Both projects are rather small-scale research projects and still in progress, but they already provided us with very helpful feedback.

After having tested our system in the above mentioned two application scenarios, we identified two major requirements for the improved successor C3L++ of the academic research prototype C3L:

- high performance: the currently used data structures are not optimized for high performance, because it is an exploratory implementation
- large scale knowledge bases: due to memory restrictions the number of defined concepts, roles and individuals has been quite restricted so far

C3L enabled us to acquire a lot of valuable experience about description logics system design and building such architectures for information systems. A complete redesign of the C3L system is now in progress, a port of the TBox to C++ is the very first result of this effort. We think of testing it by means of a huge random knowledge base which will be automatically generated. Such an approach might allow to obtain reliable, empirical data of the systems performance and behaviour. A pre-version of C3L++ has showed a considerable increase of performance which will be studied in more detail in the near future.

3 Integrating procedural knowledge

Motivated by the requirements of studied applications and the need for an efficient manipulation of knowledge, we are actually working on the integration of C3L in an object-oriented programming environment. Obviously it is not satisfactory to provide simply methods, but to offer a formalism which enables the experienced user on the one hand to fulfill his particular needs and on the other hand to control the side effects of the methods. The objective is to support a multi-layered typology of methods whose consequences can be easily supervised and tested.

Suggestions for formalizing the notion of methods come from the area of specification languages for the development of knowledge-based systems in the field of knowledge engineering [Fensel and Harmelen, 1994]. The SCARP system [Willamowski, 1994], set on top of SHIRKA, influences as well our decision to include methods in form of tasks. Anyway the employed approach cannot deny the impact of classical ideas coming from the field of hierarchical and skeletal planning.

Tasks are on the one hand sufficiently complex, declarative means to abstract from simple methods
and on the other hand they are close to the implementation level by incorporating source code of the underlying programming language or by calling other subtasks. A task is defined by numerous properties or attributes which allow better validation and coherence tests of the task.

At the moment, three complementary categories of procedural attachments which are listed below are in work:

- methods: they represent general purpose attachments and are linked to concepts
- demons: they are triggered by value changes of roles, for instance if-added, if-deleted, if-changed, if-needed, are classical demons
- events: they survey the concepts instances and are launched if one instance fulfills the events conditional part

One major problem of procedural attachments are the consequences on the recognition and retraction inferences provided by the ABox. One possible solution is to execute demons first, list the concerned objects and pass them to the recognition service afterwards, in order to avoid costly recomputation of the individuals status during the chained manipulation of data. A more interactive approach may suppose that the user has to demand explicitly the (re-)recognition of an individual which was modified in the past.

Summarizing the benefits of embedding the underlying programming language in a description logics system may result in the following advantages:

- increased flexibility and maintenance of the complete system
- high performance for complex (mathematical) computations
- use of the programming languages high expressive power and performance

Offering an almost exhaustive library of primitive tasks (or methods) is the consequent next step of the evolution of our development environment. In most cases the user may only select the appropriate existing task or use pre-defined tasks which have to be instantiated. The programming effort would be reduced to calling tasks or profiling of the hierarchical task structure. Basic tasks are elementary retrieval or manipulation methods which constitute the principal task layer and which can be completed step by step.

One important feature we are working on is the automatic classification of tasks with respect to certain properties, for instance parameters or agents. The principal underlying idea is to map a task scheme to a normalized concept and to call the usual classification service. Afterwards you may reason about tasks like about normal individuals. This may be particular useful to support programmers who look for special properties of an incompletely specified task.

4 Integrating an object-oriented DBMS

The current C3L++ system which is ported to C++ is particulary optimized for performance issues and synthesizes the design experience we obtained in building the former Common Lisp version. One major system requirement is to get an almost platform independent description logics system.

After having evaluated the possibility to conceive a special DBMS interface for C3L++ within the systems architecture, which provides its own storage and caching strategies, we opted for a more commercial solution by building C3L++ on top of the POET [POE, 1995] database. POET is in fact a pre-compiler which generates (documented) C++ code and it takes the complete memory handling in charge. Therefore the system programmer can conceive the system as whether he had a large, but finite (virtual) memory space, persistent objects only have to be marked in their class definitions.

The chosen solution implies several benefits:

- the object-oriented DBMS system does what it can the best, e.g. memory caching strategies, even if they are not optimized for a description logics system and its specific inferences and data structures
- using such a DBMS simplifies the design, maintenance and documentation of source code with respect for data storage, enabling the system designer to focus on the essential system properties
- the solution is easy to implement and fast thanks to the employment of available classes and methods; we hope also to obtain a real gain of programming efficiency

The principal disadvantage of the solution is that there does not exist anymore a clear distinction between source code of the POET DBMS and of the description logics system. Both parts become very closely intertwined and inseparable.

Nevertheless we are convinced that the above mentioned solution lets us enough space for improving and adapting the C3L++ system for specific applications. Another aspect that was not discussed so far is the mapping from queries of the retrieval language to the underlying DBMS. All topics concerning this issue are studied in the appropriate retrieval section.

5 Significance of retrieval

In industrial applications databases are more often queried than updated. To fulfill this condition, efficient retrieval mechanisms have to be provided. In this context SQL-like query languages are often too difficult to learn for the average employee. As is known from different investigations, three out of four query attempts are non-successful, resulting in an immense loss of time and money. A possible solution to this problem is the usage of DL as a front-end to the database system. Here the user can communicate with the knowledge base by means of simple
operators and intuitively understandable object descriptions. The DL system can then optimize the queries and transform them into terms of the underlying database language. This step is completely transparent for the employee, resulting in an increasing acceptance of database applications.

To meet all requirements of database users, we have to provide two different classes of query operators. First, it must be possible to access the descriptions of database objects, for example to receive information on a specific mechanical component. Second, we need dedicated retrieval facilities to find objects by means of arbitrary descriptions. For example an engineer could be interested in finding all bus components transferring high data rates on a specific bus segment. In these cases an intuitive description of such a component is easily constructed, for example the dependencies from other objects or the values of all its attributes. The ask-operator finally allows to specify the properties and attributes of interest for an object, for example if we are curious to know the data transfer rates of a special bus component. All these operations can be easily mapped to database queries without the need for dedicated subsumption mechanisms.

In C3L the first class is represented by the operators showall, show and ask. Each of them occurs in three different contexts: for roles, concepts and individuals. A showall-operation returns a list of the elements of the specified type which are known in the database. The show-operator provides the most important properties of the object in question, for example the dependencies from other objects or the values of all its attributes. The ask-operator finally allows to specify the properties and attributes of interest for an object, for example if we are curious to know the data transfer rates of a special bus component. All these operations can be easily mapped to database queries without the need for dedicated reasoning mechanisms. In contrast, the operator for the second class, search, uses the inferential capabilities of the DL system. It is tightly connected to the retrieval inferences for roles, concepts and individuals. This operator takes an arbitrary object description and returns all database elements matching it.

The retrieval algorithms for roles and concepts can be constructed from the basic TBox inferences for subsumption and classification. The retrieval of ABox individuals is far more complex. In the following we will therefore concentrate on this mechanism. The processing of a query involves five steps [Stern, 1995]:

1. Analysis of the query.
2. Optimization of the query.
3. Choice of the appropriate resolution strategy.
4. Execution of a number of retrieval primitives following the chosen strategy.
5. Verification of the results.

Step four involves real database access, for example by means of SQL. But this is absolutely transparent for the user, the DL system is in charge of the whole transformation process.

The optimization phase first detects inconsistencies in the query. It then tries to simplify the description to accelerate the further processing. Numerical intervals, for example, are normalized and subsuming roles are eliminated.

The choice of the resolution strategy depends on a rather large number of properties of the query. If we are confronted with distributed databases, for example, we have to decide which ones are relevant for the query and when and how to access these knowledge sources. The strategy is also different for various formats of the query. Short ones are processed in another way then queries with lots of roles and attributes, and the treatment is distinct for queries comprising a conceptual description or lacking this. Furthermore, various types of conceptual parts are processed differently. By means of such distinctions we are able to reuse a maximum of already derived facts (recognition inference) to guarantee high performance of the retrieval inference.

To gain a maximum of speed there exists a huge number of retrieval primitives, implemented as independent methods. They can be freely combined or used as single mini-inferences. We have also provided primitives for the most frequent combinations of these basic methods. There are methods to access the different precomputed facts of the ABox and TBox, for example by evaluating the semantic indexing structure or the information inside the role hierarchy. We can classify the conceptual parts of a query or even generate appropriate concept descriptions from role lists if the given description seems not clear enough. And, what is self-evident, there are primitives to access the database interface of C3L which performs the transformation of basic queries into the database language.

As a result of step four we receive a set of individuals that possibly match the query. Due to limitations in the optimization and calculation steps, mainly to minimize the number of real database accesses, this set may contain elements that do not exactly match all role restrictions of the query. This makes a final verification step necessary. There we match the candidate instances with the possibly offended role restrictions by means of a dedicated subsumption algorithm for individuals. The verified objects are finally returned to the user.

The entire retrieval algorithm is correct and nearly complete. It is even more complete than the recognition inference of C3L. This could be achieved by deducing further implicit facts during step four of the algorithm. In all test cases so far, the retrieval inference was capable of calculating all the instances matching a query. Hopefully, there will be only very few cases where some implicit dependencies can not be detected.

The coupling between C3L and the database system can be described by employing a meta-model. This model comprises all the different aspects of the integration of a DL system with a database, like the construction of queries in terms of the database language, the distribution of queries in distributed environments, and the access methods of the database interface of C3L. By means of this model the interface to the database management system can be easily adopted to any commercial product. We can entirely avoid changes to the inference mechanisms. Only the mapping of basic queries of C3L to the database language has to be modified. In the
future we will also try to make use of already existing databases. To perform this difficult task, it will be necessary to extract generic concept descriptions and individual definitions from the database contents to use them for the queries. An automatic transformation seems, at the current state of our research, rather difficult if not impossible. But even an extraction by hand could be worth the trouble, compared to the benefits of using DL as a query component.

When we have a closer look on the meta-model, we can distinguish the different tasks of the DL system and the DBMS in our application scenario. The database system is only concerned with the storage of large amounts of data, whereas C3L is in charge of all problems involving some reasoning:

- Construction and verification of queries.
- Detection of inconsistencies.
- Optimization and distribution of queries.
- Generalization of queries.

The last point in this list is worth some more explanations. In the analysis step of the retrieval inference we can detect sub-queries that occur very often. A considerable speed-up for such queries can now be achieved by generalizing the sub-query, resolving it and caching the results. In subsequent queries these parts have not to be processed, it is sufficient to use the stored answers.

Concerned with industrial applications, for example in the domain of the configuration of bus systems for vehicles, we have learned that it is not sufficient to provide only system defined retrieval capabilities. Most applications show a need for dedicated facilities specially adopted to the domain in question. To meet this requirement, C3L can be extended by procedural knowledge. Within a syntactically and semantically regulated framework, the user can add retrieval inferences implemented in the host language. For this purpose, most of the retrieval primitives and optimization methods are accessible through a programmers interface. They can now be used to implement domain-specific retrieval functions and strategies. A little drawback of this approach is that these user programmed methods can lead to inconsistencies in the user defined query answering process. But the necessity of a careful implementation style seems to be a little inconvenience compared to the possibility to adopt the system to the special requirements of a real world application. Furthermore, this is a feature heavily missing in database-only systems that use, for example, SQL.

As already mentioned, the actual coupling of C3L with a database system is performed by means of a dedicated interface. The only purpose of this module is to perform the transformation between basic DL queries and queries in terms of the database language. We could identify a small number of such basic queries that are sufficient to provide C3L with all necessary information from the underlying database. A realization of this interface exists for relational databases that use SQL as their query language. Actual work is in progress for the integration of the object oriented database system POET. This QOBDMS will function as the back-end data store in the C++ version of C3L. In our experience so far, the presented approach is well suited for relational DBMS as well as OODBMS.

6 Configuration as an application

Configuration can be defined as the design of a technical system, according to a specification, by choosing and assembling different modules taken from a module catalogue. If this is done by hand, especially for more complex problems, it often results in errors like inconsistency or missing parts. Therefore the aim is to develop a system to support the configuration process or to do configuration automatically.

We propose a system based on Description Logics.

The problem of solving the configuration task by means of DL was already studied by the AT&T research group in the framework of the PROSE project [Wright et al., 1993]. We want to focus on the advantages that Description Logics offers for the treatment of large amounts of data needed for the configuration process.

Databases are necessary to store the large module catalogues. It is important for the economic success of a configuration system that module descriptions of newly developed modules can be integrated in the DBMS as fast as possible. Using a normal DBMS, a domain specialist and a DBMS specialist are only together capable to formalize the information about a module and to add the resulting description to the DBMS. This results in a loss of time and money. Furthermore, consistency checking between the module descriptions is indispensable for the configuration process. Ordinary databases are not capable of performing this task.

The use of a Description Logics system as an application layer that is built on top of the DBMS can solve these problems. Domain and knowledge engineering experts have to work together to build the terminological part of the knowledge. In this part, the domain vocabulary and principles are described. Once done, this part only has to be changed if the description is no longer sufficient. In contrast to rare updates of the terminological knowledge the assertional knowledge has to be modified rather frequently, because all descriptions of the new modules are integrated as individuals. Because of the easier access methods of DL and the possibility to use the domain vocabulary, we expect that this could be done directly by the domain expert. This would make it possible to integrate the updating of the DB in the module development process. Additionally, the DL system automatically guarantees a maximum of consistency of the knowledge base.

A DL system does not only improve the management of a knowledge base. As described above, the use of retrieval and classification offers possibilities to accelerate the access to the different facts. For example a common problem during the configuration process is, to find a module which combines the properties of two or more other different modules.

We could for example be interested in finding an integrated automobile motor management unit which integrates the ignition and injection management.
The problem is to retrieve a module description that fits to a list of various properties. With a normal DBMS such a search would be very expensive. With a DL system, the query strategy can be individually optimized which results in a higher performance and a better acceptance of the configuration system.

The use of a DL system also poses one problem: Is it possible to change between an open and a closed world assumption? The open world is convenient for the knowledge acquisition step, to enable the user to inject new facts easily into the knowledge base. During the configuration process, a closed world assumption seems to be more adequate. If, for example, the configuration system excludes the first of two possible modules it can choose the second. An open world assumption would not allow this conclusion.

We have started to model the communication flow among different components linked to the electronic bus system of a vehicle. Modeling the domain using an object-oriented approach, like Description Logics, is more appropriate than conceptual modeling for DBMS. Domain experts have less problems to intuitively understand the resulting models.

7 Conclusion

In this paper we tried to motivate the benefits of coupling a DBMS system with a knowledge representation system, in particular the description logics system C3L++. The most important requirements for such a synergetic combination are:

- the need for large scale knowledge bases
- the potential performance gains

The implementation of C3L++ which incorporates such features is still in progress. Starting with a brief presentation of the academic research prototype C3L, we familiarize the reader with its idiosyncrasies, for instance the integration of procedural knowledge by means of methods, demons and events. Some decision criteria, for choosing an object-oriented DBMS (in our case: POET) and the reasons for setting C3L++ on top of it, are studied in the following section by emphasizing the system development aspect. Discussing the impact of retrieval for our configuration application and its consequences for the DBMS coupling form the major topics of the successive part. Finally, some problems posed by applying description logics to the configuration of electronic bus systems are elaborated.
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1 The P-type Model

The p-type data model was conceived in the early eighties as an answer to database needs [12]. It was expressed within the Algebraic Data Types (ADT) paradigm [7] [8] and its main concern was the sharing of objects by several kinds of users seeing them through one or several views. A p-type is organized in a hierarchy of classes, where classes model database views. An object belongs to one and only one p-type, and to several views. Multiple specialisation is not necessary to express that an object belongs to several subclasses (views of a p-type). It is used only to specify a subset of the views intersection.

To specify a p-type one first gives its minimal view then its other views by simple or multiple strict specialisation, adding attributes and/or assertions. The root of the hierarchy of views is called the minimal view in that all the objects of the p-type must satisfy its properties. The ADT of a p-type is derived from its views declaration. This type contains all the attributes and methods which appear in the views of the p-type, including the minimal view. An object belongs to a view iff it satisfies its assertions. Objects which are instances of a p-type may belong to several views, among which only the minimal view is mandatory.

A p-type is defined as an algebraic data type $<S,F,E>$ where $S$ is a set of sorts $\{s_1, ..., s_n\}$, the carrier of the type, $F$ a set of functions $s_i \times s_j \times ... \times s_k \rightarrow s_l$ and $E$ a set of equations [12]. One sort, $T$, called the set of interest of the type, is central, in that the aim of the type definition is to establish the elements of the type and define their behaviour. In general, the type is given the name of its set of interest: $T$. Among all possible functions, we call attributes those of the form $T \rightarrow s, s \in S$. Other functions are called methods.

The algebraic type of the p-type is derived from the views declarations (including the minimal view). The type PERSON contains all the attributes and methods which appear in its views. The domain of an attribute in type PERSON is the union of its domains in the views where it is declared.

Let $t_{\text{min}} : <S,F_{\text{min}},E_{\text{min}}>$, $t_1 : <S,F_1,E_1>$, $t_2 : <S,F_2,E_2>$, ... be the views of a p-type $T$. $T$ is defined as $<S,F,E>$ where $S$ is the support set of $T$, $F = \bigcup_i F_i$ and $E = E_{\text{min}}$.

As a simple example, consider a p-type PERSON whose minimal view has the attributes Name, Age, and Sex, and its different views are ADULT : PERSON (Age $\geq$ 18), SENIOR : PERSON (Age $> 65$), and STUDENT, characterized by specific attributes. In the graph presented in figure 1, a student aged between 18 and 65 belongs to the views PERSON (the minimal view is mandatory), STUDENT, and ADULT, provided it satisfies the properties of these views.

![Figure 1: Graph of p-type PERSON](image1)

The set of interest (domain) of the minimal view person is identical to that of the p-type PERSON. The domain of another view is a subset of the domain of the view it specializes, or of the intersection of the domains of the views it specializes in case of multiple specialisation.

![Figure 2: Inclusion set of p-type PERSON](image2)
a single Domain predicate, such as Age(x) in [18, 65] may stand for an attribute domain definition in a view.

Unlike most OODBMS such as the O2 proposal [9], attributes whose values are calculated by a method (or a procedure) are true attributes, and therefore are not themselves considered as methods. Any attribute may be stored or not, and may be calculated or not. A calc-stored attribute is calculated from the values of other attributes (e.g., Age from BirthDate and CurrentDate) and automatically updated whenever necessary.

2 An Example

A base schema is made up of several p-type definitions. In general, these p-types are not independent. In OSIRIS the interrelationships between different p-types of a schema are expressed by attribute definitions and by Inter-Object Dependencies (IODs).

We present the main features of the p-type description language and of the Inter-Object Dependencies through a very simple OSIRIS example. The universe modelled is that of persons and vehicles. Persons may be and/or students, teachers, trainee-teachers, professors, sportsmen. They are also either adults or minors according to their age. A given person is a model of the minimal view and may belong to none, any or several other views. The view TRAINEE, which inherits STUDENT and TEACHER, is not necessary to express that a person can be a student and a teacher at the same time. It has been created to designate a subset of their intersection, characterized by some more assertions, which restrict its domain.

class PERSON – Minimal view of p-type PERSON
  attr
  Name : P..NAME; – P..NAME is declared elsewhere
  Children : setof PERSON;
  Sex : CHAR;
  Age : INT;
  MilitaryService : STRING;
  IncomeTax : REAL calc; – procedural attachment
  CarsOwned : setof CAR;
    – CAR is a view of a p-type VEHICLE

key Name – External key
  methods – other functions specification

assertions
  – Domain Assertions
    Sex in { “f”, “m” };
    0 ≤ Age ≤ 120
    MilitaryService in
      { “yes”, “no”, “deferred”, “exempt” };
  – Inter-Attribute Dependencies
    Age < 18 ⇒ MilitaryService = “no”;
    Age ≥ 18 ⇒ MilitaryService in
      { “yes”, “deferred”, “exempt” };
    Sex = ‘f’ ⇒ MilitaryService = “no”;
end;

The minimal view automatically contains a private attribute OID : t oid.

view STUDENT : PERSON . .
view TEACHER : PERSON . .
view PROFESSOR : TEACHER . .
view TRAINEE : STUDENT, TEACHER
  – specializes STUDENT and TEACHER
assertions
  Status = “trainee”;
  Studies = “graduate”;
  Diplomas contain “degree”;
end;

view ADULT : PERSON
assertions
  Age ≥ 18;
end;
view SENIOR : ADULT
assertions
  Age > 65;
end;

implementation PERSON
  – stored attributes
  – body of methods
end;

The attributes of the type PERSON are those of the minimal view, PERSON, plus those defined in other views : Studies, Year, Status, Diplomas. Within a given view, the user may only access the attributes inherited from its super-views and the attributes proper to the view, if any.

Objects which are instances of the p-type PERSON may satisfy one or several views, among which only the minimal view is mandatory.

A part of the description of the p-type VEHICLE might be :

class VEHICLE
  attr
    Type : STRING;
    Year : DATE;
  . .
assertions
    Type in { “car”, “truck”, “bus”, “tractor” };
end;

view CAR : VEHICLE
  attr
    Owner : PERSON;
  . .
assertions
    Type = “car”;
end;

Within the scope of the definition of p-type PERSON and view CAR of p-type VEHICLE, the interrelationships between cars and persons are expressed through the attributes CarOwner and Owner of the p-types PERSON and VEHICLE respectively. To express that these two attributes are reciprocal, one writes an Inter Object Dependency :

PERSON.CarsOwned reverse CAR.Owner

CarsOwned in p-type PERSON being declared as the reverse function of Owner in p-type VEHICLE,
the OSIRIS system ensures integrity maintenance. In particular, every car whose owner is a person X must belong to the set of cars of X. For example, suppressing a car Y with owner X implies that Y no longer belongs to the set of cars owned by X. Similarly, adding a car Y with Owner X would trigger the checking that Y belongs to the set of cars owned by X, and adding it if necessary. Thus referential integrity is checked and automatically maintained.

This deductive aspect (deducing a new integrity is checked and automatically maintained.

In particular, every car whose owner is a person X longer belongs to the set of cars owned by X.

In the example given above, the partitioning of the attribute values is extended to the object space. This partitioning, whose elements are named Eq-classes, is called the Classification Space. It is the quotient space of the object space with respect to the equivalence relation 'satisfy the same subset of Domain Predicates'. The classification space of a p-type is the cartesian product of the sets of Stable Subdomains of its classifying attributes. Elements of the classification space are called Eq-classes. For a p-type with n classifying attributes \(1\), Eq-classes are n-tuples \((d_{11}, d_{2j}, \ldots, d_{nl})\).

The classification space can be illustrated in a 3-dimensional space by the figure shown figure 3, obtained by considering only attributes Age, Military-Service and Sex, and the domain constraints above, leading to a partitioning into \(3 \times 2 \times 2 = 12\) Eq-classes.

The partitioning of each attribute domain is extended to the object space. This partitioning, whose elements are named Eq-classes, is called the Classification Space. It is the quotient space of the object space with respect to the equivalence relation 'satisfy the same subset of Domain Predicates'. The classification space of a p-type is the cartesian product of the sets of Stable Subdomains of its classifying attributes. Elements of the classification space are called Eq-classes. For a p-type with n classifying attributes \(1\), Eq-classes are n-tuples \((d_{11}, d_{2j}, \ldots, d_{nl})\).

The classification space can be illustrated in a 3-dimensional space by the figure shown figure 3, obtained by considering only attributes Age, Military-Service and Sex, and the domain constraints above, leading to a partitioning into \(3 \times 2 \times 2 = 12\) Eq-classes.

3 The Classification Space

The key to implementation is definition of the partitioning of the object space based on the Domain Predicates of the p-type. Each Domain Predicate defines a partitioning of the attribute it covers. The product of partition of an attribute by all the predicates of the p-type [13] [14], determines a partitioning of the domain of that attribute into Stable-Subdomains (SSD). An instance whose attribute values change within the same SSD satisfies the same Domain Predicates. However, different consequences might result from either choice. If the view ADULT is modified, e.g., enriched with some new property, the view SENIOR will inherit this property only if it has been explicitly defined from the view ADULT or any subview of it.

In the example given above, the partitioning of the attribute domains is:

\[
\text{Domain (Age)} = d_{11} \cup d_{12} \cup d_{13} \\
\text{Domain (MilitaryService)} = d_{21} \cup d_{22} \\
\text{Domain (Sex)} = d_{31} \cup d_{32}
\]

where

\[
d_{11} = [0, 18], d_{12} = [18, 65], d_{13} = [65, 120]
\]

\[
d_{21} = \{\text{"no"}\}
\]

\[
d_{22} = \{\text{"yes"}, \text{"deferred"}, \text{"exempt"}\}
\]

\[
d_{31} = \{\text{"m"}\}, d_{32} = \{\text{"f"}\}
\]

By definition, each subdomain \(d_{ij}\) has the following property: when the value of attribute \(Attr_i\) changes within the subdomain \(d_{ij}\), all domain predicates maintain their truth value and consequently the assertions do likewise. Divisions \(d_{ij}\) are therefore stability zones for the assertions, hence their name: Stable Subdomains (SSDs). Domain Predicates are transformed into elementary predicates of the form \(Attr_i \in d_{ij}\), where the \(d_{ij}\) are the SSDs of \(Attr_i\). Introducing a new assertion with predicate Age > 40 would cause the splitting of \(d_{12}\) into [18, 40] and [40, 65], and the corresponding internal rewriting of the concerned assertions.

The partitioning of each attribute domain is extended to the object space. This partitioning, whose elements are named Eq-classes, is called the Classification Space. It is the quotient space of the object space with respect to the equivalence relation 'satisfy the same subset of Domain Predicates'. The classification space of a p-type is the cartesian product of the sets of Stable Subdomains of its classifying attributes. Elements of the classification space are called Eq-classes. For a p-type with n classifying attributes \(1\), Eq-classes are n-tuples \((d_{11}, d_{2j}, \ldots, d_{nl})\).

The classification space can be illustrated in a 3-dimensional space by the figure shown figure 3, obtained by considering only attributes Age, Military-Service and Sex, and the domain constraints above, leading to a partitioning into \(3 \times 2 \times 2 = 12\) Eq-classes.

Figure 3: Space partitioning

It is possible to determine at compile time the number of views to which each Eq-class belongs. Classifying an instance, i.e., determining the set of views to which it belongs, is no longer performed by following the hierarchy of views. Classification is performed by a boolean (propositional) solver, based on the structure of the Classification Space, in time linear to the number of views and of SSD, and polynomial to the number of attributes and p-type assertions [2]. When the object is not completely known, its known attribute values determine several Eq-classes instead of a single one. These Eq-classes determine which views are valid, invalid, or potential, i.e., views whose validity still depends on missing attribute values.

Eq-classes are never represented explicitly in their totality. They are held and directed the compilation process, and at execution time, they index the actual objects of the database. Their number of actual Eq-classes is therefore limited by the objects which are really entered in the base [14].

Primary indexing through Eq-classes also enables semantic query optimization. The query (PERSON \(\text{Age} < 30\)) would automatically select individuals from Eq-classes having SSD \(d_{11}\) as a component, and reject those corresponding to \(d_{13}\). Only the elements of those indexed by \(d_{12}\) \((18 \leq \text{Age} \leq 65)\) have to be checked for the condition \(\text{Age} < 30\).

\(^1\)Classifying attributes are attributes whose domain is partitioned in at least two SSDs.
4 Databases vs Knowledge Bases

Besides security and the ability to efficiently manage large quantities of data, concurrency and data sharing are important features of databases. In typical database applications, an object is assigned one class and the database has to deal with further evolution of its attribute values. In a knowledge base, objects are often not completely known, and object evolution mainly consists in the determination of unknown attribute values, but rarely in value changes. The objective is to obtain the most refined information about the object, including its valid and potential classes, deduced attribute values or value ranges, and explanations about all inferred information.

Another important feature of p-types is that an object can belong to several views and change views (not its p-type) in its lifetime, whereas is ODBMS instanciation is made in one class and is final, as in programming languages. Belonging to a view is a property which is defined as satisfying the assertions of the view, i.e., both its proper and inherited assertions. A mandatory assignation to a view, as is usually the case in a database situation (create p as V) will cause the assertions of V to be verified, considering them as integrity constraints. The way view determination has been designed of p-types [14] consists in determining all the valid views of a given object, extending this determination to that of those possible when the object is not completely known. This process is the very process of instance classification in knowledge bases.

Dealing with incomplete information is an important aspect of knowledge bases. In Osiris, it may happen that incomplete information leads to an absolutely certain conclusion, without having to make hypotheses about unknown values of attributes. In some way, all possible hypotheses have been "compiled" through the Eq-classes. When probabilistic information is available about the distribution of the values of the attributes in its SSDs, the classifying process is able to evaluate the probability assigned to each view when some attributes have unknown values [2]. Classifying a completely known instance is then a particular case of the probabilistic classification: the SSD of a known attribute value has a probability value 1 and the others 0. As a result of classification, views known to be certain have a probability 1, and those impossible a probability 0. When the actual probability of SSDs is not known, assigning to them an arbitrary probability value (e.g., equi-probability), will lead to 0, 1, and non-zero-one values, still characterizing impossible, certain, and potential views. However, in this case, the probability value is not significant and only indicates that the view is potential (i.e., neither certain nor impossible).

The consistency of the base is ensured by the integrity constraints expressed by the assertions. Integrity constraints verification is a by-product of the classification process. In effect, classifying an object in a given view means that the object is a valid interpretation of its assertions. When the user assigns an object to a given view, which is the usual situation in databases, checking the integrity constraints of that view is performed by checking that this view belongs to the objects views.

Other consistency aspects may be considered in a knowledge base context: class validity and assertion contradiction. We also define Domain-inconsistency which is weaker than logical inconsistency and indicates a probable distortion between several assertions (possibly written by several users).

Within a p-type a view may be defined with assertions which make it inconsistent, i.e. no object instance of the p-type can be a model of its assertions (inherited and proper assertions). This is detected by an empty set of valid Eq-classes for the view.

Assertions can be checked for logical inconsistency, which is possible in spite of their first order general form, because the static process enables their transformation into an equivalent set of propositional formulas. Assertions:

- a1: Age < 18 ⇒ MilitaryService = "no"
- a2: Age ≥ 18 ⇒ MilitaryService ∈ \{"yes", "deferred", "exempt"\}
- a3: Sex = "f" ⇒ MilitaryService = "no"

may be transformed into a propositional system where attributes are implicitly universally quantified, and where \( p_{ij} \) is the proposition expressing that attribute \( Attr_i \) is in SSD \( d_{ij} \):

- \( a1' : p_{11} ⇒ p_{21} \)
- \( a2' : p_{12} ∨ p_{13} ⇒ p_{22} \)
- \( a3' : p_{32} ⇒ p_{21} \)

along with propositions of the form

\[ p_{ij} ⇒ not p_{ik} \text{ for all } k ≠ j \]

expressing the mutual exclusion of stable subdomains for the same attribute:

\[ (∀i)(d_{ij} \cap d_{ik} = \emptyset \text{ for all } k ≠ j) \]

Domain inconsistency is weaker than logical inconsistency. An assertion is said to be domain-inconsistent when its antecedent is always invalidated by other assertions of the type. In the context of the above example, the assertion 'Sex = "f" and Age > 30 ⇒ some conclusion' is always valid, whatever its conclusion, because its antecedent is always false, being contradictory to assertions a1-a3, which impose that there cannot be any female aged over 18 in the base. Assertion a2 should have been written : Age ≥ 18 and Sex = "m" ⇒ MilitaryService ∈ \{"yes", "deferred", "exempt"\}. One can assume that such Domain-inconsistent assertions are not written deliberately and their detection is essential to the designer. Once they have been detected, it is up to the user to decide whether to maintain them or not. Domain-inconsistencies may be intended by the programmer; they may be harmless, but they may have unwanted hidden consequences, hence the interest of their detection.

P-types were designed in a database perspective and the Osiris implementation fulfills the usual database requirements. Persistency, transactions, concurrency, etc., are provided through the use of a set of persistent C++ classes (called the Osiris
data volumes, concurrency control, and confidentiality. The main objective for a relational implementation was to inherit the qualities of the second generation relational DBMS. Among these, efficient storage of large data volumes, concurrency control, and confidentiality management.

5 Conclusion

To conclude, we add that the p-type data model resembles more nearly Terminological Logics which can classify an instance into several concepts, than the data model of most OODBMS in which an instance must be created in exactly one class and cannot change its class in its lifetime [4]. Work remains to extend OSIRIS to view subsumption, which may be expressed as the inclusion of sets of Eq-classes in the Classification Space. The complexity of view subsumption with respect to the class of assertions taken into account, i.e., Horn clauses with Domain Predicates as literals, is still to be evaluated.

Although no commercial OODBMS has until now incorporated a view mechanism, the idea that views need to be included is becoming widely accepted. In 1992, E. Bertino acknowledged that "several questions about a suitable view model for OODBMS still need to be addressed in current research" [3].

Views are a primary concept in p-types, and are not superimposed to a given object model. A p-type is a semantic unit for the grouping of subclasses, namely views. A real world entity is instantiated in one and only one p-type, and may belong to several views: those of which it satisfies the properties. Grouping subclasses as views of a p-type is the corollary of considering the unity of the object, which is indeed the basis of object modelling. A person is unique, whether considered as a student, a sportsman, an adult, etc. In P/FDM, a prolog-based implementation of a functional data model, a given object may also be instantiated in several subclasses, with the same OID [6]. P. Gray remarks that this approach is equivalent to views, which we acknowledge.

We would also like to mention Date's opinion that "the process of inserting a row can be regarded as a process of inserting that row into the database (rather than into some specific table)" [5]. In an object-oriented perspective, this argues well for automatic classification of objects in views.
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1 Introduction

We have recently proposed a new object-oriented data model, called CVL (for Classes, Views, and Links), that extends the expressive power of known formalisms in several directions by offering the following possibilities:

- To specify both necessary and sufficient conditions for an object to belong to a class; necessary conditions are generally used when defining the classes that constitute the schema, whereas the specification of views requires to state conditions that are both necessary and sufficient [1]. With this feature, supported in CVL through class and view definitions, views are part of the schema and can be reasoned upon exactly like any class.
- To specify complex relations that exist between classes, such as disjointness of their instances or the fact that one class equals the union of other classes.
- To refer to navigations of the schema while defining classes and views; in particular, both forward and backward navigations along relations and attributes are allowed, with the additional possibility of imposing complex conditions on the objects encountered in the navigations.
- To specify relations that exist between the objects reached following different links; in particular, to specify that the set of objects reached through an attribute A is included in the set of objects reached through another attribute B, thus imposing that A is a subset of B.
- To use (n-ary) relations with complex properties and to declare keys on them.
- To impose cardinality ratio constraints on attributes.
- To model complex, recursive structures, simultaneously imposing several kinds of constraints on them. This feature allows the designer to define inductive structures such as lists, sequences, trees, DAGs, etc.

One of the most important aspects of the model we propose is that it supports several forms of reasoning at the schema level. Indeed, the question of enhancing the expressive power of object-oriented schemas is not addressed in CVL by simply adding more and more constructs to a basic object-oriented model, but by equipping the model with reasoning procedures which are able to make inference on the new constructs. Notably, we have shown that the main reasoning task in CVL, namely checking if a schema is consistent, is decidable, by providing a sound and complete algorithm that works in worst-case deterministic exponential time in the size of the schema. Such worst-case complexity is inherent to the problem, proving that consistency checking in CVL is EXPTIME-complete.

2 The CVL data model

In this section we formally define the object-oriented model CVL, by specifying its syntax and its semantics.

2.1 Syntax

A CVL schema is a collection of class and view definitions over an alphabet B, where B is partitioned into a set C of class symbols, a set A of attribute symbols, a set U of role symbols, and a set M of method symbols. We assume that C contains the distinguished elements Any and Empty\(^1\). In the following C, A, U and M range over elements of C, A, U and M respectively.

As we mentioned before, for defining classes and views we refer to complex links which are built starting from attributes and roles. An atomic link, for which we use the symbol \(l\), is either an attribute, a role, or the special symbol \(\sim\) (used in the context of set structures). A basic link \(b\) is constructed according to the following syntax rule, starting from atomic links:

\[ b ::= l \mid b_1 \cup b_2 \mid b_1 \cap b_2 \mid b_1 \setminus b_2. \]

Two objects are connected by \(b_1 \cup b_2\) if they are linked through \(b_1\) or \(b_2\), whereas two objects are connected by \(b_1 \cap b_2\) if they are linked through \(b_1\) and (but not) by \(b_2\). Finally, a generic complex link \(L\) is obtained from basic links according to:

\[ L ::= b \mid L_1 \cup L_2 \mid L_1 \circ L_2 \mid L^* \mid L^- \mid \text{id} \]

Here, \(L_1 \circ L_2\) means the concatenation of link \(L_1\) with link \(L_2\), \(L^*\) the concatenation of link \(L\) an arbitrary finite number of times, and \(L^-\) corresponds to link \(L\) taken in reverse direction. The use of \(\text{id}\) is

\(^1\)We may also assume that \(C\) contains some additional symbols such as \text{Integer, String, etc.}, that are interpreted as usual, with the constraint that no definition of such symbols appears in the schema.
is to verify if along a certain path we have reached an object that is an instance of class $C$.

Usually, in object-oriented models to every class there is an associated type which specifies the structure of the value associated to each instance of the class. In CVS, objects are not required to be of only one specified type. Instead, we allow for polymorphic entities, which can be viewed as having different structures corresponding to the different roles they can play in the modeled reality. Therefore we admit rather rich expressions for defining structural properties. A structure expression, denoted with the symbol $T$, is constructed as follows, starting from class symbols:

$$
T := C | \neg T | T_1 \land T_2 | T_1 \lor T_2 | [A_1; T_1, \ldots, A_n; T_n] | \{T\}.
$$

The structure $[A_1; T_1, \ldots, A_n; T_n]$ represents all tuples which have at least components $A_1, \ldots, A_n$ having structure $T_1, \ldots, T_n$, respectively, while $\{T\}$ represents sets of elements having structure $T$. Additionally, by means of $\land$, $\lor$, and $\neg$, we are allowed not only to include intersection and union in structure expressions (as in [2]), but also to refer to all entities that do not have a certain structure. Note that, since we allow for entities having multiple structure, intersection cannot be eliminated from the definition of structure expressions (contrast this property with the model presented in [2]).

Class and view definitions are built out of structure expressions by asserting constraints on the allowed links and by specifying the methods that can be invoked on the instances of the class. A class definition expresses necessary conditions for an entity to be an instance of the defined class, whereas a view definition characterizes exactly (through necessary and sufficient conditions) the entities belonging to the defined view. Our concept of view bears similarity to the concept of query class of [14].

Class and view definitions have the following forms ($C$ is the name of the class or of the view):

```plaintext
class C
structure-declaration structure-declaration
link-declarations link-declarations
method-declarations method-declarations
endclass
endview
```

We now explain the different parts of a class (view) definition.

(i) A structure-declaration has the form

```
\text{is a kind of } T
```

and can actually be regarded as both a type declaration in the usual sense, and an extended ISA declaration introducing (possibly multiple) inheritance.

(ii) link-declarations stands for a possibly empty set of link-declarations, which can further be distinguished as follows:

- **Universal**- and **existential-link-declarations** have the form

```
\text{all } L \text{ in } T \text{ and } \exists L \text{ in } T.
```

The first declaration states that each entity reached through link $L$ from an instance of $C$ has structure $T$ and the second one states that for each instance of $C$ there is at least one entity of structure $T$ reachable through link $L$. Therefore such link-declarations represent a generalization of existence and typing declarations for attributes (and roles).

- **A well-foundedness-declaration** has the form:

```
\text{well founded } L.
```

It states that by repeatedly following link $L$ starting from any instance of $C$, after a finite number of steps one always reaches an entity from which $L$ cannot be followed anymore. Such a condition allows for example to avoid such pathological cases as a set that has itself as a member. This aspect will be discussed in more detail in section 4.

- **A cardinality-declaration** has the form:

```
\exists (u,v) b \text{ in } T \text{ or } \exists (u,v) b^- \text{ in } T,
```

where $u$ is a nonnegative integer and $v$ is a nonnegative integer or the special value $\infty$. Such a declaration states for each instance of $C$ the existence of at least $u$ and most $v$ different entities of structure $T$ reachable through the basic link $b$ ($b^-$).

Existence and functional dependencies can be seen as special cases of this type of constraint.

- **A meeting-declaration** has the form:

```
each \ b_1 \text{ is } b_2 \text{ or each } b_1^- \text{ is } b_2^-.
```

It states that each entity reachable through a link $b_1$ ($b_1^-$) from an instance $o$ of $C$ is also reachable from $o$ through a different link $b_2$ ($b_2^-$). Such a declaration allows for representing inclusions between attributes, and is a restricted form of role-value map, a type of constraint commonly used in knowledge representation formalisms [15].

- **A key-declaration** has the form:

```
\text{key } A_1, \ldots, A_m, A_1^-, \ldots, A_m^-,
U_1, \ldots, U_n, U_1^-, \ldots, U_n^-.
```

It is allowed only in class definitions and states that each entity $o$ in $C$ is linked to at least one other entity through each link that appears in the declaration, and moreover the entities reached through these links uniquely determine $o$, in the sense that $C$ contains no other entity $o'$ linked to exactly the same entities as $o$ (for all links in the declaration).

(iii) method-declarations stands for a possibly empty set of method-declarations, each having the form:

```
method M (C_1, \ldots, C_m) \text{ returns } (C'_1, \ldots, C'_{n}).
```

It states that for each instance of $C$, method $M$ can be invoked, where the type of the input parameters (besides the invoking object) that are passed to, output parameters that are returned from the method are as specified in the declaration.

\footnote{Note that requiring the link to be basic (and not generic) is essential for preserving the decidability of inference on the schema.}

\footnote{Note that the restricted form of role-value map adopted here does not lead to undecidability of inference, which results if this construct is used in its most general form.}
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2.2 Semantics

We specify the formal semantics of a CVL schema through the notion of interpretation $\mathcal{I} = (\mathcal{O}^2, \mathcal{J})$, where $\mathcal{O}^2$ is a nonempty set constituting the universe of the interpretation and $\mathcal{J}$ is the interpretation function over the universe. Note that an interpretation corresponds to the usual notion of database state. Differently from traditional object-oriented models, we do not distinguish between objects (characterized through their object identifier) and values associated to objects. Instead, we regard $\mathcal{O}^2$ as being a set of polymorphic entities, which means that every element of $\mathcal{O}^2$ can be seen as having one or both of the following structures (entities having none of these structures are called pure objects):

1. The structure of tuple: when an entity $o$ has this structure, it can be considered as a property aggregation, which is formally defined as a partial function from $A$ to $\mathcal{O}^2$ with the proviso that $o$ is uniquely determined by the set of attributes on which it is defined and by their values. In the sequel the term tuple is used to denote an element of $\mathcal{O}^2$ that has the structure of tuple, and we write $[A_1:o_1, \ldots, A_n:o_n]$ to denote any tuple $t$ such that, for each $i \in \{1, \ldots, n\}$, $t(A_i)$ is defined and equal to $o_i$ (which is called the $A_i$-component of $t$). Note that the tuple $t$ may have other components as well, besides the $A_i$-components.

2. The structure of set: when an entity $o$ has this structure, it can be considered as an instance aggregation, which is formally defined as a finite collection of entities in $\mathcal{O}^2$, with the following provisos: (i) the view of $o$ as a set is unique (except for the empty set {}), in the sense that there is at most one finite collection of entities of which $o$ can be considered an aggregation, and (ii) no other entity $o'$ is the aggregation of the same collection. In the sequel the term set is used to denote an element of $\mathcal{O}^2$ that has the structure of set, and we write $\{o_1, \ldots, o_n\}$ to denote the collection whose members are exactly $o_1, \ldots, o_n$.

The interpretation function $\mathcal{J}$ is defined over classes, structure expressions and links, and assigns them an extension as follows:

- It assigns to $\exists$ a subset of $\mathcal{O}^2 \times \mathcal{O}^2$ such that for each $\{[\ldots, o, \ldots]\} \in \mathcal{O}^2$, we have that $\{[\ldots, o, \ldots]\} \in \mathcal{O}^2$.
- It assigns to every role $U$ a subset of $\mathcal{O}^2 \times \mathcal{O}^2$.
- It assigns to every attribute $A$ a subset of $\mathcal{O}^2 \times \mathcal{O}^2$ such that, for each tuple $[\ldots, A:o, \ldots] \in \mathcal{O}^2$, $([\ldots, A:o, \ldots], A) \in \mathcal{J}$, and there is no $o' \in \mathcal{O}^2$ different from $o$ such that $([\ldots, A:o, \ldots], o') \in \mathcal{J}$. Note that this implies that every attribute in a tuple is functional for the tuple.
- It assigns to every link a subset of $\mathcal{O}^2 \times \mathcal{O}^2$ such that the following conditions are satisfied:

\[
\begin{align*}
(b_1 \cap b_2)^\mathcal{J} &= b_1^\mathcal{J} \cap b_2^\mathcal{J} \\
(b_1 \setminus b_2)^\mathcal{J} &= b_1^\mathcal{J} \setminus b_2^\mathcal{J} \\
(L_1 \cup L_2)^\mathcal{J} &= L_1^\mathcal{J} \cup L_2^\mathcal{J} \\
(L_1 \circ L_2)^\mathcal{J} &= L_1^\mathcal{J} \circ L_2^\mathcal{J} \\
(L^*)^\mathcal{J} &= (L^)^\mathcal{J}
\end{align*}
\]

- It assigns to every class and to every structure expression a subset of $\mathcal{O}^2$ such that the following conditions are satisfied:

\[
\begin{align*}
\text{Any}^\mathcal{J} &= \mathcal{O}^2 \\
\text{Empty}^\mathcal{J} &= \emptyset \\
C^\mathcal{J} \subseteq \mathcal{O}^2 \\
((-T))^\mathcal{J} &= \mathcal{O}^2 \setminus T^\mathcal{J} \\
(T_1 \land T_2)^\mathcal{J} &= T_1^\mathcal{J} \cap T_2^\mathcal{J} \\
(T_1 \lor T_2)^\mathcal{J} &= T_1^\mathcal{J} \cup T_2^\mathcal{J} \\
[A_1; T_1, \ldots, A_n; T_n]^\mathcal{J} &= \{(A_1; o_1, \ldots, A_n: o_n) \in \mathcal{O}^2 \mid o_i \in T_i, \ldots, o_n \in T_n^\mathcal{J}\} \\
(T)^\mathcal{J} &= \{\{o_1, \ldots, o_n\} \in \mathcal{O}^2 \mid o_1, \ldots, o_n \in T^\mathcal{J}\}.
\end{align*}
\]

The elements of $\mathcal{O}^2$ are called instances of $C$.

In order to characterize which interpretations are legal according to a specified schema we first define what it means if in an interpretation $\mathcal{I}$ an entity $o \in \mathcal{O}^2$ satisfies a declaration which is part of a class or view definition:

- $o$ satisfies a type-declaration "is a kind of $T$" if $o \in T^\mathcal{J}$;
- $o$ satisfies a universal-link-declaration "all $L$ in $T$" if for all $o' \in \mathcal{O}^2$, $(o, o') \in L^\mathcal{J}$ implies $o' \in T^\mathcal{J}$;
- $o$ satisfies an existential-link-declaration "exists $L$ in $T$" if there is $o' \in \mathcal{O}^2$ such that $(o, o') \in L^\mathcal{J}$ and $o' \in T^\mathcal{J}$;
- $o$ satisfies a well-foundedness-declaration "well founded $L$" if there is no infinite chain $\langle o_1, o_2, \ldots \rangle$ of entities $o_1, o_2, \ldots \in \mathcal{O}^2$ such that $o = o_1$ and $(o_i, o_{i+1}) \in L^\mathcal{J}$, for $i \in \{1, 2, \ldots\}$;
- $o$ satisfies a cardinality-declaration "exists $(u,v)$ in $T$" if there are at least $u$ and at most $v$ entities $o' \in \mathcal{O}^2$ such that $(o, o') \in b^\mathcal{J}$ and $o' \in T^\mathcal{J}$; a similar definition holds for a cardinality-declaration involving $b$;
- $o$ satisfies a meeting-declaration "each $b_1$ is $b_2$" if $\{o' \mid (o, o') \in b_1^\mathcal{J}\} \subseteq \{o' \mid (o, o') \in b_2^\mathcal{J}\}$;

a similar definition holds for a meeting-declaration involving $b_1$ and $b_2$.

Finally, a class $C$ satisfies a key-declaration "key $L_1, \ldots, L_m$", if for every instance $o$ of $C$ in $\mathcal{I}$ there are entities $o_1, \ldots, o_m \in \mathcal{O}^2$ such that $(o_i, o_i) \in L_i^\mathcal{J}$, for $i \in \{1, \ldots, m\}$, and there is no other entity $o' \neq o$ in $\mathcal{O}^2$ for which these conditions hold.

Note that the method-declarations do not participate in the set-theoretic semantics of classes and views. For an example on the use of method declarations in the definition of a schema we refer to Section 4.

An interpretation $\mathcal{I}$ satisfies a class definition $\delta$, say for class $C$, if every instance of $C$ in $\mathcal{I}$ satisfies all declarations in $\delta$, and if $\mathcal{I}$ satisfies all key-declarations in $\delta$. $\mathcal{I}$ satisfies a view definition $\delta$, say for view $C$, if the set of entities that satisfy all declarations in $\delta$ is exactly the set of instances of $C$. In other words, there are no other entities in $\mathcal{O}^2$ besides those in $\mathcal{O}^2$ that satisfy all declarations in $\delta$.

If $\mathcal{I}$ satisfies all class and view definitions in a schema $S$ it is called a model of $S$. A schema is
said to be **consistent** if it admits a model. A class (view) $C$ is said to be **consistent in** $S$, if there is a model $I$ of $S$ such that $C^I$ is nonempty. The notion of consistency is then extended in a natural way to structure expressions.

### 3 Reasoning in $CVL$

One of the main features of $CVL$ is that it supports several forms of reasoning at the schema level. The basic reasoning task we consider is **consistency checking**: given a schema $S$ and a structure expression $T$, verify if $T$ is consistent in $S$. This reasoning task is indeed the basis for the typical kinds of schema level deductions supported by object-oriented systems, such as checking schema consistency and class subsumption, and computing the class lattice of the schema. All these inferences can be profitably exploited in both schema design and analysis (for example in schema integration) and also provide the basis for type checking and type inference.

In general, schema level reasoning in object-oriented data models can be performed by means of relatively simple algorithms (see for example [13]). The richness of $CVL$ makes reasoning much more difficult with respect to usual data models. Indeed the question arises if consistency checking in $CVL$ is decidable at all. One of our main results is a sound, complete, and terminating reasoning procedure to perform consistency checking. The reasoning procedure works in worst-case deterministic exponential time in the size of the schema. Notably, we have shown that such worst-case complexity is inherent to the problem, proving that consistency checking in $CVL$ is EXPTIME-complete.

Space limitations prevent us from exposing our inference method, which is based on previous work relating formalisms used in knowledge representation and databases to modal logics developed for modeling properties of programs [5; 9; 10]. For more details we refer to [4].

### 4 Expressivity of $CVL$

In this section we discuss by means of examples the main distinguished features of $CVL$ with the goal of illustrating its expressivity.

#### 4.1 Object polymorphism

In $CVL$, entities can be seen as having different structures simultaneously. In this way we make a step further with respect to traditional object models, where the usual distinction between objects (without structure) and their unique value may constitute a limitation in modeling complex application domains. As an example, Condominium in the schema of Figure 1 is regarded as a set of apartments, as a record structure collecting all its relevant attributes and as an object that can be referred to by other objects through roles (in our example manages).

#### 4.2 Well founded structures

In $CVL$, the designer can define a large variety of finite recursive structures, such as lists, binary trees, directed acyclic graphs, arrays, depending on the application need. The schema in Figure 2 shows an example of definitions of several variants of lists. Observe the importance of the well-foundedness-declaration in the definition of List.

Notably, recursively defined classes are taken into account like any other class definition when reasoning about the schema. We argue that the ability to define finite recursive structures in our model is an important enhancement with respect to traditional object-oriented models, where such structures, if present at all, are ad hoc additions requiring a special treatment by the reasoning procedures [6; 3].

Well-foundedness-declarations also allow us to represent well-founded binary relations. An interesting example of such possibility is the definition of the part-of relation, which has a special importance in modeling complex applications [8]. This relation is characterized by being finite, antisymmetric, irreflexive, and transitive. The first three properties are captured by imposing well-foundedness, while transitivity is handled by a careful use of the $\ast$ operator. More precisely, in order to model the part-of relation in $CVL$, we can introduce a basic part-of role, assert its well-foundedness for the class Any, and then use the link basic-part-of $\circ$ basic-part-of$\ast$ as part-of. Notice that by the virtue of meeting-declarations, we can also distinguish between different specializations of the part-of relation.

### 4.3 Classification

We show an example of computation of the class lattice in which the reasoning procedure needs to exploit its ability to deal with recursive definitions. Figure 3 shows the definitions of classes and views concerning various kinds of (directed) graphs. Our

![Figure 1: Schema of a condominium](image1.png)

![Figure 2: Schema defining lists](image2.png)
reasoning method can be used to compute the corresponding class lattice shown in Figure 4. Observe that several deductions involved in the computation of the lattice are not trivial at all. For example, in computing subsumption between FiniteBinTree and BinGraph, a sophisticated reasoning must be carried out in order to infer that every instance of FiniteBinTree satisfies \( (0,2) \) edge in Any.

4.4 Methods

Consider a schema \( S \) in which the definition of a class \( C \) contains the method declaration "method \( M(D_1, D_2) \) returns (\( D_3 \))." Suppose now that in specifying manipulations of the corresponding database we use three objects \( x \) in class \( C \), \( y_1 \) in class \( D_1 \) and \( y_2 \) in class \( D_2 \), respectively. Let us analyze the behavior of the type checker in processing the expression \( x.M(y_1, y_2) \). If the type checker follows a strong type checking policy, then the expression would be considered well typed if and only if \( D_1 \) is subsumed by \( D_1 \) and \( D_2 \) is subsumed by \( D_2 \) in \( S \). On the other hand, if a weaker type checking policy is adopted, in order to guarantee well typedness, it is sufficient that both \( D_1 \land D_1 \) and \( D_2 \land D_2 \) are consistent in \( S \). Moreover, in both cases it can be easily inferred that the type of the expression is in \( D_3 \). All these inferences can be carried out by relying on the basic reasoning task introduced in the previous section.

5 Concluding remarks

The combination of constructs of the CVL data model makes it powerful enough to capture most common object-oriented and semantic data models presented in the literature [12; 11], such as \( O_2 \) [3], ODMG [6], and the entity-relationship model [7]. In fact, by adding suitable definitions to a schema we can impose conditions that reflect the assumptions made in the various models, forcing such a schema to be interpreted exactly in the way required by each model.
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Abstract
Modeling and analysing business processes is a frequent job in professional consulting projects, but adequate commercial tools or even formal methods supporting this task hardly exist. This paper reports about the successful application of the knowledge representation system ConceptBase to this task. Based on generic modeling facilities on the one hand and powerful query mechanism on the other ConceptBase is able not only to represent and analyse the final complex model but also to support and record intermediate states together with transitions between them. Our experience has shown that a logic-based knowledge representation language is not inconvenient for practical modeling tasks but even urgently needed to handle large and complex models in an adequate way.

1 Introduction
During the first KRDB workshop in 1994 a first contact between the information systems group of Informatik V at the RWTH Aachen and the consulting firm USU was established. Now, at the second workshop in this series, we can report on a successful cooperation project. Within this project the deductive object base manager ConceptBase [4] developed in the group of Matthias Jarke was used to model and reason about business processes.

Early phases of consulting projects concerning the introduction of sophisticated information systems include the analysis of existing business processes together with the derivation of requirements as the fundamental goal. For this task only rudimentary tool support or fragments of formal methods exist. Almost all existing tools contain a fixed view of the world, an extension of the supported concepts is not possible. As a consequence, the tools prescribe the analysis procedure and not vice versa.

The aim of this project was to develop concepts and a prototype for a comprehensive support of the current USU-PFR method used to capture information about the domain of interest. The result should be easy to use and to understand, such that also customers are able to use it, and on the other hand be powerful enough for a convincing analysis.

The next section describes the USU method to business process modeling together with some of the arising problems in tool support. The knowledge representation formalism Telos is introduced in section 3. Section 4 presents the application of Telos and ConceptBase to this task while the last section summarizes our experiences.

2 The USU Method to Business Process Modeling
Requirements are captured from multiple, sometimes unforeseen perspectives: content and structure analysis of existing documents, interviews with individuals describing their current situation and wishes, informal textual or visual conceptual models developed in planned or unplanned meetings of stakeholder groups, reverse analysis of existing systems, or goal analysis from a business or individual perspective. The study of each of these sources may lead to new questions, to be answered from new sources until a somewhat coherent picture of requirements emerges.

A typical USU consulting project follows the so-called PFR method (Analysis of Presence and Future Requirements) [1] The aim of this method is to generate a shared and agreed understanding of the current business processes, the problems, and a first vision of the target system. The main part consists of two phases.

In a cooperative fashion a set of involved persons generate in a first phase a rough overview of the existing processes (mostly in terms of information exchange among organisational units). Based on the result of the first phase people working within the identified units describe in a second step in detail the sequence of their activities together with relationships to other persons in the organisation. This step has the goal of testing the initial vision against the existing and expected organizational context, and to elaborate it, both in terms of deepened understanding and in terms of more formal representations (e.g. in the form of activity sequences, data flow models, entity relationship diagrams or object models). This step also includes an analysis of exchanged media in order to capture hints for further process optimiza-
tion.

From a representational viewpoint, the PFR methodology comprises a set of source perspectives as captured in the first two steps, and a set of result perspectives which represent the delivered requirements (with the intent of presenting them to users or to use them in subsequent design tasks). The details of these perspectives may change with the individual customers and projects.

The source perspectives are:

- **The information exchange between organisational units.** This perspective aims to produce a visual overview of the current or future situation including the identification of weak spots of the process under investigation. It is represented in an informal collage style employing a fixed set of graphical symbols and pictograms. Although its semantics is a bit vague, it provides a valuable overview of the current situation and its limitations. This representation is not only used to produce a picture of the current situation, but also to visualize a first version of the target conception.

- **The individual activity sequence of stakeholders.** This perspective is captured for each stakeholder by individual interviews and describes in form of a detailed flow chart the sequence of activities, the required and produced information, and inter-relationships with other stakeholders. In the same way information from already existing workflow documents, as, e.g., the quality management handbook, is represented.

- **The structure of exchanged media.** This perspective identifies the pieces of information that reside on forms, documents and other kinds of media that are exchanged between stakeholders resp. organisational units. This breakdown of a medium into the pieces of information it carries is necessary for a detailed analysis of the activities performed by stakeholders.

Cross-perspective analysis applies these source perspectives and mainly consists of a comparison of the perspectives to detect discrepancies, modeling errors, gaps, and properties of the business process. The results of this comparison activity guide further interviews to clarify the inconsistencies and to complete the models. During these changes in individual perspectives, the corresponding derived knowledge about the conflicts has to be maintained, as old conflicts may disappear and new problems may surface. USU’s experience in applying this method to a large number of projects has shown that an analysis by hand is a time-consuming and error-prone task. A supporting tool should therefore

- represent the information from all perspectives in a natural way (which may be different from customer to customer or from project to project) such that they can be easily communicated to stakeholders,

- enable the comparison of diagrams represented according to different (semi-)formal notations to detect discrepancies, modeling errors, gaps, etc., and maintain the detected relationships over time,

- be able to automatically generate function-oriented and data-oriented perspectives on the provided information to be used as a starting point in subsequent analysis and design steps.

Use of existing CASE tools proved unsatisfactory for these tasks, as they were too rigid in their hard-coded consistency analyses which were developed for other purposes.

Frequently, the set of perspectives has to be customized by aspects which are specific to a particular project but do not occur sufficiently often to include them in the standard methodology. Or a customer organization uses an existing methodology in subtly different ways than others.

What is needed, is a simple formalism which is extensible to the needs of specific methodologies or even application projects but still provides the formal background for integrating all the perspectives used. This combination of simplicity of basic formalism, extensibility, and formal integratability proved crucial to the success of ConceptBase.

### 3 The Knowledge Representation Language Telos

In this cooperation we used the deductive object manager ConceptBase. ConceptBase is a prototype system that is based on the knowledge representation language Telos [7]. Telos is especially designed to offer modelers the flexibility to define and use their particular understanding of the world, and to relate this understanding to that by others. Telos offers a simple generic data model that is extensible to specific application needs and provides mechanisms for perspective integration.

The kernel model of Telos consists of just two concepts: nodes and links. To allow any kind of formalization, we need a third concept, that of an assertion. Finally, to talk about different notations, we need at least one abstraction mechanism — classification — which enables us to talk about classes and their instances. The kernel of the Telos language is just that. All other language facilities can be bootstrapped from this kernel of nodes and arcs, assertions, and classification.

Tailoring Telos to specific application data models is done by first embedding the structural regulations of the language (i.e. its syntax) into Telos, second giving the new modeling constructs a formal semantics by defining appropriate rules and constraints, and third introducing the diagrammatic presentation of the language by assigning graphical type descriptions to the modeling constructs. In this section we concentrate on the structural and semantic extensibility.

**Structural Extension.** The infinite levels of classification available in Telos enable the creation of (meta) models. Such a meta model extends the admissible set of modeling constructs to the models considered on an abstraction level lower than the meta model. This technique can be used to integrate the structural part of other modeling languages
and to make the modeling concepts of that language available. The meta model acts then as a conceptual model of the structural part (syntax) of the modeling technique.

**Semantic Extension.** Most implemented approaches to meta modeling cover the structural part well [6; 9] but offer semantic extension only within a predefined set of constraint types (e.g. cardinality constraints). Telos assertion objects make it possible to specify the semantics of language extensions as part of the corresponding meta model. The formal behavior, defined in the form of integrity constraints and deductive rules, can be directly attached to the corresponding class definition. In ConceptBase, semantic extensibility is assisted by so-called meta formulas [5]. We allow formulas to make statements across several instantiation level. Thus, they are able to specify the behavior of objects which reside two or more instantiation levels below the objects of the meta model.

### 4 Extension of Telos Towards the PFR Method

The meta model shown in figure 1 was derived from a cumulative analysis of the perspectives typically discussed in USU’s RE projects. By emphasizing the relevant objects in the meta model, we show in the following how the different perspectives described in section 2 are captured in this meta model. Based on this description, we also present a number of query classes for analyzing conflicts among these perspectives. For each of these query classes, a set of possible explanations and related courses of action have been developed in order to help USU analysts in conflict resolution.

The meta model covers all PFR source perspectives. Figure 2 presents the individual perspectives and also visualizes the overlaps of them. Part (a) highlights the part of the meta model used to represent the information exchange between organisational units, as captured in the “collage” of the initial workshop We model an organisational unit as an abstract Agent who supplies another agent with a Medium. The earliest version of the meta model had this simply as a data flow but, observing the participants of the first pilot project, we recognized that agents do not really exchange information, but the medium that act as the data or information carrier. A medium can be something persistent, like a piece of paper, a form or a disk, or a transient thing like the voice that carries words.

The model in part (b) therefore represents the structure of exchanged media by explicitly distinguishing the Medium and the Data it contains. This distinction is essential to talk about phenomena such as empty and completed forms, reading from and writing to a medium, replicating the same piece of data on multiple media manually or automatically, and agents that get a medium but perform no activity that needs or produces any data located on that media. For example, one project revealed that the same data was captured and re-captured several times in a workflow, with very good and expensive quality controls, except in the last step! Here, the meta model helped to explain why there was bad quality despite high quality control costs.

The conceptual model of the individual activity sequence of stakeholders is shown in part (c). An Activity is performed by an Agent. A partial order on activities (workflow) is expressed by the follows relation. An activity is an atomic action that takes some information or Data as input and generates new Data as output. Our semantics of the output relation is very rigorous: The activity must create this data for the first time, i.e. no other activity can also create this data. Every piece of data is created exactly once. The motivation behind this is that the data once created gets never lost.

As indicated in the description above, the perspectives are strongly interrelated by overlaps and redundant information. The USU application projects identified more than 70 constraints describing the consistency of the captured information. This in-
cludes consistency of knowledge within an individual perspective as well as the consistency between different perspectives.

In Telos, we can formally include consistency checks by attaching integrity constraints to the appropriate objects of the meta model. As a consequence, the system will reject every update that violates one of these constraints. This rigid consistency enforcement strategy is not well suited for RE workers: The distributed knowledge acquisition process and the overlapping perspectives lead to numerous conflicts, which then always have been solved before inserting new information into the knowledge base. This delay hampers the analyst and the whole acquisition and analysis process. It also forces perspective reconciliation to take place outside the system, and without traceability.

In contrast, Telos query classes offer a more flexible way to analysis and enforcement. Queries are represented as classes (i.e. they are first class objects in a Telos model) and the answers become the virtual instances of that class. Applied to our problem, the answers to the query are interpreted as consistency violations.

USU did not only formulate queries to detect errors within and between perspectives, but also to analyse the properties of the finally reconciled business process model. This includes questions like “What is the trace of form X305?”, to detect the reason for the long handling time of the form X305. All together USU produced over 80 query classes. To further support the analyst, we developed guidelines for applying the queries. For each query class, they include a set of possible answer interpretations in the light of business processes as the application domain together with appropriate repair suggestions. In addition, we established a sequence of the queries that proved to be reasonable within our experiment projects.

4.1 Some Analysis Examples

In this subsection we present some concrete examples of query classes and answer interpretations. We first give a brief to the syntax of query classes: A query class is formulated in the Telos frame syntax, and has the following form:

```
QueryClass <name> isA <superclasses> with attribute
   <answer attributes>
constraint
   <condition>
end
```

We can distinguish four important parts:

1. The name of the query class is given by <name>.
2. The <superclasses> part specifies the superclasses of the query class. The set of possible answer objects of the query are then restricted to the common instances of the superclasses. If this part is omitted, Object becomes the superclass which enables all objects of the knowledge base to join the answer set.
3. The <answer attributes> part defines the attributes of the answers to the query. The attributes either already exist in the knowledge base, or are deduced during query evaluation.
4. The <condition> part contains the query condition which can be an arbitrary closed formula. The symbol this used within the condition refers to potential answer objects, i.e., the instances of the superclasses.

Analysis of a single perspective

Consider the activity sequence perspective. The query class below realizes the constraint that data can only be used by an activity (indicated by the input relation) after it was created (via the output relation). The query deduces data that are used as input before they are produced.

```
QueryClass Data_UsedBeforeProduced isA Data
   with attribute
      early_user : Activity
   constraint
      c : $(early_user input this) and (producer output this) and (producer trans_follows this) $
end
```

The query class uses the trans_follows relation, which denotes the transitive closure of the follows relation and is deduced by a Telos recursive rule. The answer can be interpreted as

1. an error, if the interviewed agent indicated a wrong sequence.
2. an error, where the interviewer misinterpreted a statement and modeled an input relation to Data instead of a gives relation to Medium.
3. nothing else, since this model represents a real existing and running process where data cannot be used before it is produced.

Analysis of interrelationship among multiple perspectives

In the consulting projects we often detected contradictions between the high-level information exchange perspective acquired mainly from managers and the detailed activity sequence perspective captured from the real working agents. An often violated interrelationship states that the medium flow among agents must correspond to the data demand of agent’s activities, i.e. the supplied media must contain some data that is required by an activity and, conversely, all required data must be contained on some delivered medium. The following query class implements the first part and deduces all media that is supplied to an agent who performs no activity that needs any data carried by that medium.

```
QueryClass NotUsedMedium isA Medium with attribute
   not_user : Agent
   constraint
      c : $(supply in Agent!supplies) and (supply to not_user) and (supply with this) and not exists ( (action performed_by not_user) and (this contains info) and ((action input info)
end
```
The answers are the media together with the agent who gets the media but does not use it. They can be interpreted as follows:

1. There exists a mismatch between the captured perspectives: the management and the concrete employees view the process in different ways. Further clarification interviews are necessary to reconcile the contradicting views.

2. The model is correct and the agent actually gets and sends the medium without any interest on the data. In this case the business process can be further improved by optimizing the media flow.

3. The model is correct and the business process is ok, but the activity that works on the medium does not require any information from the medium.

In practice, we often observed the problem described in 2. As an example of interpretation 4, a secretary collected the monthly reports of the employees of a department to give them as one piece to the manager of that department.

5 Conclusions

The applicability of ConceptBase and Telos to the task of business process modeling and analysis has been successfully proved within this project. We developed a specialized knowledge representation tool containing an adequate meta model, over 80 analysis queries together with predefined answer interpretations and guidelines how to use this system within further projects. The world model (i.e., the meta model) can easily be tailored to specific application needs, and the modeler can individually decide when to use which predefined queries for checking and analysing purposes. It exactly fits the methods used in the company, without precluding future evolution of these methods or customization to individual projects. The information exchange, document structure, and activity sequence can be represented within one meta model; a number of useful observations about the practicability of modeling features (e.g. distinguishing media and data, granularity of modeling required) were made.

An extensible formal language like Telos is able to provide a valuable complementary support for informal, teamwork-oriented methods. Since we can tailor the language to the specific application needs, we must also be able to formulate specific analysis queries - a fixed set of predefined queries as provided by most CASE environments will not fulfill this. This requires a powerful declarative assertion and query language based on a well-defined formal semantics.

The experiences confirm the usefulness of requirements freedoms and explicit tolerance of inconsistencies within and across multiple viewpoints, as postulated by researchers such as Balzer [2], Feather and Fickas [3], Finkelstein and colleagues [8]. This may seem in contrast to the old paradigm of consistently refining an initially consistent specification - the only known way to create provably correct software. However, recall that we are concerned with an early phase of analysis; its end result should still be consistent so that the consistent refinement approach may still be used in conjunction with our approach.

Conflicts during analysis force discussions and increase the understanding of the domain under investigation. Exactly for that reason we developed a meta model that potentially includes a lot of conflicts. A systematic way of developing such meta models in general is a subject of further research.
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1 Introduction

It is well known that in general, a query issued on a database can be rewritten in many ways maintaining, as a result, the same set of items (say, records or objects, depending on the data model). Such rewriting has been devised with the main purpose of query optimization, i.e. to minimize the execution costs. Traditionally, database theory focused on algebraic rewriting, which depends only on formal properties of the data model and manipulation language. Some works introduced also the idea of semantic query optimization [Shenoy and Ozsoyoglu, 1987; Beneventano et al., 1993; Beneventano et al., 1994; Ballerini et al., 1995], which rewrites queries also on the basis of semantic problem-specific knowledge, such as integrity constraints.

In this paper we exploit the idea of rewriting a query not only for the semantic optimization task, as proposed by the authors in [Beneventano et al., 1993; Beneventano et al., 1994], but also for another query-related task: intensional query answering. In particular, we focus on Object Oriented Databases and give a general definition of semantic transformation and of semantic expansion of a query. Then we will show how this concepts can be exploited in intensional query answering.

2 Semantic transformation and expansion of a query

Actual database schemata are, in fact, given in terms of base classes (i.e. primitive concepts) while further knowledge is expressed with Integrity Constraints (IC) rules, that is if then rules on the attributes of a database schema (i.e., roughly a Tbox of a Terminological Knowledge Representation System) to guarantee data consistency. In general, integrity constraints go beyond data model expressiveness and are expressed in various fashions, depending on the database data model: e.g. subsets of first order logic, inclusion dependencies and predicates on row values, procedural methods in OO environments. In this context, we can say that a query Q' is a semantic transformation of the query Q if it gives the same result of Q for any database instance which satisfies the given IC rules.

In [Beneventano et al., 1993; Beneventano et al., 1994] the authors proposed a method for semantic query optimization, applicable to the class of conjunctive queries, based on two fundamental ingredients. The first one is the ODL description logics proposed as a common formalism to express: class descriptions, a relevant set of IC rules and queries as ODL types. The second one is the subsumption inference technique exploited to evaluate the logical implications expressed by IC rules and, thus, to produce the semantic expansion of a given query. The semantic expansion of a query is a semantic transformation of a query which incorporates any possible restriction which is not present in the original query but is logically implied by the query and by the overall schema (classes + IC rules).

ODL (Object Description Logics) was proposed in [Bergamaschi and Nebel, 1994] and extends the expressiveness of implemented description logics languages in order to represent the semantics of complex object data models (CODMs), recently proposed in the areas of deductive databases [Abiteboul and Kanellakis, 1989] and object oriented databases [Lecluse and Richard, 1989]. In particular, class types and complex value-types are differentiated. They are based on base types: integers, strings, reals, and are constructed with the recursive use of the set and record constructors. The present version of ODL allows the declarative formulation of a relevant set of database integrity constraints. In particular, ODL includes quantified path types and IC rules. The former extension has been introduced to deal easily and powerfully with nested structures. Paths, which are essentially sequences of attributes represent the central ingredient of OODB query languages to navigate through the aggregation hierarchies of classes and types of a schema. In particular, we provide quantified paths to navigate through multi-valued attributes. The allowed quantifications are existential and universal and they can appear more than once in the same path.

Viewing a database schema as a set of ODL inclusion statements allows the declarative formulation of another relevant set of integrity constraints, expressing if then rules whose antecedent and consequent are ODL virtual types (i.e. defined concepts). For example, it is possible to express correlations between structural properties of the same class or sufficient conditions for populating subclasses of a given class. A generalized database schema can be
thus defined as a set of inclusion statements between general ODL types.

A relevant set of queries, corresponding to the so-called single-operand queries [Kim, 1989], can be expressed as virtual ODL types. Subsumption computation, incoherence detection and canonical form generation proposed in [Bergamaschi and Nebel, 1994] can be used to produce the semantic expansion EXP(Q) of a query Q. Following the approach of [Shenoy and Ozsoyoglu, 1987], we perform the semantic expansion of the types included at each nesting level in the query description. Type expansion is based on the iteration of this simple transformation: if a type implies the antecedent of an IC rule then the consequent of that rule can be added. Logical implications between these types (the type to be expanded and the antecedent of a rule) are evaluated by means of subsumption computation [Bergamaschi and Nebel, 1994].

Semantic expansion is an iterative process which produces, at any step, a query which is semantically equivalent to the original one. During the transformation, we compute and substitute in the query, at each step, the maximal subsumed classes, among the classes of the schema, satisfying the query. Therefore, each of the intermediate results of semantic expansion is a valid semantic transformation of the query and is a candidate for the intensional answer. The result of semantic expansion of a query coincides with the lowest query in the taxonomy among all the semantically equivalent ones [Beneventano et al., 1993].

In general, semantic expansion can also lead to introduce redundant terms, i.e. terms which are logically implied by other terms. In the literature, this problem is generally addressed as constraint removal, that is the removal of the constraints which are logically implied by the query. We can then detect in the expanded query, again by subsumption, all the eliminable factors and, eventually, eliminate them [Dallerini et al., 1995].

3 DL techniques for intensional query answering

An overview of the various intensional query answering techniques is given in [Motro, 1994]. On the basis of that classification, intensional query answering can be evaluated according to three main features: intensional-only (pure) versus intension/extensional (mixed); independence from the database instance versus dependence; completeness of the characterization of the extensional answer.

In general, a query is expressed as a class of the schema (target class) restricted with additional selection predicates, which include conditions on objects of the aggregation rooted at the target class. The many queries obtained by semantic expansion will differ from the original one either for the target class or for the predicates. Each transformed query is a possible intensional answer, which is pure, since it does not contain reference to any extensional element, and also independent, since it is computed according to general IC rules which hold in any database state. Thus it is also intension-equivalent*.

For example, in a database with an integrity constraint stating that all employees who lead a department are managers, a query on the employees who lead a department and earn more than $50000 is equivalent to a query on the managers who earn more than $50000. Conversely, in a database with an integrity constraint stating that all engineers earn over $40000, a query on the engineers who earn over $30000 is equivalent to a query on all the engineers.

When several different intensional answers are available, a main issue is to determine which answer is the "best". We give the following criteria for the best answer:

1. the target class is the most specialized among the classes of the schema that can be substituted for the original one in the query, therefore it gives a concise description of the answer which is more informative than the original query;
2. the classes included in the query predicates are the most specialized satisfying the query, giving a more significant, though semantically equivalent, predicate;
3. redundant predicates are removed as a contribution to conciseness.

The three above criteria are satisfied by the application of semantic expansion and constraint removal. In particular, according to the criterion 1 a query like which are the X such that p1 and ... and pn gets the answer all the X' such that p1 and ... and pn, where X' is subsumed by X and m ≤ n. If we consider the first example above, we substitute the target class "employees", which can contain many thousands of items, with the class "managers" which can contain few hundreds of items and the answer, though purely intensional characterizes the result in terms of a more restricted class than the original query.

As far as completeness of intensional characterization is concerned, our rewriting method is exact, therefore each rewritten answer is a complete characterization of the original query.

With reference to the completeness of our method, which is based on subsumption, it is well known that it is greatly influenced by the complexity of the knowledge representation model or, in our case, of the data and integrity constraint definition language. If the language does not allow completeness of subsumption, the intensional answer we get is not necessarily the most concise.

Given a query Q, subsumption can also be used to compute its Greatest Lower Bound (GLB) and Least Upper Bound (LUB) among the classes of the schema. For simplicity, let us suppose in the following that the two bounds are unique. In this case LUBQ ⊇ Q ⊇ GLBQ and each bound can be seen as a partial intensional answer to the query.

A different approach could be the generation of an intensional answer which is equivalent to the original one only for the present database instance. For example, let us suppose that, for a given database state, a query on the employees who earn between $30000 and $50000 return only employees who are
engineers. In this case, the answer "all the engineers" is pure and dependent, i.e., it is extension-equivalent to the original one. Unlike the previous case, this method does not avoid data access, but can be driven by schema knowledge. For example, given the query \( Q \) and its bounds \( LUB \) and \( GLB \), the query \( Q \) is extensionally-equivalent to \( B \) if \( LUBQ - GLBQ = \emptyset \). This result can be obtained without accessing the extension if the database system provides an efficient way to deal with class cardinalities.

Hybrid reasoning can be used to obtain mixed intensional answers. In this case, the answer contains intensional concepts and lists of positive and negative extensional items. Given an algorithm for the instance problem, which can decide if an object belongs to a given class, the answer to a query \( Q \) can one of the following:

\[
LUB_A \ = \ \{i_1, i_2, \ldots, i_n\}
\]

where \( i_j \in (LUBQ - GLBQ) \wedge i_j \notin Q \)

\[
LUB_A \cup \{i_1, i_2, \ldots, i_n\}
\]

where \( i_j \in (LUBQ - GLBQ) \wedge i_j \in Q \)

For instance, the query "who earns more than $30000" could get the answer "all the engineers except John Smith".

The usability of this technique is obviously related to the efficiency of the algorithm for the instance problem, since it has to be computed many times.

As a final remark, we mentioned in the beginning that the rewriting activity is based on a schema including integrity rules. Of course, if more integrity rules are available more rewritings are possible. For the sake of intensional answers, one could apply data mining techniques to discover new rules [Cercone and Tsuchiya, 1993]. The rewritings made possible by these rules give answers which are dependent from the present database state.
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Abstract

We propose the set of operations for querying the conceptual schema of an object-oriented database. The operations form the basis of an algebra for objects called OVAL. They are defined using the constructs introduced for our formalization of the object-oriented database model. The operations allow a user to query: (i) associations among individual objects, (ii) relationships between individual objects and class objects, and (iii) relationships among class objects themselves.

1 Introduction

Object-oriented database model provides a rich set of modeling constructs that make the conceptual schema of an object-oriented database more expressive than relational schemas. We observe that, comparing a relational database to an object-oriented one, some information about the modeling environment has been moved from the data part to the schema part of the database. Hence, some aspects of the modeling environment can be, using an object-oriented database model, represented and stored in a database by means of a database schema. Consequently, the schema part of an object-oriented database should be treated in a similar manner as the data part of the database: it is, like ordinary data, the subject of the user's inquiry and modification.

In general, there are two types of queries which relate to the conceptual schema. Firstly, the user should be able to query the relationships between the instances and the conceptual schema of a database. Secondly, due to the frequently very complex conceptual schema, a user should be able to query it in order to obtain a precise mental image of the structure and the behavior of stored information.

In this paper we present the operations of the algebra for objects called OVAL, which are used for querying conceptual schema. The following section briefly overviews the work related to OVAL. Next, the basic constructs used for the formalization of the OVAL's data model are defined in Section 3. The basic operations of the algebra OVAL are presented in Section 4. Finally, the concluding remarks are given in Section 5.

2 Related work

The constructs that recent query languages provide for querying database schema are briefly presented in this section. To our knowledge, recently proposed database algebras (e.g., Query algebra \cite{13}, Excess \cite{14} or Complex Object Algebra \cite{1}) do not include such facilities.

Firstly, most recent query languages (e.g., query languages of ORION \cite{9} or O2 DBMS \cite{4}) provide the constructs for using the class extensions \cite{5} in queries. In \cite{5} Bertino proposes the use of operator \texttt{CLASS.OF}, which returns the class of an object at run-time. The resulting class can be further used in a query. Next, ORION \cite{9} provides a set of operations for modifying database schema at different levels: modification of inheritance, class properties, methods and inheritance hierarchy of classes.

In \cite{8} Kifer and Lausen propose a declarative language based on logic, called F-Logic, which includes the capabilities for querying database schema. The relationships between instances and classes, which are based on the \texttt{isa} hierarchy of database objects, can be in F-Logic queried using the predefined predicates for testing class membership and subclass relationship. Further, F-Logic provides the capabilities to explore the properties of individual and class objects by treating attributes and methods as objects that can be manipulated in a similar manner to other database objects. In this way, some types of non-trivial relationships among objects such as the analogy and the similarity relationships can be expressed in F-Logic.

Next, the query language XSQL \cite{7} includes a set of constructs for querying database schema. XSQL queries can include variables that range over class objects. Therefore, classes can be queried on the basis of their properties and the properties of their instances. The XSQL operation \texttt{subclassO} can be in this context used to inquire about the relationships among classes which are based on the inheritance hierarchy of classes. In a similar manner to F-Logic, XSQL also treats attributes and methods as objects that can be queried; hence, a user can inquire about the properties of individual and class objects.
Finally, in [10] Papazoglou suggests a set of high-level operations for expressing intensional queries which aid a user to understand the meaning of stored data. The proposed operations can express the following types of queries: relate individual objects to classes, browse the isa hierarchy of classes, inquire about the class properties described using attributes, compute associations among classes which are not related by isa relationship, locate objects on the similarity basis and inquire about the dynamic evolution of objects represented by roles.

3 Data Model of OVAL

The algebra for objects OVAL is tightly related to its data model which provides, in addition to the basic constructs of the object-oriented database model [3], an uniform view of the database by treating classes as abstract objects.

This section overviews the basic features of our formalization of the object-oriented database model which serve as the platform for the development of the algebra OVAL. More details about the formalization can be found in [11].

3.1 Objects and Classes

An object is defined as a couple < i, v >, where i is the object identifier and v its corresponding value. An object identifier (oid) is a reference to an object, and an object value represents the state of the object, called an o-value [2]. The o-value is either: (i) a constant, (ii) an oid, (iii) a set of objects {o1, ..., on}, where o1-s represent o-values, or (iv) a tuple object defined as [A1: o1, ..., An: on], where o1-s represent o-values and A1-s are attribute names.

The data model supports two types of objects: class objects and individual objects. The class object represents an abstract concept and acts as a representation of a set of objects which share similar static structure and behavior. The interpretation of a class object is the set of objects that are called the members of a given class object. The interpretation of class c is denoted by I(c). Furthermore, the interpretations of two classes are non-overlapping sets of object identifiers. Therefore, an individual object has exactly one parent class object.

The set of classes from a given database is organized according to the partial ordering relationship is a subclass, which we denote ≤. The partially ordered set of classes is extended to include individual objects. The member of a given class is related to this class by the relationship belongs. Formally, o E I(c) ⇒ o ≤ c, where o represents an individual object and c is a class object.

The inherited interpretation [2; 14] of class c, denoted by I*(c), includes all instances of class c, i.e., the members of class c and the members of its subclasses. Formally, I*(C) = \( \bigcup_{C \leq S, C \in \mathcal{C}} I(C) \), where \( \mathcal{C} \) denotes the set of all classes from a given database.

3.2 O-Values and Types

A type is a pair in the form of (S; P), where S represents the structure of a set of objects and P describes their behavior. This subsection includes the description of the structural part of a type, which we call static type. The behavioral part of a type is not presented in this paper; its description can be found in [11]. The static type can be: (i) a primitive type, (ii) a reference type, (iii) a set-structured type and (iv) a tuple-structured type.

The primitive types are: int, real and string. A reference type is specified by a class object. The object identifier of the class person, for instance, denotes a reference type whose instances are references, i.e. object identifiers that are the elements of the class person interpretation. A set-structured type is defined as \( S = \{S_1\} \), where \( S_1 \) is again a static type. A tuple-structured type is in the form of \( S = \{a_1: S_1, \ldots, a_n: S_n\} \), where \( a_i \)-s represent attribute names and \( S_i \)-s are again static types.

The interpretation of a static type is the set of o-values, the structure of which is defined by a given type. The interpretation of the primitive type is the set of constants of that type. The interpretation of a reference type is defined using the inherited class interpretation. The interpretation of a tuple structured type is \( I(S) = \{\{a_1: S_1, \ldots, a_n: S_n\} | a_i \in I(T_i), i \in [1..n]\} \). Finally, the interpretation of a set-structured type is \( I(S) = \{s; s \subseteq I(S)\} \).

In addition to the partial ordering relationship ≤, a partial ordering relationship among o-values, denoted by ≤o, is defined. We call it the relationship more specific. First, the partial ordering of static types is introduced. The partial ordering relationship defined among types is usually called a subtype relationship [14]. Intuitively, if type S is the subtype of type T, then the type S is more specific than (or refines) the type T. The reference type \( T_0 \) is the subtype of \( T_2 \) whenever there exists the subclass relationship between \( T_1 \) and \( T_2 \), i.e. \( T_1 \leq T_2 \). Next, the type \( S_1 \) is the subtype of \( S_2 \), if \( S_1 \) is the subtype of \( S_2 \). Finally, \( S_{k+1} \leq S_k \leq \cdots \leq S_2 \leq S_1 \leq S_{k-1} \) where \( k \geq n \) and \( T_1 \) is the subtype of \( S_1 \), where \( i \in [1..n] \). Again, as with the partially ordered set of oids, the partially ordered set of types is extended to include the instances of types. Formally, \( v \in I(T) \implies v \leq T \), where T is a static type and v is an o-value. The obtained partially ordered set includes all o-values from a given database.

In a similar way to the inherited interpretation of classes, we define the inherited interpretation of types. Given the type T, the inherited interpretation of the type T includes the union of interpretations of the type T and all its subtypes. Formally, \( I^*(T) = \bigcup_{S \subseteq T, \forall \alpha \in \mathcal{V}_T} I(T_\alpha) \), where \( \mathcal{V}_T \) denotes the set of all types from a given database.

Finally, the extended interpretation of structural types is defined. The extended interpretation of the type T, denoted by \( I^+(T) \), includes all o-values that are more specific than T. Formally, \( I^+(T) = \{s; s \leq_o T\} \). The extended interpretation is used to define the semantics of OVAL variables.

4 Algebra for Objects

The algebra OVAL includes two types of operations: model-based and declarative operations. The former are used for the manipulation of object prop-
erties that are defined by the use of the database model constructs. The later are defined for expressing declarative queries on a database.

4.1 Model-based operations

The model-based operations are closely related to the constructs of the previously presented formalization of the object-oriented database model. They are intended to inquire about: (i) associations among individual objects, (ii) relationships between individual objects and class objects, and (iii) relationships among class object themselves. The use of operations is described by examples that are expressed in a predicate calculus notation.

Valuation operator

Given an object, the information describing the static properties of this object can be derived by means of the valuation operator \textit{val}. Let us present an example of using the valuation operator. In the following expression the operator \textit{val} is used to obtain the static properties of the class object \textit{student}.

\begin{equation}
\text{student.val} = \left[ \text{name: string, age: int}, \right. \\
\left. \text{friends: \{person\}}, \right. \\
\left. \text{lives.at: string, attends: \{course\}} \right]
\end{equation}

If the valuation function is followed by the attribute name, the expression can be abbreviated using the operator denoted by "\textit{\&\&}" as it is common in procedural programming languages.

Extension operators

Two types of extension operators are defined. Firstly, the extension operator denoted by \textit{ext} corresponds to the ordinary class interpretation which maps a class to the set of its members. Secondly, the extension operator denoted by \textit{exts} realizes the inherited interpretation of the class that maps a class to the set of its instances.

The following query illustrates the use of extension operators. It computes the set of persons who are either employees younger than 22, or student assistants.

\begin{equation}
\{ o; o \in \text{person.ex}ts \land (o \text{\&\&} age < 22 \land \\
\text{employee.ex}ts \lor o \in \text{student.assistant.ex}ts \}
\end{equation}

Poset comparison operations

The simplest and most natural way to express object properties that relate to the partial ordering of objects and o-values is by using the partial ordering relationship \textit{\textless\textless} which is introduced in Sub-section 3.1. The comparison operations that are related to the relationship \textit{\textless\textless} are \textit{\textless\textless}, \textit{\textgreater\textgreater}, \textit{\textless\textless}=\textless\textless}, \textit{\textless\textless}=\textless\textless}, \textit{\textless\textless}=\textless\textless}, \textit{\textless\textless}=\textless\textless}, \textit{\textless\textless}=\textless\textless}, \textit{\textless\textless}=\textless\textless}. Their semantics is defined in a usual manner, e.g. \textit{a \textless\textless} \textit{b} \textit{\&\&} \textit{a \textless\textless} \textit{b} \land \textit{a} \textless\textless} \textit{b} \land \textit{a} \textless\textless} \textit{b} \land \textit{a} \textless\textless} \textit{b} \land \textit{a} \textless\textless} \textit{b}

We call these operations \textit{poset comparison operations}.

Before illustrating the use of the poset comparison operations by some examples, the function that maps an instance object to its parent class object is defined. We name this function \textit{class.of}. It is defined as follows: \textit{x.class.of = cf \textit{\&\&} f \in I(c)}, where \textit{I(c)} denotes class \textit{c} interpretation. Note that an instance belongs to the exactly one class interpretation.

The following query specifies objects that are more specific than the class \textit{lecturer} and, in the same time, the elements of either the class \textit{student.assistant} or some more general class.

\begin{equation}
\{ o; o \in \text{person.ex}ts \land o \text{\&\&} \textit{lecturer} \land \\
\textit{student.assistant} \text{\&\&} \textit{class.of} \}
\end{equation}

In the above example the poset comparison operations are used to relate objects. In the following example we present the use of poset comparison operations for relating o-values. The query (4) filters the values of objects of the class person. The selected tuples have to include the values for the attributes \textit{manager}, \textit{friends} and \textit{lives.at}. The value of the attribute \textit{lives.at} has to be "Brisbane", and the value of attribute \textit{manager} is required to be more specific than the class \textit{lecturer}. In the similar way, the value of the attribute \textit{friends} is required to be more specific than the type \textit{student}. The query is formulated as follows.

\begin{equation}
\{ v; o \in \text{person.ex}ts \land v = o.val \land \\
v \text{\&\&} \left[ \textit{manager: lecturer,} \right. \\
\textit{friends: \{student\}}, \right. \\
\textit{lives.at: "Brisbane"} \}
\end{equation}

Closure operations

The closure operations \textit{subcl} and \textit{supcl} are defined on class objects. Given an argument class \textit{c}, the operation \textit{subcl} returns all subclasses of \textit{c} including the class \textit{c} itself. The operation \textit{supcl} returns all superclasses of the argument class \textit{c} including the class \textit{c}.

The closure operations can express similar relationships among objects to those that can be expressed using the poset comparison operations. The expression \textit{x \textless\textless} \textit{y}, where \textit{x} and \textit{y} are classes, for instance, can be expressed as \textit{x} \in \textit{y.subcl}. The query (3) can be restated as follows.

\begin{equation}
\{ o; o \in \text{person.ex}ts \land \\
o.class.of \in \textit{lecturer.subcl} \land \\
o.class.of \neq \textit{lecturer} \land \\
o.class.of \in \textit{student.assistant.supcl} \}
\end{equation}

While the poset comparison operations can serve only for expressing relationships among objects, the result of the closure operation is a set of classes that can be further queried.

Operations \textit{lub-set} and \textit{glb-set}

The algebra OVAL includes the operations for computing the nearest common more general and more specific objects for a given set of objects with respect to the relationship \textit{\textless\textless}. Let consider first the use of the operation which computes the nearest common more general objects. As an example, the nearest common more general object of the set of classes \textit{\{professor, student.assistant\}} is the class \textit{lecturer}. The class \textit{lecturer} includes all properties which are common to the class objects from the argument set.

The operator that computes the nearest common more general objects of a set of objects with respect to the relationship \textit{\textless\textless} is called \textit{lub-set}. Next, the operation \textit{glb-set} is defined to compute the set of nearest common more specific objects for a given set
of objects. Resulting objects include the properties which relate to all objects from the argument set.

The use of operation lub-set is presented in the following example. The presented expression first determines the nearest common more general objects of objects referenced by object identifiers: peter, student.assistant and jim. The members of the resulted classes are selected by the query. Note that peter and jim are individual objects, while the oid student.assistant refers to the class object.

\{o; c \in \{peter, student.assistant, jim\}.lub-set \land \ o \in c.ext\}

### Equality

The algebra OVAL provides two types of equality operations which reflect the features of the underlying data model. The first operation is the identity equality [13] denoted by the symbol "==". Two instances are identical if they have equal object identifiers. The second equality operation is the value equality. It compares objects on the basis of their values. We distinguish between two types of value equality: complete equality and local equality.

The complete equality compares two instances by comparing the values of all operand components. The operator is denoted by the symbol "=". The local equality allows the comparison of instances on the basis of the properties that pertain to the particular class. This operation is denoted by "=/=class". To be able to compare two instances on the basis of the properties of the class, say C, these instances should inherit from the class C. This, of course, does not imply that they have the same parent classes.

Let us present the use of local value equality by an example.

Assume that we want to compare two instances \(i_1, [\text{name}:\text{tone}, \text{age}:40, \text{works.at}:ijs, \text{salary}:10000]\) and \(i_2, [\text{name}:\text{vanja}, \text{age}:24, \text{works.at}:ijs, \text{salary}:10000, \text{conwr.}:[c1,c2]]\). The first instance is derived from the class employee, whereas the second one is the member of the class student.assistant which is a subclass of student and employee. These two instances are not value equal if all properties are considered. However, they are value equal if the local properties of the class employee are considered, i.e. works.at and salary.

### 4.2 Declarative operations

The algebra OVAL includes a set of declarative operations which are intended for querying a database. This set includes operations for: applying a query to the set of objects, set filtering, object restructuring, applying a query to the arbitrary nested component of object and computing transitive closure of a set of objects. The operations can be combined using the composition operator and the higher-order operations to form more complex queries.

In the following sub-sections we present some of the basic declarative operations of OVAL. The examples of using these operations for querying database schema are given.

The types of variables in queries are defined similarly to C++ variable definitions. For instance, the expression "\(T v;\)" defines the variable \(v\) of type \(T\). The semantics of variables is defined using the extended interpretation of types \(\Gamma\).

### Apply

The operation apply(\(f\)) is used to evaluate a parameter function \(f\) on the elements of the argument set. The parameter function \(f\) can be an attribute, an operation or a query.

Let us present an example of using the operation apply. The query described below maps a set of students into a set of student names. The identity function \(id\) is used to identify the elements of the set studs which is an argument of the operation apply.

\){\text{student}} \text{studs};\)

\){\text{string}} \text{str};\)

\text{str} = \text{studs}.apply( \text{id->name} );\)

### Selection

The operation select(p) is used for filtering an argument set of o-values using a parameter predicate. The parameter predicate \(p\) specifies the properties of selected o-values. It can be composed of o-values and variables related by arithmetic operations, previously presented model-based operations and boolean operations. Let us illustrate the use of operation select for querying database schema using some examples.

The queries (3) and (4) are restated in the following two examples to illustrate the use of poset comparison operations in the context of OVAL declarative operations.

\){\text{person}} \text{ps};\)

\text{ps} = \text{person}.exts.

\select( \text{id < lecturer and student.assistant} \leq \text{id.class_of} );\)

\){\text{person.val}} \text{pvs};\)

\text{pvs} = \text{person}.exts.

\text{apply}( \text{id->val} );

\select( \text{id < [ manager:lecturer, friends:student, lives_at:"Brisbane"]});\)

The following query illustrates the use of the operation lub-set. The set of instances of the class employee is filtered by selecting the employees who work for the Computer Systems Department and are younger than 25. The operation lub-set then computes the closest common more general classes of the selected set of objects.

\){\text{employee}} \text{s};\)

\text{s} = \text{employee}.exts.

\select( \text{id->works.at} = \text{csd and id->age < 25} );

\text{lub-set};\)

The use of local equality is illustrated by the query (11) which selects student assistants that have the properties that relate to their role of being employees equal to the properties of an employee referenced by the variable peter.
The operation \( \text{tuple}(a_1 : f_1, \ldots, a_n : f_n) \) is a generalization of the relational projection. Given a set of objects as an argument of the operation, a tuple is generated for each object from the argument set. Each component of the newly created tuple is specified by the corresponding \( \text{tuple} \) parameter which includes the attribute name \( a_i \) and the parameter query \( f_i \).

The query in the following example constructs the tuple for every subclass of the class \( \text{person} \). Each tuple is composed of the class object identifier and the value of the class object.

\[
\begin{align*}
\{(\text{pclass: person;} & \text{ptype: person.val })\} \text{ ptypes;} \\
\text{ptypes} = \text{person.subcl}. \\
\text{tuple( pclass: id,} & \text{ptype: id.val );}
\end{align*}
\]

The tuple constructed for the class \( \text{student} \), for instance, is \([\text{pclass:student, ptype:[name:string, age:int, attends:{course}]}]\). Note that the role of operator \( \text{subcl} \) in the above query is similar to the role of extension operator.

**Group**

The operation \( \text{group}(a : f, b : g) \) is used for grouping of o-values resulted from the query \( g \) evaluation with respect to the result of the "key" query \( f \). Therefore, the result of evaluating the operation \( \text{group}(a : f, b : g) \) on a set of o-values is a two column table, where the first column, labeled \( a \), stores the distinct values of the query \( f \) evaluation, and the second column, labeled \( b \), includes the corresponding values of the query \( g \) evaluation.

In the following example the operation \( \text{group} \) is used for grouping the instances of the class \( \text{employee} \) with respect to their parent classes.

\[
\begin{align*}
\{(\text{class: employee,} & \text{emps: { employee }})\} \text{ EmpGroups;} \\
\text{EmpGroups} = \text{employee.exts.} \\
\text{group( class:id->class_of,} & \text{emps:id );}
\end{align*}
\]

## 5 Concluding remarks

The operations of the algebra for objects called OVAL, which are intended for querying database conceptual schema, are presented in this paper. These operations are called model-based operations since they are based on the concepts introduced for our formalization of the object-oriented database model. As the consequence, a tight correlation between the database model and the algebra for objects is established. Such correlation allows the algebra to support all aspects of the underlying database model.

---
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Description Logics are knowledge representation languages set up by the development of the KL-ONE system [1]. They are used to capture the taxonomy of an application domain and to describe the application domain itself in terms of this taxonomy. These specific logics employ user-friendly variable-free notations. One of their major characteristics is their clear semantics. Without such a formal semantics, it would be impossible to state what exactly is represented by a particular representation. In other words, without formal semantics, representations would have no meaning outside the particular system in which they reside—preventing the knowledge fixed in the representation from being re-used.

The line of research set up by the KL-ONE project can be called successful in the long run. An indication for its success certainly is that the most recent successor of KL-ONE, AT&T's CLASSIC system, eventually reached the realm of a large-scale industrial application [6]. This success, however, should not obscure the fact that there is a fundamental dilemma from which all description logics suffer. In fact, despite their limited expressive power, basic inferential services such as classifying new terms into a taxonomy cannot be implemented efficiently. In particular, it is known that even in the very smallest description logic's setting, basic inferences are co-NP-hard [2].

In [4] we have shown that this fundamental dilemma can in principle be circumvented. In particular, we were able to demonstrate that tractability can generally be obtained just by eliminating any incompleteness from a knowledge base while the taxonomy is left unchanged. This remains true even for the most powerful description logic ever considered. The description logic we have paid attention to can be called with full right universal in that it encompasses all language repositories known from traditional description logics. This enables the universal description logic to define many standard data structures such as trees or directed acyclic graphs in an elegant way. In addition to traditional constructs, the universal description logic includes a general means of recursion. As is not unusual in computer science, we handled recursion with the help of least and greatest fixed-point operators. The technique employed is actually a generalization of the technique presented in [3]. These fixed-point operators turned out to be indispensable as soon as more involved concepts such as balanced trees are to be modeled. As it stands, this tractability result is of great importance. Actually, it is the very first tractability result established for a description logic which takes taxonomies into account.

On the other hand, our result can be viewed as building a bridge between traditional knowledge representation and databases. As a matter of fact, our tractability result heavily depends on the presupposition that any incomplete knowledge can be eliminated from a knowledge base. The ability to express incomplete knowledge is, of course, the very characteristic separating knowledge representation from databases. A knowledge base which is complete in this sense is, in fact, nothing but a relational database. Consequently, when viewed from the database point of view, our tractability result demonstrates that a universal description logic can be used as a powerful but tractable query language for relational databases. In this connection, it is important to note that our tractability result is to be understood in the sense of [5] in terms of the combined complexity rather than the far weaker notion of data complexity. Of course, this database point of view on description logics gives rise to several questions hardly investigated up till now. These include questions of the following kind.

1. We have shown that a universal description logic can serve as a tractable query language for databases. This means that queries to databases phrased in this description logic can be evaluated in polynomial time. But is it also the case that the universal description logic covers all polynomial queries?

2. How does the query power of the universal description logic relate to other more traditional database query languages?

3. Is it possible to extend our tractability result to deal with essential additional features common in relational databases such as null values?

We discussed all these questions at the workshop. A thorough investigation can be found in [4].
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Databases, Logic Programming and Artificial Intelligence fields successfully cooperated in the area of deductive databases. Substantial results were gained in querying, albeit results on updates and revision are less impressive, especially from a computational perspective. Cross-fertilisation among the fields seems also very promising in the domain of dynamic and reactive systems that behavelike systems that supervise on-going activities: they must execute actions, reason about these, gather information about ongoing activities, predict possible illfunctioning, control and coordinate the activities, etc. New database application domains, like databases for CAD/CAM or software engineering, require this kind of functionalities. In particular, Software Engineering Environments (SEE) that support Software Process Models (SPM) falls in this category of systems: these are also called Process Centred SEE (PCSEE). SEEs usually concentrate on the support for software products development. PCSEEs provide additional supports for the activities and the agents that are implicated in to the development and the management of software projects. In this framework, SPMs is an abstract specification of how the software related activities should be carried out. The specification at least encompasses descriptions of the object types that are produced by the activities together with descriptions of the activities themselves and policies to be obeyed to. A PCSEE includes a knowledge base that contains SPMs, an object base that contains SPMs instances and software products. The PCSEE’s Software Process Engine interprets (enacts) a SPM to drive the development of a software project in conformance with an instantiated SPM. The Process Engine is a set of mechanisms that controls the ongoing activities and provides a set of assistance facilities like predicting future states of the objects, explaining how a given state has been reached or can be reached, and so on. The mechanisms that constitute the Process Engine share and inter-operate on the knowledge base that contains the specifications of the SPMs and the object base that contains the products being developed and the gathered information about the activities that have been performed.

The environment is viewed as a collection of tools that cooperate in the support of the activities, that communicate and exchange objects, messages and events, and inter-operate on the objects in the environment's bases. Considering the variety of tools in a PCSEE, their ability to inter-operate on a same set of objects is crucial for the evolution of the environment. Inter-operability may be achieved through a common representation of the knowledge and the object bases or through specific mechanisms that restructure objects, i.e that adapt their representation to the interoperable tools. Syntactic-based approaches to object interchange for inter-operability, like those based on an Interface Definition Language, must be extended by knowledge on the objects contents. We experimented a knowledge-based implementation of object restructuring and we are currently investigating the potential mutual contributions of the works on data interchange (like Common Data Interchange Format) and knowledge interchange (like KIF and KQML) to incorporate more knowledge in to object descriptions and to exploit it in the object restructuring process (this process can be viewed as a dynamic knowledge-based mechanism to achieve ad hoc polymorphism with coercion).

Objects in PCSEEs are no more “classical” database objects as are “flat” relations in relational databases. Objects, like design documents or source code, are complex objects with possible nesting (is_part_of relationship) and specialized/generalized objects (is_a relationship). Moreover, the associated Data Base Management System, called Object Management System, must be extendible with new object types. It must also support cooperative work, active rules, long-term activities and object versioning. Indeed, experimental activities like software engineering often require going back to previous steps or previous states of objects: versioning is then “a must” as it is to enable various evolutions in PCSEEs. Evolution can take place at different levels: the environment’s hosting platform, the SPM level, as well as the SPMs’ instances and the object base levels. Existing knowledge and objects must be adapted to the changes, i.e. multiple versions of the knowledge and the object bases may be maintained, every version corresponding to a version of the knowledge base and the object base specification, or alternatively, the existing knowledge base and object base may migrate to meet their respective new specifications. This appeals for mechanisms to manage knowledge and object schema evolution.
and versioning, mechanisms to re-use existing SPMs and objects, and means to analyse the impacts of a change, etc. Change impact-analysis and change side-effects propagation meet the frame and the ramification problems in knowledge bases revision.

In this position paper, we argue that management and reasoning on structurally complex objects in the framework of dynamic systems, like PCSEEs, require knowledge concerning the knowledge itself, the objects and the actions that may be performed on the objects. It also requires a kind of "reflexivity" to enact (i.e. execute) the knowledge provided by the Process Models and to manipulate it, notably to ensure its evolution. Reflexivity is the fact that Software Process Models are considered as objects: so they can be updated and revised as any other object. At any level it occurs, evolution requires impact analysis similar to the resolution of the frame and ramification problems. Further, similarly to multi-agents systems like blackboard systems, interoperability of the tools must be ensured not only to enable them cooperate in carrying out the activities, but also to adapt existing knowledge and objects to possible evolutions. This feature favours knowledge and object re-use and must be founded on objects’ structure and content.
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Abstract
The use of reflection [Mae87; HY88; Pae90] is particularly applicable to multi-database systems and to cooperating systems in general. We view such systems as (1) being distributed over a common communication network, and (2) working towards some common goal. Cooperation is achieved by coordinating and exchanging information and expertise. Conventional database systems are not cooperative: the knowledge they contain is inaccessibly buried within application code.

In [EPT95], we discuss the R-OK Model and suggest that this problem may be overcome by surrounding each local database system with a layer of special reflective metaobjects. The term metaobject is used only to indicate the relation of such an object to the object it describes. A metaobject is just another object, with structure and behaviour. These objects are used to capture domain and operational knowledge, and to describe, at least in part, remote systems and to monitor task-oriented activities. In this way, we can turn interconnected conventional database systems into a set of cooperating knowledge-based systems. In the R-OK model, every object has access to four metaobjects:

1. A state metaobject knows the structure of any associated object, naming each attribute and specifying its type. For example, if the application domain was a simple savings bank, then a savings object might be described by a state metaobject as having an account Id, a balance and a minimum-balance-this-month attributes. By its nature, such a metaobject provides only a static picture of an object.

2. A can metaobject knows about the behaviour of any associated object – it knows what an object can do. This object may also be associated with a number of domain objects, all of which share the same (outward) behaviour. In this metaobject, activities are described in terms of pre- and post-conditions. In the bank example, the post-condition of the Withdraw methods might require that if the new balance is less than the previous minimum, then the minimum is reset. Such a metaobject allows a system to consider possible behaviour and its consequences to the object(s) concerned. It also allows a system to investigate alternative ways of achieving some goal.

Should it be necessary, for example, to increase the balance of an account, it may be that there are two ways of accomplishing this – either through a conventional deposit or by applying interest to the account.

3. A loc metaobject knows how to locate attributes and execute the methods of an object. This metaobject contains:
   - A Lookup table which indicates how each attribute of the associated domain object is materialised. This reification is accomplished by surrogate objects. These meta-level objects have specific knowledge of the location of data.
   - A Do table which contains, for each method, procedural descriptions of how that method is effected. Should an interpreter be used to execute such code, it will use the Lookup table to resolve symbols that it does not recognise.

4. An act metaobject knows about the activity in which some group of objects is involved. It is a task-oriented object that monitors the activities of the collection of objects that constitute its domain. Reflection, by means of these four metaobjects, not only allows descriptions of the capabilities of existing information systems and their inter-relationships but also facilitates the specification and implementation of a new system by means of composition, that is, by drawing upon the functionality of existing systems.

Because a metaobject is just another object, with structure and behaviour, we may ask whether it too has access to descriptions of itself. In [EPT94], we use these constructs to penetrate aspects of information systems that are usually closed to us; on particular, we look at two examples of how knowledge of behind-the-scene actions may be used to enable cooperation.

In this presentation, we will discuss how the model may be used to provide translations from an object-oriented model into a relational database.
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Abstract
Availability and scalability are important features of information systems. To gain this kind of requirements, we propose a distributed schema catalog in conjunction with appropriate development phases. The distributed schema catalog has to support distribution transparency including partitioning and replication to be flexible for changes within organization structures. Additionally, phases of autonomy design have to appoint the adequate usage of distribution transparency aspects to enable execution autonomy by a minimum of replication.

This paper only gives a brief overview concerning the development of distributed information systems based on object-oriented structures.

1 Motivation
In the development of information systems, object-oriented specification (e.g. TROLL [Jungclaus et al., 1995]) is useful for conceptually modeling of the universe of discourse. Viewing an information system as a collection of communicating objects is close to the intuitive perception of such systems on a conceptual level. A uniform lifecycle model of objects (or agents) covers the description of structural and behavioral aspects. Nowadays complex information systems (e.g. knowledge bases) are an integral part of organizations [Fasnacht, 1993]. In order to be conducive for interconnecting departments, information systems have to be flexible to accommodate for changes in organization structures. Mandatory features are distribution for decentralization support and scalability for modular system increase [Simon, 1995]. Furtheron processing in parallel enables an important speedup [Gray, 1995]. Thus, the task is to map the global conceptual model to computational reality as a distributed infrastructure. However the advantages of distribution are only usable by an adequate support of software.

Object-oriented specification consists of a global abstract description as conceptual model without non-functional requirements (e.g. distribution, persistence, exception handling). A distributed infrastructure consists of a set of inter-connected loosely coupled nodes with own processors and disk-spaces. On which 'level' distribution has to be combined with the conceptual model? A complex information system structure, which is described as conceptual entirety, is transparently distributed over several nodes. Important is a partial use of the information system, although not all nodes are available or reachable due to a site failure. How to achieve a maximum of node autonomy for a distributed system (C. J. Date's first (of 12) rule for distributed database systems [Date, 1990]) supported by the distributed schema catalog?

Developing highly available information systems, we propose a distributed schema catalog in conjunction with autonomy design phases:

Distributed schema catalog. In general, distributed database systems have to deal with a lot of tradeoffs [Rahm, 1994; Bell and Grimson, 1992; Ozsu and Valduriez, 1991], e.g. data replication versus data transfer, reuse versus autonomy, transparency versus efficiency. Our goals in gaining distribution for an object-oriented data model are:

- Distribution transparency: For scalability support transparency of location and migration enables objects to be used without knowledge of their location and movement of objects within a system without affecting the operations [Herbert, 1989]. In conjunction with horizontal and vertical class partitioning, the system could be expanded in scale without changing the specification or the references.

- Execution autonomy: For decentralization support, neither federation does interfere with local (or subsystem) operations nor any knowledge of the federation is needed for performing local (or subsystem) operations [Kalathil and Belford, 1994; Veijaleinen and Popescu-Zeletin, 1988].

Existing approaches in the area of database systems mostly do not pay enough attention to the opportunities of autonomy and scalability, which are getting increasingly important.
by a new generation of parallel hardware clusters [Gray, 1995].

Additional design phases are mandatory to control the transparency aspects of distribution with the view to execution autonomy.

**Autonomy design phases.** Multiple allocation of data within a distributed environment promises an increase of performance and availability and a decrease of communication. Contrary to this disadvantages are memory consumption and consistency maintenance in case of a site failure. Thus we aspire execution autonomy enabled by a minimum of replication, which has to be guaranteed by an extended development process:

- In **former development phases** autonomy modules have to be modeled conceptually, which are based on informal autonomy requirements.
- In **later development phases** the initial distribution structure has to be appointed, which is based on the modeled autonomy modules. Altogether this effects the transparency aspects of distribution, e.g. object class location and partitioning and object location and replication.

Evolution requirements of the distribution structure are mostly not equal to those of the conceptual model. Thus the additional autonomy design phases has to be performed independently from the remaining development phases.

To focus our approach within the area of object-oriented specification and distributed databases, this work is based on a homogeneous integrated schema and covers only **structural aspects** including integrity constraints.

### 2 Object-Oriented Structures

Conceptual modeling of information systems requires the description of the application domain, the so-called universe of discourse, on a high abstraction level. Looking at an information system and its environment as a collection of interacting objects seems to be a very natural way for conceptualizing information structures and processes. Objects have a local state, show a specific behavior, communicate with other objects and may be themselves composed from smaller objects. This observation is confirmed by the current success of object-oriented analysis and design frameworks, e.g. [Rumbaugh et al., 1991].

This paper emphasizes only the structural aspects of the object model as base of data maintenance. Thus, execution autonomy refers to data model operations, e.g. creation, deletion, migration of objects and object classes. Behavioral features, e.g. processes, synchronization and transactions, are not regarded. Mandatory structural features of object-oriented database systems and information systems as pointed out in i.e. [Jungclaus et al., 1995; Cattel, 1994; Ahmed et al., 1991; Rumbaugh et al., 1991; Atkinson et al., 1990] are

- objects with a global, immutable and system wide unique object identity,
- object classes,
- specialized classes supporting semantic inheritance [Saake, 1993],
- component relations to model complex objects and
- object preserving views.

These abstractions of the conceptual model are grouped into an object base. Thus, each object base contains a set of classes, which consist of a class type and a set of objects.

With the view to a later implementation, the chosen abstractions gain a “small is beautiful” object model.

### 3 Distributed Schema Catalog

Supporting autonomy for information systems in a changing environment, a schema catalog is introduced which enables distribution transparency, and in conjunction with internal structures an increase of availability. To characterize the distributed schema catalog, the aspects **data definition interface**, **data-logical architecture** and **meta schema** are briefly represented.

**Data definition interface.** Trends about information systems and knowledge bases point out the everlasting complexity increase for data processing [Hwang and Briggs, 1989]. Representing complex data in an adequate way, a variety of abstractions are needed. To take some of the load off the development phases, the data definition language of a distributed schema catalog has to support the abstractions of the conceptual model, i.e. object classes, specialized classes, component relations, and views.

This has an effect on the development phases, which are discussed in section 4 in detail. The development process gets simplified, since there is no transformation necessary between the conceptual model and the phase of implementation. Furtheron the phase of distribution design is superfluous in early stages of development. Considering changing environments, aspects of distribution, i.e. location, partitioning and replication, are not statically decidable in advance. Due to distribution transparency, the phase of distribution design could be displaced as a later distribution tuning phase, dependent of the data access profile. This strategy seems to be more adequate for the design of distributed information systems.

**Data-logical architecture.** Base of the distributed schema catalog is a distributed infrastructure, consisting of a graph of nodes and inter-node-connections. Each node contains a set of instance-buffers for persistently maintaining data. The internode-connections are established via broadcast channels to neglect network partitioning problems.

Due to the increase of hardware performance and complexity, the schema catalog has to perform the mapping from the conceptual specification structure...
to the distributed infrastructure. To support execution autonomy and scalability within a changing environment, location and partitioning of object classes and location and replication of objects have to be archived in an transparent way. Object classes should be located to a set of nodes (horizontal partitioning). Objects of specialized classes should be located to a set of instance-buffers of different nodes (vertical partitioning). The consideration of object encapsulation leads to the fact, that specialization is the only way of vertically partitioning objects. An object should be located to several nodes within a horizontally partitioned object class (replication).

As architecture of the distributed schema catalog (figure 1) our approach proposes a replicated global location schema (RGLS) with distributed local conceptual schemas (LCS's) and appropriate local internal schemas (LIS's). This depicts a specialization of the ANSI-4-level-architecture. The RGLS, which is replicated to each node, contains the name, identification and horizontal partitioning information of each object class. As a virtual global schema, the RGLS offers with respect to autonomy minimal global knowledge for the access of remote information. The LCS's contain class type information of each object class, which is replicated to those sites, where parts of their extension are located. Thus, objects are co-located with their types. At least the LIS's contain objects, which are maintained via a set of instance-buffers.

Further internal details, which are mandatory for scalability and execution autonomy are briefly depicted:

- Object identifiers are built as compound object identifier of a class Id and a class internal Id. Class internal Id's are maintained via areas of free Id's.
- Relations between and within object classes are maintained through object identifier references, which implicitly contain location information (via class information).
- Replication of key attributes has to be maintained implicitly.
- If a failed node gets online, several complex data updating operations have to be performed on the whole object base.

This allows to perform consistency preserving operations even if nodes in the context of this operations are offline.

Access to object properties is always directed to the RGLS, which determines a path over a hierarchical structure of LCS’s and LIS’s. In conjunction with compound object identifiers location transparency is enabled.

Meta schema. The conceptual model has to be free of non-functional requirements. For orthogonally influencing distribution, a meta schema is introduced, which is modeled as a reflexive system [Maes, 1988] exclusively with the selected abstractions of the object model. To maintain transparency aspects, the meta schema is modeled as a set of vertically partitioned classes for each node of the distributed infrastructure, specialized from a totally horizontally partitioned class with replicated objects. Replicated objects contain replicated schema information of horizontally partitioned classes, whereas the specialized parts are managing node related class information (i.e. only local objects of an object class and related instance-buffers). This meta schema architecture enables a sound maintenance of horizontally partitioned classes and replicated objects. Distributed administration is performed by the events of the meta schema.

4 Autonomy Design

Nowadays information systems are based on distributed infrastructures to manage the requirements of the users. To take advantage of a decentralizable platform several existing disadvantages [Rahm, 1994; Bell and Grimston, 1992; Özsu and Valduriez, 1991] of distributed database systems have to be regarded. Due to the possibility of node failures (e.g. power failure, hardware- or software failure, installation or maintenance tasks or user control failure) autonomy considerations have to be taken into account. This should save failure costs of the whole information system.
Developing highly available information systems, the development process has to be extended. Base of the development process is the presented distributed schema catalog which supports location, partitioning and replication transparency. Additional design phases for information systems are mandatory to control the transparency aspects of distribution, and thus serve the availability requirements by a minimum of data replication. Results of these additional design phases are the initial location including partitioning of object classes and the initial location and replication of objects.

We propose the following phases of design (figure 2) to develop highly available information systems:

1. **Requirements acquisition**: Informal description of the universe of discourse.

2. **Autonomy requirements acquisition** (based on requirements acquisition): Informal description of availability requirements within the organization structure.

3. **Conceptual modeling** (based on requirements acquisition): Formal specification of a global object model.

4. **Autonomy modularization** (based on autonomy requirements acquisition and conceptual modeling): Formal specification of a set of autonomy modules which represent autonomously maintainable areas of organization structures. Each autonomy module consists of a set of object classes, and a set of related nodes, on which this classes have to be at least located.

5. **Implementation** (based on conceptual modeling): Due to the abstraction level of the data definition interface, the conceptual model could be directly implemented. The replicated global location schema (RGLS) of the distributed schema catalog offers a “virtual global schema” to each node, independently from the initial location of the implementation.

6. **Autonomy distribution** (based on conceptual modeling and autonomy modularization): Autonomy conflicts arise through autonomy module overlapping relations between abstractions of the object model, i.e. specified by integrity constraints, component and specialization relations. Thus, an algorithm, which cannot be presented here in detail, automatically generates a set of locations for each object class (as horizontal partitioning), which is the base of mandatory object replication. Additionally a set of birth events for objects classes is generated to control location and replication of created objects. Altogether, a distribution structure is generated, which achieves execution autonomy by a minimum of object replication.

7. **Distribution tuning** (based on implementation and autonomy distribution): Dependent on later data access, the distribution structure within the autonomy modules could be optimized.

Phases 1, 3, 5 and 7 (figure 2) enable an evolutionary development strategy, likewise the phases 2, 4 and 6. Due to the different evolution requirements of the conceptual model and the distribution structure, the phases of autonomy design could be performed independently.

### 5 Outlook

The presented specification language independent work depicts fundamentals for the development of highly available and scalable information systems.

Object-oriented specification integrates structural and behavioral aspects of modeling. Thus one important enhancement of our approach is the consideration of object behavior with the view of autonomy and parallelism. Here, transactions and commit protocols within distributed systems have to be taken into account. To support implicit parallelism, we propose asynchronous communication with implicit synchronization. This could be performed by data-flow driven data evaluation [Lee and Hurson, 1994] via pipelining.

The disadvantages of optimization within our approach, which are evoked by transparent distribution, could be improved by dynamic query optimization. Query objects [Kusch, 1994; Jungclauss et al., 1991] with internal knowledge of the state of the infrastructure are a first approach for this problem.
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