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Abstract

It is an interesting fact that most of the stochastic models used by linguists can be interpreted as probabilistic context-free grammars (Prescher 2001). In this paper, this result will be accompanied by the formal proof that the inside-outside algorithm, the standard training method for probabilistic context-free grammars, can be regarded as a dynamic-programming variant of the EM algorithm. Even if this result is considered in isolation this means that most of the probabilistic models used by linguists are trained by a version of the EM algorithm. However, this result is even more interesting when considered in a theoretical context because the well-known convergence behavior of the inside-outside algorithm has been confirmed by many experiments but it seems that it never has been formally proved. Furthermore, being a version of the EM algorithm, the inside-outside algorithm also inherits the good convergence behavior of EM. We therefore contend that the as yet imperfect line of argumentation can be transformed into a coherent proof.

1 Introduction

The inside-outside algorithm is the standard training method for probabilistic context-free grammars and can effectively be applied to many NLP tasks. Carroll and Rooth (1998) present head-lexicalized probabilistic context-free grammar formalisms for English, as well as Beil et al. (1999) for German. Recently, Müller (2001) uses probabilistic context-free grammars for syllabification and grapheme-to-phoneme conversion. Prescher (2001) shows that many of the stochastic models used by linguists can be interpreted as probabilistic context-free grammars. In literature it is often alleged that Baker (1979) or Lari and Young (1990) proved that probabilistic grammars when trained by the inside-outside algorithm are characterized by monotonously increasing log-likelihood values (corpus probabilities respectively) which converge towards a local maximum of the log-likelihood function. However, Baker has only intuitively generalized the forward-backward algorithm (Baum 1972), whereas Baum explicitly stated the forward-backward algorithm for hidden Markov models. Furthermore, Baker unfortunately studied
merely training corpora consisting of one single sentence. Lari and Young (1991) eliminated this weak point and generalized the inside-outside algorithm in order to apply it to any training corpus. However, this study also lacks a formal proof of monotonicity and convergence. It is worth noting that Lari and Young pointed out that certain counts of grammar rules used as in the inside-outside algorithm can be interpreted as expected frequencies. Unfortunately, the mathematical principles of EM theory (Dempster et al. 1977) were not applied to formally proof this intuitively conceived observation. To the best of our knowledge, this is the first time that the common wisdom saying the inside-outside algorithm is a dynamic-programming variant of the EM algorithm, is being formally proved. Moreover, being a dynamic-programming variant of the EM algorithm, the inside-outside algorithm inherits its good convergence behavior.

The paper is organized as follows. In Section 2 and 3 we briefly review the inside-outside and the EM algorithm, whereas in Section 4, inside-outside meets EM. In Section 5, we conclude.

2 Inside-Outside Estimation

The modern inside-outside algorithm was introduced by Lari and Young (1990) who reviewed an algorithm proposed by Baker (1979) and extended it to an iterative training method for probabilistic context-free grammars enabling the use of unrestricted free text. The re-estimation formulas proposed by Lari and Young are the core of many statistical parsers and are build upon so-called inside and outside probabilities. In contrast to widely used tree-bank training (Charniak 1996) or to partially-bracketed corpora training (Pereira and Schabes 1992), pure inside-outside estimation does not rely on manually annotated (thus relatively small) corpora.

Inside and outside probabilities

Following the lines of Lari and Young (1990), we define the inside probability \( e(s, t, A) \) as the probability of the non-terminal symbol \( A \) generating the observation \( w_s \ldots w_t \) (see left-hand side of Figure 1), i.e. \( e(s, t, A) := p(A \Rightarrow^* w_s \ldots w_t) \).

In determining a recursive procedure for calculating \( e \), two cases must be considered for a grammar in Chomsky normal form:

- \( s = t \): Only one observation is emitted and therefore a rule of the form \( A \rightarrow w_s \) applies: 
  \[
  e(s, s, A) = \begin{cases} 
  p(A \rightarrow w_s) & \text{if } (A \rightarrow w_s) \in G \\
  0 & \text{else}
  \end{cases}
  \]

- \( s < t \): In this case we know that rules of the form \( A \rightarrow BC \) must apply since more than one observation is involved. Referring to the right-hand side of Figure 1, it is clear that \( e(s, t, A) \) can be expressed as follows:

  \[
  e(s, t, A) = \sum_{(A \rightarrow BC) \in G} \sum_{r=s}^{t-1} p(A \rightarrow BC) \cdot e(s, r, B) \cdot e(r+1, t, C).
  \]
The quantity $e$ can therefore be computed recursively by determining $e$ for all sequences of length 1, then all sequences of length 2, and so on. Next, we define the outside probabilities as follows: $f(s, t, A) = p(S \Rightarrow w_1 \ldots w_{s-1} Aw_{t+1} \ldots w_n)$. The quantity $f(s, t, A)$ may be thought of as the probability that $A$ is generated in the re-write process and that the strings not dominated by it are $w_1 \ldots w_{s-1}$ to the left and $w_{t+1} \ldots w_n$ to the right (see left-hand side of Figure 1). In this case, the non-terminal $A$ could be one of two possible settings $C \rightarrow B A$ or $C \rightarrow A B$ as shown in Figure 2, hence:

$$f(s, t, A) = \sum_{B, C \in G} \left( \sum_{r=1}^{s-1} f(r, t, C) \cdot p(C \rightarrow BA) \cdot e(r, s-1, B) + \sum_{r=t+1}^{n} f(s, r, C) \cdot p(C \rightarrow AB) \cdot e(t+1, r, B) \right)$$

and $f(s, t, A) = \begin{cases} 1 & \text{if } A = S \\ 0 & \text{else} \end{cases}$. After the inside probabilities have been computed bottom-up, the outside probabilities can therefore be computed top-down.
The inside-outside algorithm as introduced by Baker (1979)

It is well-known that Baker (1979) introduced the first training procedure for probabilistic context-free grammars, whereas it is less noticed that Baker presented his re-estimation formulas for a special case (of no relevance from the modern point of view), namely for a training corpus consisting of one single sentence. Bakers goal was to obtain a procedure for automatically training a stochastic grammar allowing an arbitrary degree of ambiguity. The procedure for estimating the parameters for a finite-state, hidden Markov process was well-established (Baum 1972) and Baker obtained the new re-estimation formulas as a result of an intuitive generalization process taking Baums formulas as a starting point. The forward-backward algorithm formalizes stochastic training of hidden Markov processes and uses particular a training corpus of words. A simple generalization of this algorithm, not changing the training corpus itself, obviously yields re-estimation formulas which again rely on a sequence of words:

\[ \hat{p}(A \to a) := \frac{1}{P} \sum_{1 \leq i \leq n, \, w_i = a} e(t, t, A) \cdot f(t, t, A) \]

and

\[ \hat{p}(A \to BC) := \frac{1}{P} \sum_{s=1}^{n-1} \sum_{t=s+1}^{n} \sum_{t'=s}^{t-1} p(A \to BC) e(s, r, B) e(r + 1, t, C) f(s, t, A) \]

The sentence probability \( P := p(S \Rightarrow^* w_1 \ldots w_n) \) and the inside and outside probabilities can be computed in a pre-processing procedure using the current rule probabilities. It is interesting that Baker did not state any convergence behaviour of the sequence of re-estimated grammars. Presumably, Baker expected (correctly) that his generalization of the re-estimation formulas for hidden Markov models transferred the convergence properties of these models to probabilistic context-free grammars. However, Baker, as well as other researchers incorrectly assumed that there is no need to formally prove this result. First, training corpora usually consist of several thousand sentences not just of one single sentence. Therefore the common wisdom that the log-likelihood of probabilistic context-free grammars increases while training with inside-outside estimation on large corpora can not have its basis on Bakers work. Second, the formal proof of the convergence behaviour we will give in Section 4 is relatively complex and premises a good knowledge about both EM and dynamic programming methods. Thus, this proof is not so easy to be taken for granted.

The inside-outside algorithm as introduced by Lari and Young (1990)

The inside-outside algorithm as introduced by Baker (1979) was extended by Lari and Young (1990) to a training method on multiple observations, because in practice, a single observation is insufficient to accurately estimate the parameters of a probabilistic context-free grammar. The key step is the introduction of so-called rule and category counts. Using

\[ C_w(A) := \frac{1}{P} \sum_{s=1}^{n} \sum_{t=s}^{n} e(s, t, A) \cdot f(s, t, A), \]
and
\[ C_w(A \rightarrow a) := \frac{1}{P} \sum_{1 \leq i \leq n, w_i = a} e(t, t, A) \cdot f(t, t, A) \]
as well as
\[ C_w(A \rightarrow BC) := \frac{1}{P} \sum_{s=1}^{n-1} \sum_{t=s+1}^{n} \sum_{r=s}^{t-1} p(A \rightarrow BC)e(s, r, B)e(r+1, t, C)f(s, t, A) \]
the re-estimation formulas of Baker have the following simple form:
\[ \hat{p}(A \rightarrow a) = \frac{C_w(A \rightarrow a)}{C_w(A)}, \quad \hat{p}(A \rightarrow BC) = \frac{C_w(A \rightarrow BC)}{C_w(A)}. \]
The idea of Lari and Young (1990), how to extend these formulas, is simple: compute the rule and category counts for each sentence of the given training corpus, sum and normalize them to get rule probabilities:
\[ \hat{p}(A \rightarrow a) := \frac{\sum_{w=y_1}^{y_N} C_w(A \rightarrow a)}{\sum_{w=y_1}^{y_N} C_w(A)}, \quad \text{and} \quad \hat{p}(A \rightarrow BC) := \frac{\sum_{w=y_1}^{y_N} C_w(A \rightarrow BC)}{\sum_{w=y_1}^{y_N} C_w(A)}. \]
Here, \( y_1 \ldots y_N \) are the sentences of the training corpus and \( C_w(A \rightarrow a) \), \( C_w(A \rightarrow BC) \) are computed for each sentence \( w \) with the current rule probabilities. Given these non-trivial re-estimation formulas which are applicable to training corpora of arbitrary size, it is astonishing that Lari and Young (1990) gave no formal convergence proofs at all. Possibly, experimental results made them very sure that the new re-estimation formulas increase the log-likelihood.

3 EM for Probabilistic Context-Free Grammars

In this Section, we present a brief review of both the EM algorithm and probabilistic context-free grammars, followed by the application of EM to probabilistic context-free grammars. This will yield the well-known result that a re-estimated rule probability can be computed by normalizing the expected rule frequency with the expected frequency of its mother category, where the expectations have to be computed on the current corpus of complete data types.

A Brief Review of the EM algorithm

Figure 3 displays the EM algorithm (implemented in pseudo code). The input consists of the empirical distribution\(^1\) \( \hat{p}(y) := \frac{f(y)}{\sum_{y \in \mathcal{Y}} f(y)} \) of so-called incomplete data types \( y \in \mathcal{Y} \). Obviously, this definition relies on the frequencies \( f(y) \) gathered from a given training corpus of incomplete data types. Here, the term “incomplete” refers to a given symbolic analysis component which maps each incomplete data type \( y \) to a subset \( X(y) \subseteq \mathcal{X} \) of so-called complete data types, i.e. the analysis of \( y \), such that the space of all complete data types equals the disjoint

\(^1\)Throughout this paper, the term “distribution” refers to a discrete probability distribution, i.e. a non-negative function summing up to 1.
1. for each $\Theta_0 \in \Omega_0$ do /* Version with explicit variation of starting points */
2. for each $i := 1, \ldots, \text{numbO}r\text{eIterations}$ do
3. $\Phi := \Theta_{i-1}$;
4. (E-step) compute $Q_\Phi(\Theta) = \sum_{y \in \mathcal{Y}} \tilde{p}(y) \sum_{x \in \mathcal{X}(y)} p_\Phi(x|y) \cdot \log p_\Phi(x)$;
5. (M-step) compute $\hat{\Theta} = \arg\max_{\Theta \in \Omega} Q_\Phi(\Theta)$;
6. $\Theta_i := \hat{\Theta}$;
7. print $\Theta_0$, $\Theta_1$, $\Theta_2$, $\Theta_3$, $\ldots$;

Figure 3: EM algorithm

union of all analyses, i.e. $\mathcal{X} = \sum_{y \in \mathcal{Y}} \mathcal{X}(y)$ . Further, so-called parameterized distributions $p_\Theta(x)$ of complete data types $x \in \mathcal{X}$ induce parameterized distributions $p_\Theta(y) := \sum_{x \in \mathcal{X}(y)} p_\Theta(x)$ of incomplete data types $y \in \mathcal{Y}$ (using the properties of the symbolic analysis component), as well as parameterized conditional distributions of analyses $p_\Theta(x|y) := \frac{p_\Theta(x)}{p_\Theta(y)} = \frac{\sum_{x \in \mathcal{X}(y)} p_\Theta(x)}{p_\Theta(y)}$ (given $x \in \mathcal{X}(y)$, $p_\Theta(y) \neq 0$). Further, a finite set $\Omega_0 \subseteq \Omega$ of starting points (out of the set $\Omega$ of all possible parameters), and a fixed number of iterations $\text{numbO}r\text{eIterations} \geq 1$ belong to the input. The EM algorithm was designed to maximize the log likelihood

$\quad L(\Theta) := \sum_{y \in \mathcal{Y}} \tilde{p}(y) \cdot \log p_\Theta(y) = \sum_{y \in \mathcal{Y}} \tilde{p}(y) \cdot \log \sum_{x \in \mathcal{X}(y)} p_\Theta(x)$

of the training data and EM tries to do this job by performing an iterative sequence of E and M steps. The E step computes the current auxiliary function (given the parameter $\Phi$)

$\quad Q_\Phi(\Theta) = \sum_{y \in \mathcal{Y}} \tilde{p}(y) \sum_{x \in \mathcal{X}(y)} p_\Phi(x|y) \cdot \log p_\Phi(x)$,

whereas the M step tries to maximize this function: $\hat{\Theta} = \arg\max_{\Theta \in \Omega} Q_\Phi(\Theta)$ . It is an interesting question, whether EM really does its job. Dempster et al. (1977) introduced the EM algorithm and showed that the log likelihood increases monotonically. Thus, the output of the EM algorithm is a sequence of re-estimated parameters: $\Theta_1$, $\Theta_2$, $\Theta_3$, $\ldots$ $\in \Omega$, such that the associated sequence of log likelihood values of the training corpus is bounded, and monotonically increasing: $L(\Theta_1) \leq L(\Theta_2) \leq L(\Theta_3) \leq \ldots$ $\in [L(\Theta_0)$, $0]$. Additionally, Dempster et al. (1977) showed that the limit point of a convergent parameter sequence (each parameter being a stationary point of its auxiliary function) is a stationary point of the log likelihood. More interesting results were presented by (Wu 1983), who showed that both the parameter sequence and the associated sequence of log likelihood values converge, if some weak conditions are fulfilled. Additionally, Wu investigated the conditions for convergence to local maxima. It is interesting
4. generate corpus $\tilde{p}_\Phi(x)$ of complete data (given parameter $\Phi$);

5. compute MLE $\hat{\Theta}$ of models $p_\Theta(x)$ on corpus $\tilde{p}_\Phi(x)$;

Figure 4: Modified version of the EM algorithm (as a sequence of MLE steps)

that the EM algorithm equals a sequence of certain maximum likelihood estimation (MLE) steps. For this purpose, we define the current complete empirical distribution:

$$\tilde{p}_\Phi(x) := \tilde{p}(y) \cdot p_\Phi(x|y) \quad \text{with } y \in \mathcal{Y} \text{ such that } x \in X(y).$$

Note, that this setting is well-defined, because the incomplete data type $y$ is unique (using the properties of the symbolic analysis component). Obviously, the current complete empirical distribution can be regarded as a corpus of complete data types. This corpus is finite (i.e. behaves like an ordinary corpus), if each incomplete data type has a finite set of analyses. Thus, the auxiliary function $Q_\Phi(\Theta)$ equals

$$L_\Phi(\Theta) := \sum_{x \in \mathcal{X}} \tilde{p}_\Phi(x) \cdot \log p_\Theta(x),$$

which is indeed a log-likelihood function, namely on the “current corpus” $\tilde{p}_\Phi$ of complete data types. We will use the presented definitions as a key step in the following sections. For now, we note that the procedure of the EM algorithm (see Figure 3) can be easily rewritten resulting in a sequence of MLE steps performed on complete data associated with $\tilde{p}_\Phi$ (see Figure 4).

Instantiation of the EM algorithm for probabilistic context-free grammars

We wish to introduce the following notions for the symbolic component of a probabilistic context-free grammar (see Hopcroft and Ullman (1979) for a more precise presentation):

- $A \in G$ denotes a category $A$ of the grammar $G$, $r \in G$ denotes a rule $r$ of $G$, $\text{lhs}(r)$ is the left-hand side of the rule $r \in G$, $r \in G_A$ is a rule $r \in G$ with $\text{lhs}(r) = A$, $x \in \mathcal{T}(G)$ denotes a syntax tree $x$ of $G$, $r \in x$ is a rule $r \in G$ occurring in $x \in \mathcal{T}(G)$, $y \in \mathcal{L}(G)$ denotes a sentence of $G$, $x \in \mathcal{T}(y)$ is a syntax tree of the sentence $y \in \mathcal{L}(G)$.

Additionally, we use the following terms for the stochastic component of a context-free grammar:

- $p(r)$ denotes the probability of a rule $r \in G$, $f_r(x)$ is the frequency of rule $r \in G$ occurring in the syntax tree $x \in \mathcal{T}(G)$, $f_A(x)$ is the frequency of category $A \in G$ occurring in the syntax tree $x \in \mathcal{T}(G)$, i.e. $f_A(x) := \sum_{r \in G_A} f_r(x)$, the probability of a syntax tree $x \in \mathcal{T}(G)$ is defined as $p(x) := \prod_{r \in x} p(r)^{f_r(x)}$, the probability of a sentence $y \in \mathcal{L}(G)$ is defined as $p(y) := \sum_{x \in \mathcal{T}(y)} p(x)$. 
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The standard probability model assumes that $\sum_{r \in G_A} p(r) = 1$ for all (productive and reachable) categories $A \in G$. Using the theorem of Booth and Thompson (1973) and a further presumption it can be shown that $G$ is consistent: $\sum_{y \in L(G)} p(y) = 1$. Moreover, Chi (1999) showed that probabilistic context-free grammars estimated via tree-bank training or pure inside-outside algorithm (e.g. without internal smoothing procedures) are always consistent. Using the introduced notation, the EM algorithm will be defined for a probabilistic context-free grammar as follows:

- $Y = L(G)$, the incomplete data types are the grammatical sentences of a given context-free grammar $G$. The empirical distribution $\hat{p}(\cdot)$ of incomplete data types will be computed using the grammatical sentences of a large training corpus of free text. The complete data types $X = T(G)$ are the syntax trees of $G$. The symbolic analysis component $X(y) = T(y)$ is a context-free parser which produces for each grammatical sentence its analyses (i.e. its syntax trees) and for each ungrammatical sentence the empty set. The parameter space $\Omega = \{ \Theta \in [0,1]^{|G|} \mid g_A(\Theta) = 0 \}$ is constrained, where $|G|$ is the number of grammar rules. The parameterization $\Theta_r = p(r)$ yields the following constraints: $g_A(\Theta) = 1 - \sum_{r \in G_A} \theta_r \ (A \in G)$. The set $\Omega_0$ of starting points will be randomly selected from the parameter space. The parameterization $\Theta_r = p(r)$ yields the following parameterized distributions of complete data types $p_\Theta(x) = \prod_{r \in G} \Theta_r f_r(x)$.

Thus, the following well-known proposition is valid within this framework.

**Lemma:** The EM algorithm for probabilistic context-free grammars yields the following simple re-estimation formulas:

$$\hat{\Theta}_r = \frac{\hat{p}_\Phi \left[ f_r \right]}{\hat{p}_\Phi \left[ f_A \right]} \ (r \in G, \ A = \text{lhs}(r)).$$

Here, $\hat{p}_\Phi \left[ f_r \right]$ and $\hat{p}_\Phi \left[ f_A \right]$ denote the expected frequency of rule $r$, respectively the expected frequency of category $A$ given the current corpus $\hat{p}_\Phi$ of complete data types, i.e. $\hat{p}_\Phi \left[ f_r \right] := \sum_{x \in X} \hat{p}_\Phi(x) \cdot f_r(x)$, and $\hat{p}_\Phi \left[ f_A \right] := \sum_{x \in X} \hat{p}_\Phi(x) \cdot f_A(x)$.

**Proof:** Using expectations, the current log likelihood of the corpus $\hat{p}_\Phi$ can be rewritten as $L_\Phi(\Theta) = \hat{p}_\Phi \left[ \log p_\Theta \right]$. The stationary points of this function can be calculated using the first partial derivatives\(^2\). We compute these exploiting the “linear properties” of the expectation:

$$\partial_r L_\Phi(\Theta) = \partial_r \hat{p}_\Phi \left[ \log p_\Theta \right] = \hat{p}_\Phi \left[ \partial_r \log p_\Theta \right] = \hat{p}_\Phi \left[ \frac{\partial_r p_\Theta}{p_\Theta} \right].$$

Thus, it follows

$$\partial_r L_\Phi(\Theta) = \hat{p}_\Phi \left[ \frac{f_r}{\Theta_r} \right] = \frac{1}{\Theta_r} \cdot \hat{p}_\Phi \left[ f_r \right].$$

Unfortunately, the parameters $\Theta \in [0,1]^{|G|}$ are restricted by constraints

$$g_A(\Theta) = 0, \ (A \in G).$$

\(^2\)Throughout this proof, we use the following notation: $\partial_r := \frac{\partial}{\partial \phi_r}$. 
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Thus, we introduce Lagrangian multipliers \( \lambda_A \in \mathbb{R} \) yielding
\[
\partial_r L_{\phi}(\Theta)\big|_{\Theta=\hat{\Theta}} + \sum_{A \in G_r} \lambda_A \cdot \partial_r g_A(\Theta)\big|_{\Theta=\hat{\Theta}} = 0 \quad (r \in G) .
\]
This equation system can be simplified using \( \partial_r g_A(\Theta) = \begin{cases} -1 & \text{if } r \in G_A \\ 0 & \text{else} \end{cases} \).
Thus
\[
\frac{1}{\hat{\Theta}_r} \cdot \hat{\phi} \left[ f_r \right] - \lambda_A = 0 \quad (r \in G, \ A = \text{lhs}(r))
\]
which yields the solution:
\[
\hat{\Theta}_r = \frac{\hat{\phi} \left[ f_r \right]}{\lambda_A} \quad (r \in G, \ A = \text{lhs}(r)) .
\]
As a last step, we add up the solutions for all \( r \in G_A \) and respect the associated constraint:
\[
\lambda_A = \sum_{r \in G_A} \hat{\phi} \left[ f_r \right] = \hat{\phi} \left[ \sum_{r \in G_A} f_r \right] = \hat{\phi} \left[ f_A \right] .
\]
Combining the last two findings, we have our proposition.  
\textbf{q.e.d.}

4. Inside-Outside as Dynamic EM

In this Section, the well-known convergence properties of the inside-outside algorithm, which have been unfortunately omitted in the original literature (Baker (1979), Lari and Young (1990)), will be formally proven. For this purpose, we will show that the inside-outside algorithm is a dynamic-programming variant of the EM algorithm for context-free grammars. This property is also well-known in stochastic linguistics, but to the best of our knowledge all mentioned properties have not been formally proven till now. Moreover, the exact proof is more complicated than generally expected (Manning and Schütze 1999) and some insight into both the inside-outside algorithm and the EM algorithm is necessary.

**Theorem:** Let \( G \) be a context-free grammar in Chomsky normal form. Let \( \hat{p}(r) \) the re-estimated probabilities resulting from one single step of the inside-outside algorithm using the current rule probabilities \( p(r) \). Then the following propositions are valid: (i) The log likelihood \( L(\cdot) \) of the training corpus increases monotonically, i.e. \( L(\hat{p}) \geq L(p) \). (ii) The limit points of a sequence of re-estimated probabilities are stationary points (i.e. maxima, minima or saddle points) of the log likelihood function. (iii) \textit{The inside-outside algorithm is a dynamic-programming variant of the EM algorithm, i.e.} \( \hat{p}(r) \) corresponds with \( \hat{p}_{EM}(r) \) resulting from one single EM iteration.

**Proof:** (i) and (ii) follow using both (iii) and the convergence properties of the EM algorithm for context-free grammars. (iii): For each grammar rule \( r \in G \) with left-hand side \( A = \text{lhs}(r) \), we have: \( \hat{p}_{EM}(r) = \frac{\sum_{y \in Y} \hat{p}(y) \sum_{x \in T(y)} p(x|y) \cdot f_r(x)}{\sum_{y \in Y} \hat{p}(y) \sum_{x \in T(y)} p(x|y) \cdot f_A(x)} \). If the empirical distribution \( \hat{p}(\cdot) \) is given by the sequence \( < y_1, \ldots, y_N > \) of sentences \( y_i \in \mathcal{Y} \), it follows \( \hat{p}(y) = N^{-1} \cdot f(y) \) and:
\[
\hat{p}_{EM}(r) = \frac{\sum_{y \in Y} f(y) \sum_{x \in T(y)} p(x|y) \cdot f_r(x)}{\sum_{y \in Y} f(y) \sum_{x \in T(y)} p(x|y) \cdot f_A(x)} = \frac{\sum_{y \in Y} p(y) \sum_{x \in T(y)} p(x|y) \cdot f_r(x)}{\sum_{y \in Y} p(y) \sum_{x \in T(y)} p(x|y) \cdot f_A(x)} .
\]
Comparing these formulas with the re-estimation formulas presented by Lari and Young (1990), it follows \( \hat{p}_{\text{EM}}(r) = \hat{p}(r) \), if for each sentence \( y \in \{y_1 \ldots y_N\} \), for each grammar rule \( r \in G \) and each grammar category \( A \in G \) the following propositions can be shown:

\[
C_y(r) = \sum_{x \in \mathcal{T}(y)} p(x|y) \cdot f_r(x), \quad \text{and} \quad C_y(A) = \sum_{x \in \mathcal{T}(y)} p(x|y) \cdot f_A(x).
\]

This is the goal of the rest of the proof, which we split in two lemmas. The first lemma is probably due to Charniak, who at least used corresponding formulas to present the inside-outside algorithm in his famous book on statistical NLP (Charniak 1993). The lemma says that the category counts can be computed by summing the rule counts of all rules with the same left-hand side. Unfortunately, an explicit proof of this proposition was not given by Charniak (as well as a reference to the work of Lari and Young (1990)).

**Lemma:** \( C_y(A) = \sum_{r \in C_A} C_y(r) \) for each sentence \( y \) and category \( A \).

**Proof:** Assuming Chomsky normal form, and \( y = w_1 \ldots w_n \):

\[
\sum_{r \in C_A} C_y(r) = \sum_{A \in C_A} C_y(A \rightarrow a) + \sum_{B, C \in G} C_y(A \rightarrow BC)
\]

\[
= \sum_{A \in C_A} \frac{1}{P} \sum_{1 \leq t \leq n, w_0 = a} e(t, t, A) f(t, t, A)
\]

\[
+ \sum_{B, C \in G} \frac{1}{P} \sum_{s=1}^{n-1} \sum_{t=s+1}^{n} \sum_{r=s}^{t-1} p(A \rightarrow BC) e(s, r, B) e(r+1, t, C) f(s, t, A)
\]

\[
= \frac{1}{P} \left( \sum_{1 \leq t \leq n} e(t, t, A) f(t, t, A) \right.
\]

\[
+ \sum_{s=1}^{n-1} \sum_{t=s+1}^{n} f(s, t, A) \sum_{B, C \in G} \sum_{r=s}^{t-1} p(A \rightarrow BC) e(s, r, B) e(r+1, t, C)
\]

\[
= \frac{1}{P} \left( \sum_{1 \leq t \leq n} e(t, t, A) f(t, t, A) + \sum_{s=1}^{n-1} \sum_{t=s+1}^{n} f(s, t, A) e(s, t, A) \right)
\]

\[
= \frac{1}{P} \sum_{1 \leq s \leq t \leq n} e(s, t, A) f(s, t, A) = C_y(A).
\]

In the fourth equation, we used the recursion formula of the inside probabilities. q.e.d.

The lemma shows that the wanted identities for the category counts can be calculated (by summation over all rules with the same left-hand side) using the identities for the rule counts, because \( C_y(A) = \sum_{r \rightarrow \alpha} C_y(r \rightarrow \alpha) \), and per definition \( f_A(x) = \sum_{r \rightarrow \alpha} f_{A \rightarrow \alpha}(x) \). Thus, the proof of the theorem is finished, as soon as the following lemma has been proven. It says that the grammar counts of the inside-outside algorithm can be identified (not only intuitively but also formally) with the expected rule frequencies of the EM algorithm.

**Lemma:** For each sentence \( y \) and each grammar rule \( r \in G \):

\[
C_y(r) = \sum_{x \in \mathcal{T}(y)} p(x|y) \cdot f_r(x) = p(.|y) \left[ f_r \right].
\]
Proof: The second equation is the definition of the expectation. Assuming Chomsky normal form, we make a fall differentiation:

First case: The grammar rule has the form \( A \to BC \)

For a given sentence \( y = w_1 \ldots w_n \) and given numbers \( 1 \leq s \leq r < t \leq n \) we define

\[
X(s,t,A)(s,r,B)(r+1,t,C) := \begin{cases} 
S \Rightarrow^* w_1 \ldots w_{s-1} A w_{t+1} \ldots w_n \\
S \Rightarrow^* w_1 \ldots w_{s-1} B C w_{t+1} \ldots w_n \\
S \Rightarrow^* w_1 \ldots w_r C w_{t+1} \ldots w_n \\
S \Rightarrow^* w_1 \ldots w_n .
\end{cases}
\]

This means that \( X(s,t,A)(s,r,B)(r+1,t,C) \) is the set of all syntax trees corresponding to the given derivation. The right-hand side of Figure 1 displays the three relevant spans \((s, r, B), (r + 1, t, C), \) and \((s, t, A)\). Let

\[
f(s,t,A)(s,r,B)(r+1,t,C)(x) := \begin{cases} 
1 & \text{if } x \in X(s,t,A)(s,r,B)(r+1,t,C) \\
0 & \text{else}
\end{cases}
\]

the characteristic function interpreting the parse forest \( X(s,t,A)(s,r,B)(r+1,t,C) \) as a simple subset of the set of all possible syntax trees \( \mathcal{T}(y) \) of the sentence \( y \).

Thus, the frequency \( f_{A \to BC}(x) \) of the rule \( A \to BC \) occurring in the syntax tree \( x \in \mathcal{T}(y) \) can be computed as follows:

\[
f_{A \to BC}(x) = \sum_{1 \leq s \leq r < t \leq n} f(s,t,A)(s,r,B)(r+1,t,C)(x) .
\]

Using the linear properties of the expectation, it follows:

\[
p(.|y) \cdot f_{A \to BC} = p(.|y) \left[ \sum_{1 \leq s \leq r < t \leq n} f(s,t,A)(s,r,B)(r+1,t,C) \right]
\]

\[
= \sum_{1 \leq s \leq r < t \leq n} p(.|y) \left[ f(s,t,A)(s,r,B)(r+1,t,C) \right]
\]

\[
= \sum_{1 \leq s \leq r < t \leq n} \sum_{x \in \mathcal{T}(y)} p(x|y) \cdot f(s,t,A)(s,r,B)(r+1,t,C)(x)
\]

\[
= \frac{1}{p(y)} \sum_{1 \leq s \leq r < t \leq n} \sum_{x \in \mathcal{T}(y)} p(x) \cdot f(s,t,A)(s,r,B)(r+1,t,C)(x)
\]

\[
= \frac{1}{p(y)} \sum_{1 \leq s \leq r < t \leq n} \sum_{x \in X(s,t,A)(s,r,B)(r+1,t,C)} p(x)
\]

\[
= \frac{1}{p(y)} \sum_{1 \leq s \leq r < t \leq n} p(X(s,t,A)(s,r,B)(r+1,t,C))
\]

\[
= \frac{1}{p(y)} \sum_{1 \leq s \leq r < t \leq n} f(s,t,A) \cdot p(A \to BC) \cdot e(s, r, B) \cdot e(r + 1, t, C)
\]

\[
= C_y(A \to B C) .
\]
Second case: The grammar rule has the form $A \rightarrow a$

Analogously to the first case, we define for a given sentence $y = w_1 \ldots w_n$ and a given span $(t, t, A)$ a parse forest together with its characteristic function ($1 \leq t \leq n$):

$$X_{(t, t, A)} := S \Rightarrow^* w_1 \ldots w_{t-1} A w_{t+1} \ldots w_n \Rightarrow w_1 \ldots w_n$$

and

$$f_{(t, t, A)}(x) := \begin{cases} 1 & \text{if } x \in X_{(t, t, A)} \\ 0 & \text{else} \end{cases}$$

Thus, the frequency $f_{A \rightarrow a}(x)$ of the rule $A \rightarrow a$ occurring in the syntax tree $x \in T(y)$ can be computed as follows:

$$f_{A \rightarrow a}(x) = \sum_{1 \leq t \leq n, \ w_t = a} f_{(t, t, A)}(x).$$

Therefore:

$$p(\cdot | y) \begin{bmatrix} f_{A \rightarrow a} \end{bmatrix} = p(\cdot | y) \begin{bmatrix} \sum_{1 \leq t \leq n, \ w_t = a} f_{(t, t, A)} \end{bmatrix}$$

$$= \sum_{1 \leq t \leq n, \ w_t = a} p(\cdot | y) \begin{bmatrix} f_{(t, t, A)} \end{bmatrix}$$

$$= \sum_{1 \leq t \leq n, \ w_t = a} \sum_{x \in T(y)} p(x | y) \cdot f_{(t, t, A)}(x)$$

$$= \frac{1}{p(y)} \sum_{1 \leq t \leq n, \ w_t = a} \sum_{x \in T(y)} p(x) \cdot f_{(t, t, A)}(x)$$

$$= \frac{1}{p(y)} \sum_{1 \leq t \leq n, \ w_t = a} \sum_{x \in X_{(t, t, A)}} p(x)$$

$$= \frac{1}{p(y)} \sum_{1 \leq t \leq n, \ w_t = a} p(X_{(t, t, A)})$$

$$= \frac{1}{P} \sum_{1 \leq t \leq n, \ w_t = a} e(t, t, A) \cdot f(t, t, A)$$

$$= C_y(A \rightarrow a)$$

q.e.d.

Reviewing the complete proof of the theorem, which is fairly straight-forward, the key step is to identify the rule and category counts of the inside-outside algorithm with the corresponding conditional expected frequencies used by EM. In consequence of the first lemma, the desired identities for the grammar categories arise as once as the identities for the grammar rules have been proven. These identities are the subject of the important second lemma. Here, the key steps are: (i) to express the frequency for a grammar rule as a sum over corresponding spans, (ii) to use the linear properties of the expectation in order to compute the expectation of this sum as a sum of expectations, and (iii) to identify the expectations inside the sum as probabilities of certain parse forests which can be easily calculated in terms of inside and outside probabilities.
5 Conclusion

We have presented a brief review of the inside-outside algorithm for context-free grammars which follows the lines of the original work of Baker (1979) and Lari and Young (1990). Baker presented the inside-outside algorithm for a training corpus of size 1, whereas Lari and Young introduced the inside-outside algorithm in its modern form. Unfortunately, no convergence proofs were given by these pioneers, which is probably due to the fact, that Baker intuitively generalized the forward-backward algorithm for hidden Markov models (Baum 1972), where an explicit proof of the convergence properties exists.

Furthermore, we briefly reviewed the standard EM algorithm. We presented an implementation in pseudo code, discussed its input, as well as its output focussing on the well-known convergence behaviour described by Dempster et al. (1977) and Wu (1983). As a nice side effect, we presented the EM algorithm as a sequence of maximum likelihood estimations on so-called current corpora of complete data types. We applied the EM algorithm to probabilistic context-free grammars and derived the EM-based re-estimation formulas for rule probabilities confirming the well-known fact that re-estimated rule probabilities rely on expected rule and category frequencies.

As the central goal of this paper, we have shown that the re-estimation formulas given by inside-outside can be transformed to EM re-estimation formulas. Even if this result is considered in isolation it is very interesting, because it seems to have never been formally proven. Moreover, it has the desired effect that the well-known convergence behaviour of the inside-outside algorithm, which has been confirmed by many experiments, is a consequence of the convergence behaviour of the EM algorithm, and has now been formally proven.
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Zusammenfassung

In letzter Zeit werden verstärkt Anstrengungen zur Automatisierung der Arbeitsplanung unternommen. Insbesondere sollen wissensbasierte Methoden helfen, bisher offene Probleme zu lösen. So entstanden eine Reihe von Prototypen zur Arbeitsplanerstellung, über die in zahlreichen Veröffentlichungen berichtet wurde.

Nach einer Einführung in die Begriffswelt und Problematik der Arbeitsplanerstellung werden im ersten Teil dieser Arbeit eine Anzahl dieser Systeme untersucht und verglichen. Daraus werden Anforderungen abgeleitet, die ein System zur Arbeitsplanerstellung erfüllen sollte, aber teilweise noch nicht vorhanden sind.

In zweitem Teil wird das Konzept eines Systemes entwickelt, das versucht diesen Anforderungen gerecht zu werden. Eine Anforderung ist die Möglichkeit des Anschlusses externer Programme (wie z. B. CAD-Systemen und Datenbanken) an das Arbeitsplanungssystem.

Die Entwicklung und Implementierung einer Client-Server-Architektur zur Verwirklichung dieser Schnittstelle.