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Abstract

Hybrid agents integrate different styles of reactive, deliberative, and cooperative problem solving in a modular fashion. They are the prime device of (Distributed) Artificial Intelligence and Cognitive Science for realising a broad spectrum of simultaneous functionalities in application domains such as Artificial Life, (Tele-)Robotics, Flexible Manufacturing, and Automated Transportation.

In this report we propose a design methodology for hybrid agents which combines complementary approaches of Software Engineering and declarative Cognitive Robotics at five interconnected specification stages: Architecture, Computational Model, Theory, Inference, and Implementation.

The design methodology is then applied to the reconstruction of the layered agent model InteRRaP ('Integration of Reactivity and RAtional Planning'). InteRRaP, in spite of its practical success in the past, suffers from its originally architecture-centred and informal description. The result is an agent model, InteRRaP-R (the additional ‘R’ stands for ‘Resource-adapting’), which maps its layered architecture onto the formally described interplay of concurrent processes whose runtime is scheduled by meta-control: The processes of a higher layer control the processes of the subordinate layer by the allocation of (computational) resources. Processes are continuous computational activities that are realised as situated inference procedures which implement well-defined subsets of a common logic of time and action.

Three representative scenarios are chosen for an evaluation of InteRRaP-R: the Automated Loading Dock, the RoboCup Simulation League, and the ROTEX space robot. These case studies confirm the applicability of our slogan “Agent = Logic + Architecture” to the theory and practice of hybrid agents.
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1 The Design Space of Agents

There is currently a growing interest in basic research and industrial applications of intelligent agents. Following modern textbooks on (Distributed) Artificial Intelligence (DAI) and Cognitive Science [RN95] the term agent describes a self-contained computational structure, i.e., a state and a corresponding calculation which exist in a separate environment. The agent perceives the environment through sensors and acts upon the environment through effectors. Figure 1 illustrates this view which is close to the definition of a robot [Rei78], but is not necessarily the view of a hardware realisation (see the softbots of, e.g., [Ett93]).

This generalisation makes sense in that many physical and virtual environments share the same requirements for decentralisation, for handling an inherent complexity, and for coping with open and heterogeneous settings. The intelligent agent subsumes many ideas that, for example, originate in the early Shakey project [Nil84], and provides a natural metaphor for addressing these requirements. Due to the broadened perspective and due to new insights into the agent as a situated entity, an enlarged set of agent properties, initially proposed by Wooldridge & Jennings [WJ95], is nowadays commonly agreed upon:

- **Autonomy**: Agents should be able to perform the majority of their problem solving tasks without the direct intervention of humans or other agents. Hence, they should have a degree of control over their own actions and their own internal state. Autonomy is the central property also according to [RN95].

- **Responsiveness, Reactivity**: Agents should respond in a timely fashion to changes that occur in their environment, i.e., they are reactive and perform in real-time.

- **Pro-activeness and Deliberation**: Agents should not simply act in response to their environment, but also exhibit goal-directed behaviour to take initiative where appropriate. We speak of deliberative abilities in this respect and presume rationality: From its current belief (or state), the agent decides (chooses) intentions (plans) as sets of basic actions in order to achieve its goals. The agent avoids any measure that it believes to conflict with its goals. This is the starting point for more restrictive and formal agent definitions in the literature [CL90, RG91].
• **Social Abilities:** Agents should be able to interact with other artifacts and humans in order to complete their own problem solving. In particular, they should be able to help others with their activities if cooperation is part of their objective (as it is the case in Distributed Problem Solving). This requires that agents can communicate their requirements to others. This also requires agents to employ internal mechanisms for deciding when interaction and communication are necessary. These social abilities are the key to design open systems in which heterogeneous artifacts operate upon different goals and on behalf of different users in a common setting.

• **Adaptivity** Agents should be able to modify their behaviour according to changing environmental and computational conditions. These conditions we shall call resources, such as fuel, space, tools, but also CPU-time, memory, etc. Adaptivity has a short-term component in compensating dynamic resource changes and a long-term component in learning particular domain characteristics. The aim of adaptivity is to approximate an optimal behaviour with respect to available resources.

This coincides with the popular principle of bounded rationality [Goo76, Sim82] that deviates from the intractable requirement of perfect rationality and optimal behaviour regardless of available resources. There are three options to realise bounded rationality [Zi95]: We distinguish (i) resource-adapted systems that are pre-designed to the fixed resources of a domain. Resource-adaptive systems (ii) are 'somehow' able to react to changing resources of a domain at runtime. Generic agent models, however, should be customisable to a range of domains and should cope with a variety of resources. Hence, they favour the third option of resource-adapting systems (iii) that incorporate explicit representation and management\(^1\) of resources.

Autonomy is the key requirement for any agent where it is often sufficient that only one further property is satisfied, i.e., either reactivity, pro-activeness, social abilities, or adaptivity. Other agent features, which are in our opinion not primary, are mobility and benevolence.

### 1.1 Motivation: Broad Agents

With the growing importance of intelligent systems, especially in the Internet, the application areas for agent technology become considerably larger: According to figures from Ovum Ltd. [Gui95], agent-based software will comprise up to 20 percent from an estimated 4,000,000,000$ segment of the year 2000's software market containing Groupware, Personal Digital Assistants, User Interfaces, Workflow Management, Network Management and Information Retrieval. Subsequently, almost all major companies such as Microsoft, IBM, Apple, AT & T, Siemens, Anderson Consulting and Daimler-Benz, have launched strategic developments in these areas.

\(^1\)Russell & Subramanian argue that any such management is itself subject to resource consumption and thus prevents optimality [RS95]. We define the task of a resource-adapting system only to approximate optimality — as already mentioned in [RW91], its results can often be compiled into simpler, implicit forms of control afterwards.
These applications are usually based on small agents, i.e., software models with a small band-width of functionalities. Small agents have a relatively uniform design that is well-researched in theory and practice. Small agents are currently heading towards commercialisation as ready-made tools which are just to be filled with additional domain knowledge (or application code, in the narrow sense). This is called Agent-Oriented Programming (AOP) [Sho90].

The Ovum study does not look into ‘real-world’ applications, such as in Artificial Life, (Tele-)Robotics, Flexible Manufacturing, and Automated Transportation. These areas will play an important role in future Information Technology (IT) applications in which the strict border between virtual and physical settings will disappear, for example in intelligent buildings. In comparison to traditional softbot domains, these areas have a significantly more demanding profile and require broad agents as defined by Bates [BLR92] (Figure 2).

Originally, the term broad agent describes life-like inhabitants of synthetic worlds as entities that simultaneously display a whole range of shallow (cognitive) abilities, rather than exhibiting a single ability exceedingly well. For our purposes, we would like to extend this definition into the direction of bounded rationality: Broad agents are computational entities that solve a range of cognitive problems, from reactive behaviour over deliberative tasking up to social interaction, in an approximately optimal manner. Depending on available resources, they trade-off the quality of their decisions versus the cost of computation and interaction.

Since Ferguson’s seminal work on hybrid Touring Machines [Fer92], broad agents constitute a very active scientific field where the term ‘hybrid’ characterises a design to integrate several small-agent methods. Many prototypical designs, such as InteR-RaP [Mül96] (‘Integration of Reactivity and RAtional Planning’), have been built and analysed, many design methods have been proposed, and many representative application scenarios have been defined (see, e.g., Figure 3). In order to settle the field and to enable an industrial impact, it is now time to filter the gamut of methods into a common design methodology\(^2\) which bridges theory and practice. It is time to obtain

\(^2\)Webster’s Dictionary defines methodology as ‘a body of methods, rules, and postulates employed by a discipline; the analysis of the principles or procedures of inquiry in a particular field’. In the
methodologically-funded models that successfully operate in a range of domains.

This report represents a step towards such a design methodology, the Design Space of
Agents, and provides a particular design substrate, the InteRRaP-R model (the addi-
tional ‘R’ stands for ‘Resource-adapting’), whose rational reconstruction is based on
that methodology. In doing so, we do not stick to a high-level analysis and integration
of design patterns. Instead, our work is equally driven by the needs of a concrete implementa-
tion that, following the AOP-paradigm, is practically customisable to demanding
domains (Figure 3):

The Tele-Robotics experiment ROTEX [BLSH95] of the ‘Deutsche Luft- und Raum-
fahrtgesellschaft’ (DLR) has been on-board of the Columbia space shuttle and is an
example of both a reactive and a deliberative control problem. Also the Khepera forklifts
in the Automated Loading Dock, a testbed for InteRRaP as defined in [Mül96],
have to combine problem solving with sensor-motor feedback. In addition, their social
aspect is emphasised: Without coordinated transportation, the loading dock is not to be
served optimally by the robots.

Virtual versions of robotic scenarios can be at least as demanding, sometimes even
more sophisticated than many physical domains. An example is the official simula-
tion league of the RoboCup initiative [KTS’98] (Figure 3) which is based on a simula-
tion of conventional robot soccer tournaments. Each RoboCup player is modelled as
a separate agent with imperfect sensors and effectors. The timing constraints for re-
active soccer skills, such as catching, kicking, aiming, tracking, and positioning, are
close to real-time (100 milli-seconds). Deliberative capabilities are needed to realise
tactical behaviour, i.e., to perform reasonable soccer moves in attack or defence. So-
cial capabilities are necessary for a strategic team-play, thus for coordinated tactics
that assign particular roles to the players. Finally, RoboCup players must compensate
changes in environmental resources, e.g., the limited stamina of their simulated body,
and computational resources, e.g., the limited time that is available to adapt the agent’s
computation according to the rapidly altering status of the game.

c
context of broad agents, a design methodology hence comprises the different languages and notations
with which we describe their structure and communicate about it.
1.2 Agent = Logic + Architecture

Before bounded rationality developed to a common denominator for AI and Cognitive Science, the appropriate notion of rationality, and hence the choice of agent design methods, had been a highly controversial subject. While early symbolists concentrated on building perfect knowledge-based systems (see Nilsson [Nil84]), the New AI community has argued against any expensive data-structures and computations (see Brooks [Bro91]). Both research streams can be seen as extreme, resource-adapted instances of small agent design. Because of making particular types of decisions, i.e., either high-level tasks or low-level control, their systems are optimised to particular classes of domains. Because of being unable to adjust to varying needs and resources, their systems show severe drawbacks in broad domains, such as the Automated Loading Dock, the RoboCup simulation, or the ROTEX work-cell: It is difficult to force an inherently myopic reactive system to goal-oriented behaviour. It is equally difficult to force an inherently complex planning algorithm to responsive behaviour.

Agent Engineering Hybrid agents have been developed to integrate the reactive, but myopic mechanisms initiated by Rodney Brooks with optimal, but expensive deliberation facilities, such as planning. A particular example of such a modular design is InteRRaP (Figure 4). InteRRaP has a layered structure for the combination of a reactive Behaviour-Based Layer, a deliberative Local Planning Layer, and a Social Planning Layer. Each layer is associated with computations on a particular level of representation. Each layer supplements its subordinate layers in order to put through more abstract and more persistent goals and decisions. With respect to bounded rationality, hybrid agents provide a resource-adaptive trade-off between computational costs and solution quality, i.e., between reactive, deliberative, and social abilities. As such, they have already proven quite successful in constructing broad agents for real-world and virtual-world domains (see the assessment of [Mül99a]).

In order to fill their designated role in industrial-strength systems, however, hybrid models face a fundamental engineering problem in that they lack a clear design methodology. Up to now, their description is usually given in an informal architectural manner. This pragmatic method of specification introduces very crude and abstract concepts and leaves many design issues open. Hence, the space of possible implementations does not necessarily reflect the original objectives, such as a practical trade-off between reactivity, deliberation, and social abilities. Moreover, by integrating a variety of modules from various backgrounds, hybrid models are not easily comprehensible. This complicates the identification of appropriate programming constructs and impedes their customisation to various domains. We have experienced these difficulties with previous InteRRaP implementations.

Cognitive Robotics Formal logic has always been used in the tradition of theories of rationality. For example, Cohen & Levesque [CL90], Shoham [Sho90], and Rao & Geogeff [RG91] describe agents in temporal and epistemic logic, thus deviating from earlier informal descriptions in [GL87]. Kowalski & Sadri [KS96b] rely on the
power of first-order logic augmented with abduction as the declarative basis of a unified agent. Especially the latter approach envisages a logic programming (LP) perspective [Kow79] in which the high-level agent axiomatisation is straightforwardly implemented by a special inference procedure.

The logic-based specification of agents\(^3\) comes nowadays under the umbrella title Cognitive Robotics [Bow87]. It aims at a coherent, concise, and verifiable design whose declarative concepts can immediately serve as intuitive programming constructs. However, the conceptual level is too high for deriving practical systems: Straight implementations via inference procedures are either not feasible or build on restricted expressiveness; the operational considerations to 'make the theory run' are seldom discussed. To our knowledge, no such monolithic 'rationality engine' has ever been able to master settings that are comparable to those of hybrid systems.

**The Design Space of Agents**  From what we have just discussed, it is apparent that Agent Engineering and Cognitive Robotics are rather complementary: Both ways of specification introduce useful concepts for agents, either on the theoretical side — the logic representations of Cognitive Robotics — or on the architectural side — the modular structures of Agent Engineering. Both lack design issues, either in declarative or in operational respect. Hence, a design methodology that reconciles both approaches in a preferably formal setting seems promising.

Such a methodology helps to set up a well-understood collection of interrelated methods (or specification stages) bridging theory and practice. In doing so, such a methodology moreover addresses a matter that both Agent Engineering and Cognitive Robotics have largely neglected up to now, namely how to derive sound implementations in effective programs. The methodology that we are looking for runs under the

\(^3\)There are differences between logic theories for specifying agent computations, such as [Kow79], and logic theories just for describing and verifying agent behaviour, such as [RG91]. We do not engage into a discussion of this issue here, rather stay with the first perspective for our purposes.
slogan "Agent = Logic + Architecture" and is the basis for reconstructing InteRRaP into an AOP-tool for broad applications.

In Figure 5, we have arranged the specification stages in the common Design Space of Agents. This design space is spawned by two independent dimensions of specification, namely the degree of abstraction and the degree of declarativity. Architectural Engineering turns out to be a rather abstract and operational enterprise while Cognitive Robotics covers the declarative side of the design space. Agent implementations are most concrete; although they are a too low-level medium for research, their connection to the higher-level specification is nevertheless of justified interest.

To complete the Design Space of Agents, the point of concern is to find an operational complement to the inference stage that is able to capture the architectural features of hybrid agents, e.g., their modularisation, in formal and computational terms. We call such descriptions computational models as inspired by formal programming [Hoa69]. Computational models are written in dedicated specification languages, such as Z [Spi92]. They describe the state and the operation of a kind of agent ‘interpreter’ running inferences in a particular logic. As formal specifications, they already became a successful tool in modern Software Engineering and are just about to enter (D)AI and Cognitive Science.

Computational models are the missing ‘puzzle-piece’ to our design methodology because they are sufficiently abstract to formally connect to high-level conceptualisations, sufficiently concrete to derive concise agent implementations, sufficiently declarative to integrate a theoretical perspective, and sufficiently operational to capture architectural considerations.

4Derived from the path-setting motto of Kowalski: “Algorithm = Logic + Control”
2 Architecture: InteRRaP-R

According to Webster’s Dictionary, a software architecture is “a method or style of building; the manner in which the components of a computer or computer system are organised and integrated”. Architectures are usually expressed in graphical notation and informal text following two main strategies [Som92]: functional design [CY79, Wir71, Wir76] and object-oriented design [Par72, Mey88, Boo91]. The basic building blocks of an architecture are modules (functions in functional design; objects in object-oriented design). They refer to functionally self-contained ([Som92] speaks of cohesive) parts of the system. Module interfaces are usually given in the form of input-output relations: Input data, such as an agent’s perception, is necessary to drive the computation of a module. Output data is generated as a result of the module’s computation and either serves as input for another module or comprises the ultimate output of the system, such as an agent’s action.

Primitive modules are black-boxes; their computation and their inner state are not visible to the outside and usually remain not fully specified. In contrast, compound modules can be recursively decomposed into more primitive sub-modules and corresponding interfaces. Compound architectures are the result of an iterated design process which starts with the overall computer system as a single primitive module. With respect to agents, such a starting point as illustrated in Figure 1 is given by the physical symbol hypothesis of Newell & Simon [NS76] which postulates cognitive behaviour as a symbol-manipulating activity and which is the basis of classical AI systems. Their ‘architecture’ hence consists of a single module carrying the agent’s mental state (knowledge base). The mental state receives perceptual input and computes output actions by a rational reasoning procedure. This is too coarse a design for practical purposes and poses the problem to the agent designer: Which refinement of this picture is needed in order to cohesively address the functionalities that are required from broad systems running in, e.g., Automated Loading Dock, RoboCup simulation, and ROTEX work-cell?

2.1 Deliberative Agents and Vertical Modularisation

The refinement of compound modules imposes structure onto the system, thus determines the possible interactions (coupling according to [Som92]) between modules. For example, if we combine the output of one module with the input of another, we introduce a sequential chain in which the former module provides a service to the latter. In general, modules servicing each other introduce a vertical modularisation of a system, where the direction of service provision, e.g., which module is the client and which is the server, determines the flow of information. Usually, bidirectional interactions allow for feedback (reporting errors, mutually accessing data) between modules and are a more flexible choice than unidirectional chains.

Vertically arranged structures have been rather prominent in agent design and are for example demonstrated by the ‘Procedural Reasoning System’ agents (PRS) of [GL87] (Figure 6). PRS is organised along ‘mental categories’, such as believes, goals and intentions, which coincide with different functional roles in a deliberative agent. The belief data base or knowledge base is responsible for maintaining a representation of the external world from incoming perceptual data. Goals are spawned to indicate which
future states of the world the agent prefers to be in. The decision making or planning module then chooses intentions that are executed in order to turn the world into a desired state. Hence, PRS is a unidirectional architecture. Many variants of this design have been built [BIP87, Sho90], for example by exchanging some of the modules by others with different computational properties. Bidirectional module interfaces have also been introduced, since the manifested goals and plans can now be communicated back to the knowledge base in order to, e.g., reason about failure. Such nested accessibility of mental categories, i.e., believes about goals and intentions, is a central proposition of BDI (‘Belief, Desire, Intention’) theories [CL90, RG91, RG95, Woo96] of rational agents. Nevertheless, PRS has been theoretically and empirically shown to be close to BDI [KG91]. For these and other reasons (there exist a well-defined computational model [dKLW98] and several efficient implementations, such as dMARS of the Australian Artificial Intelligence Institute and UM-PRS of the University of Michigan), PRS is today one of the most successful agent architectures. It offers a convenient way to structure, e.g., the task planning of forklift robots in the Automated Loading Dock as well as the tactical planning of soccer agents in the RoboCup simulation.

2.2 Reactive Agents and Horizontal Modularisation

Brooks [Bro86, Bro91], Agre and Chapman [AC87], Kaelbling [KR90], Maes [Mae90] and others voiced a fundamental criticism on deliberative agents questioning the value of an explicit representation of the world (“Let the world be its own representation.”). They argue that the aggregation of complexity within a sequential reasoner is intractable for most practical domains, such as robotics. The trick to severely restrict the expressiveness of a decision making module is regarded as an impasse.

Their alternative method envisages a horizontal modularisation of the agent where input is sent in parallel to several modules that independently compute possibly conflicting output. These modules hence compete for providing a service ([Som92] speaks of concurrent systems design). Since the computational complexity of each module is bound, the Subsumption architecture of Brooks [Bro86] and its derivates are proposed as a suitable scheme for building reactive agents.

Brooks’ architecture decomposes the agent according to its activities (or competences). Figure 7 shows a possible realisation of a robot with three competences, namely driving along a road, avoiding collisions with obstacles, and approaching other robots.
These competences are evaluated in parallel or concurrently at different levels of a hierarchy where each level is immediately coupled to sensor input (the input branches into several modules) and effector output. For example, the drive module computes steering commands from perceptual data of the road ahead.

In general, we distinguish between an uncontrolled and a controlled form of horizontal modularisation. In its uncontrolled form, there is no priority for any module. The arbitration of output, i.e., the choice of the module that is granted to provide the service, is unspecified. In its controlled form, we identify higher-level modules that have priority over lower-level ones. Hence, their output overwrites or at least influences the final action in any case.

In order to combine the output of different competences in the Subsumption architecture, higher-level competences overwrite the output of lower-level competences in an arbitration module. For example, if an obstacle appears, the avoid-collision module suppresses the driving commands and stops the motor. If the obstacle is a cooperative agent and should be approached, the approach module is getting priority over avoid-collision in turn. Control is given to the lower-level modules only as long as there is no output of higher-level modules. As a result, the functionality of the lower-level modules is thus subsumed by the higher-level modules.

Controlled horizontal modularisation turns out to be very successful for the realisation of real-time robot behaviour (even in hardware) and has stimulated a whole sub-discipline of AI. Subsumption-type of architectures are useful to handle, e.g., the sensor-motor feedback of forklift robots in the Automated Loading Dock as well as the reactive soccer skills of RoboCup agents.

2.3 Hybrid Agents

Deliberative and reactive architectures, i.e., the vertical and horizontal ways of structuring agents, have different advantages and drawbacks. Vertical arrangements are good for realising rationality, but their inherent complexity is problematic for installing rapid
feedback loops. Horizontal arrangements are good for responsive and real-time behaviour, but they have difficulty to make persistent and goal-oriented decisions. Hence, both types of design deal with different aspects of broad agents, such as either soccer skills or soccer tactics\(^5\), either low-level control of forklifts or their task-oriented problem solving.

Consequently, *hybrid* and *layered* agents [Fer92, Fir92, LH92, Dab93, BKMS95, SP96] integrate both methods in order to benefit from a horizontally as well as a vertically structured architecture. A typical arrangement\(^6\) is realised in Firby’s RAP [Fir92] and Bonasso et al.‘s 3T [BKMS95]. They distinguish a *planning layer*, a *sequencing layer*, and a *behaviour layer* which are organised in a *layered hierarchy*. This is similar to the organisation of competences in the Subsumption architecture, but only the behaviour layer carries reactive computations. It is triggered by the sequencing layer’s execution of plans which have been synthesised by the planning layer.

For different applications, other constellations have been developed. The Touring Machines of Ferguson [Fer92] have a *plan modification layer* which modifies the plans of a planning layer according to environmental conditions. Lyons & Hendricks [LH92] proposed a planning layer which modifies the behaviour of a reactive layer. Sloman & Poli’s SIM_AGENT [SP96] has a *management process* which operates upon plans and reflexes. A non-hierarchical design with reactive, deliberative and diagrammatic (quasi-analogue) computations, all of the same priority, has been proposed in [Pia99]. InteRRaP [Mü96] (‘Integration of Reactivity and Rational Planning’ — Figure 8) aims at bringing the hybrid and layered design closer to BDI, at the same time addresses the need of coordination among multiple agents. The three InteRRaP layers, the reactive *Behaviour-Based Layer*, the deliberative *Local Planning Layer*, and the *Social Planning Layer* each integrate the BDI-cycle of goal activation, decision making, and

\(^5\)That the BDI design of [BHW98] became champion in 1997 was due to its highly domain-dependent implementation.

\(^6\)Interestingly, a similar design has already been proposed for the Shakey robot back in the 60’s [Nil84].
intention execution, but at different levels of representation. To this end, each layer is
given a special and pragmatic configuration of primitive modules.
The Behaviour-Based Layer (BBL) provides a short feedback loop to the environment
by applying procedural routines, so-called patterns of behaviour. Behaviour patterns
correspond to, e.g., soccer skills and basic forklift behaviours. Because behaviour
patterns are reactively triggered by situation recognition, the BBL decision making
is quite fast. The Local Planning Layer (LPL) plans how to meet long-term, abstract
goals. This covers, for example, the tactical planning of soccer players and the delivery
planning of forklifts. Social decisions (at the Social Planning Layer — SPL) that
involve negotiating and coordinating with other agents (forming soccer strategies in
a team of RoboCup agents; exchanging delivery tasks between forklift robots) are
also expressed in terms of planning and execution. Some common functionalities are
separated from the layers in two additional modules: the knowledge base (KB) and the
world interface (WIF).

Hybrid architectures have been successful in a range of demanding domains, especially
in building service robots [Mül99a]. For example, [Mül96, Ros96] demonstrated In-
teRRaP to handle the low-level motion and manipulation of loading dock forklifts via
the BBL, to plan the delivery tasks within the LPL, and to coordinate transportation
conflicts in the SPL. Still, InteRRaP and hybrid designs in general face two architec-
tural problems which impede their usefulness as industrial-strength tools.

First, they are complex beasts including a variety of heterogeneous modules. Figure
8 shows that the structure of each InteRRaP layer is rather arbitrary and incompre-
ensible at first sight. Moreover, structures often change over the different layers. As
a result, major code changes are even needed in the agent kernel in order to run the
implementation of [Ros96] (that was very much tight to the loading dock), e.g., in the
RoboCup. Hence, for developing an agent programming language à la AOP, a cohesive
and congruent architectural structure is a necessary prerequisite.

Secondly, layering is often regarded as being equivalent to horizontal modularisation.
In InteRRaP, layers interact via particular control modules and based on two mecha-
nisms: upward activation and downward commitment. If a goal cannot be resolved
by a lower layer, it is posted upwards to be handled by the next upper layer. In turn,
if the upper layer has made some decision, it will send particular commitments down
to the next lower layer. The result is quite close to the interplay of competences in
the Subsumption architecture [Bro86]: prioritised decisions of the higher-layer modules
compete for execution with the lower-layer decisions; lower layers are integrated into
the functionality of the higher layers.

Due to the different computational needs of its layers, InteRRaP is an instance of a
resource-adaptive system (see our definition in the previous section). Changing re-
sources in the environment and the computation device influence the quality of actu-
ally executed decisions: If the environment is reasonably calm, it is likely that the LPL
can timely influence the fast decisions of the BBL. If the environment becomes more
dynamic, the BBL will constantly act without the LPL being able to intervene. This is
implicitly encoded into the architecture and makes it quite difficult for the higher-layer
computations to have a meaningful impact in real-time domains. [Mül96, Ros96], for
example, ‘abused’ the WIF to install another, hidden forklift layer.
Moreover, demanding environments, such as the Automated Loading Dock and the
RoboCup simulation, are full of changing resources (time, state of the body, battery
load, stamina, game situation, etc.) and require the relevant design-time conventions, such as the implicit balance between SPL strategies, LPL tactics, and BBL skills, to be a part of the run-time decisions of the agent. In order to turn this trade-off into an explicit parameter of the InteRRaP architecture and in order to make the higher-level computations feasible within real-time domains (100 milliseconds in the automated loading dock and the RoboCup simulation), the module interaction between layers has to be revisited.

2.4 Meta-Control Agents

In parallel to hybrid agents, a special form of controlled horizontal modularisation has been put forward by people from AI and Cognitive Science [And93, Hor86, BD94, RW91, RS95]. Their ideas are based on the observation that one major ingredient to human intelligence is the ability to reflect the changes in environmental and computational resources. Hence, resource-adapting mechanisms are proposed as an architectural principle to trade-off situated computations, such as the balance between strategies, tactics, and skills inside a RoboCup agent, according to overall system constraints.

Following [Goo76, Sim82, RS95], a boundedly rational agent has to solve two nested optimisation problems. The first problem is to optimise its external behaviour with respect to environmental resources. The second problem is to modify its internal computation with respect to computational resources. Russell and Wefald [RW91] developed a representative meta-control architecture (Figure 9) in which each of those optimisation problems is assigned a dedicated module: The object-level module works like a traditional planner that makes complex decisions how to act in the environment. It is monitored and configured by an additional meta-level module. For this purpose, the meta-level assigns computational resources to the various computational options at the object-level.

In contrast to the branching & arbitration in reactive architectures and the activation & commitment in layered architectures, the monitoring & configuration interfaces decouple the meta-level from the timing that the environment imposes onto the object-level. Nevertheless, the meta-level also consumes computational resources and so it should be of neglectable complexity. In Russell and Wefald's design, this is accomplished by the following assumptions:
• Meta-greediness: When going from simple, i.e., one-step decision problems to complex ones, there is an exponential growth in complexity. Hence, a tractable resource assignment on the meta-level incrementally applies simple allocation decisions which are only locally optimal, i.e., just for the next step in time. This is called a meta-greedy strategy.

• Independence: Complex dependencies at the object-level can be caused by side-effects of computation, e.g., through shared data structures. They are a further source of complexity. It is hence assumed that optional object-level computations are approximately independent with respect to computational resources, i.e., choosing one particular option does not influence the outcome of other possibilities.

• Sequential Object-Level: Russell and Wefald's meta-level restricts to assigning a single computational resource, namely computation time, to the object-level computations. Hence, time serves as a unified representation for all interdependencies between object-level options and is allocated sequentially.

Russell and Wefald report the successful application of their architecture to gaming under time constraints, such as chess. Other prominent meta-control approaches share several of their ideas: Anderson's ACT-R architecture [And93] uses a rational analysis (meta-)module to control the operation of a rule-based production system and to learn parameters and utilities of object-level rules. Flexible algorithms [Hor86] provide a special form of object-level whose outcome monotonically improves over time. Anytime algorithms [BD94] are flexible algorithms that are continuously interruptible and have been given dedicated meta-controllers in terms of deliberation scheduling algorithms. Deliberation scheduling is empirically shown to provide a quasi-optimal behaviour in navigation planning and targeting.

However, meta-control architectures have drawbacks when it comes to the construction of broad agents. Real-time conditions are difficult to handle with a single, sequential object-level module. Moreover, the simplifications of the meta-level are not always applicable: Interactions with other agents (between the soccer players of a RoboCup team; between the forklift robots in the loading dock) and interdependencies between optional object-level computations (such as different soccer skills and different low-level forklift behaviours) go beyond the consumption of time. For example, aiming at the opponent's soccer goal improves the result of kicking afterwards. Finally, there is a conceptual problem with the separation into computational and environmental resources, since they are substitutable: By withdrawing computation time from a module, its taking actions in the external world can be prevented.

2.5 The InteRRaP-R Architecture

The architectural contribution of this thesis, the InteRRaP-R\(^7\) architecture (Figure 10), is a generalisation of the InteRRaP model, the design of Russell & Wefald, and the

\(^7\)This name is inspired by Anderson's switch from ACT* to ACT-R. Where the 'R' in ACT-R however emphasises the impact of meta-control to bounded 'Rationality', it should refer in InteRRaP-R rather to its 'Resource-adapting' architecture.
PRS. It builds upon the observation that meta-control provides the desired resource-adapting principle for layering in hybrid agents. InteRRaP-R resembles the original InteRRaP being divided into a reactive, a deliberative, and a social layer. Each layer, however, is now congruently structured like a Russell & Wefald agent into a (meta-level) control module and several object-level modules. The object-level modules are arranged similarly to the PRS design. The important difference to InteRRaP is that upper layers do no more immediately interact with the environment, but their decisions parameterise the control module of their subordinate layer towards a more rational (in the case of the LPL configuring the BBL) and social (in the case of the SPL configuring the LPL) behaviour. Lower layers are thus no longer subsumed by the upper layers in the sense of Brooks. Upper layers no longer operate under the same timing constraints as their lower companions which renders their more expensive computations more feasible. The important difference to the Russell & Wefald agents is that InteRRaP-R introduces the explicit management of computations according to situative resources at several levels of the architecture, i.e., at the reactive, the deliberative, and the social layer. InteRRaP-R computations are not simply bounded by time, but they are controlled with respect to general interdependencies that are grounded in environmental as well as computational restrictions. The representation device which we use to this end is called abstract resources.

2.5.1 Layering as Meta-Control

The decisions of an upper layer in InteRRaP-R guide or restrict the resource allocation of the control module of the subordinate layer. Using the illustrating example of RoboCup: Deliberative soccer tactics and moves at the LPL are realised as computational guidelines for the executing reactive soccer skills inside the BBL; team strategies that are negotiated and decided by the SPL in turn represent constraints on the planning and execution of soccer tactics within the LPL.

A lower layer, such as the BBL, therefore provides in-principle all the functionality
of the agent, such as the complete basis to control the motion of a forklift robot or to exhibit skillful soccer behaviour. Hence, the BBL can be already thought of as an autonomous reactive agent. Of course, its quick and myopic machinery allows a whole corridor of external behaviour when interacting with a dynamic environment.

The aim of the LPL is to push the BBL towards a more specific, rational function, such as to perform delivery tasks or to score a goal. Hence, LPL intentions are realised as mid-term configurations of the BBL computation that probably lead to a desired ‘symbolic’ state in dynamic interaction with the world. Navigation, for example, can be implemented as a sequence of resource parameterisations to primitive behaviour patterns, such as following a line, turning right, and searching for a landmark. A soccer attack can be modelled as a sequence of soccer moves, such as defending on the left side, passing into the middle-field, and attacking from the left wing. Each soccer move in turn is realised via resource parameterisations to BBL soccer skills, such as locating, positioning, tracking, kicking, etc.

Similarly, the SPL operates as the supervisor of the LPL with respect to the social coordination issues. In negotiating with other agents, the SPL monitors the state of the local decision making, e.g., to communicate active goals of the LPL planning module and to reason about the currently executed LPL plans. If the commitment to adopt a new goal or the agreement on a particular multi-agent plan is made during a negotiation, the SPL influences the LPL computation accordingly. In the Automated Loading Dock, a computational guideline that the SPL imposes to the LPL could enable the planning for exchanging a box. In the RoboCup domain, the SPL lets the LPL incarnate a tactical role (goal keeper, left defender, etc.) inside a global team strategy.

The BBL is thus no longer subsumed, but supported by its super-layer LPL; layers do not stand in competition, but in a structured, cooperative relation with their super-layers. This form of resource-adapting horizontal modularisation decouples the higher-level reasoning from the critical timing of dynamic environments and renders its representations, such as LPL plans, more persistent and more abstract. For example, the typical timing of soccer moves in the RoboCup is between ten seconds and one minute. This can be reasonably handled by AI planning algorithms. Team strategies are even active for major parts of the game such that a sporadic reasoning and negotiation is possible. Almost identical timings can be stated for the forklift robots in the Automated Loading Dock — this hints to the general scope of our design.

2.5.2 Abstract Resources

The InteRRaP-R control modules operate in a similar fashion to the simple Russell & Wefald meta-level in order to refine the higher-layer guidelines into concrete resource assignments to the supervised modules, such BBL behaviours and LPL plans. The complex reasoning inside LPL and SPL modules can thus focus on long-term conflict resolution, while the simple control modules are responsible for a short-term optimisation. For this purpose, we propose a resource representation which integrates features of both computational and environmental restrictions to the agent’s functioning. We call this representation abstract resources, because of denoting general interdependencies between or constraints on the (object-level) modules within a single layer. The clear distinction between architectural and environmental resources does not seem to be reasonable in the broad agent case: modules that, e.g., implement different soccer
skills affect each other in a similar fashion no matter if this happens internally, e.g., by running on the same computing device (aiming to the goal versus aiming to a team mate), or if this happens externally by performing actions in the physical world (positioning versus chasing the ball). If we influence the internal computation of a module, this also has an effect to the external environment.

In the Russell & Wefald architecture, this has been addressed by exclusively and sequentially allocating computation time. However, InteRRaP-R modules, such as positioning, kicking, and tracking the ball, exhibit interdependencies which go beyond the consumption of processing time. At the same time, these modules should be able to compute interleaved in order to support responsiveness (see the following section).

As an alternative representation, we regard an abstract resource as a limited set of ‘items’ for which several modules apply. For example, the BBL ‘landmark’ resource is accessed by all location skills; the BBL ‘stamina’ resource is accessed by all movement behaviours, and the LPL ‘role’ resource is accessed by the LPL planner and the LPL plan execution modules. Hence, the task of each control module is to decide about the distribution of the items to its subordinate modules.

A rather primitive example of an abstract resource is a unary set. This corresponds to the well-known construct of a semaphore in multi-threaded programming languages. The semaphore forces certain activities that apply for it to be executed exclusively, because only one activity is able to get a hold on it and is allowed to compute and act. Different modules can interact through different semaphores, thus a meta-controller is able to schedule several, mutually non-interacting computations at the same time. The semaphore is thus a representation of a selected subspace of computations; assigning it is equivalent to putting guidelines on the object-level modules.

The allocation of abstract resources is based on decision-theoretic considerations about how useful a particular resource assignment is. Each object-level module therefore statistically monitors a so-called local profile illustrated as a two-dimensional graph in Figure 11. The local profile describes the current performance or utility of a module.
(V) in relation to the possible resource configurations. A simple decision of the control module thus amounts to a small overall improvement in several local profiles. In this interpretation, the role of an upper layer is to construct aglobal profile by higher-level knowledge about how resources are dynamically affected in the subordinate layer, e.g., a released semaphore is free for further use and stamina regenerates while not running around. The global profile can be illustrated as a three-dimensional space in which the frequently gathered local profiles are merged into a temporal projection or hypothesis of the subordinate layer's evolution (ζ). The decisions of a planning layer (a tactic; a delivery plan) correspond to paths through the global profile leading from the current resource configuration to a globally optimal one. Each intermediate step in such a path is the result of executing some higher-level action (a soccer move, a navigation action) and denotes a selected sub-space of local profiles.

2.5.3 Inner-Layer Modularisation

The secondary objective of our redesign of InteRRaP has been to develop a more cohesive architecture. A first step in this direction has been to remove the redundant World Interface (WIF) which originally served to lift sensing and acting onto a more 'symbolic' level. Conceptually, but, the separation into BBL and WIF is not necessary. Our experience has shown that an efficiently implemented BBL can master close-to-real-time settings without an intermediate level of processing (see Section 7) and provides a transparent control through LPL and SPL. Even special-purpose hardware can be integrated by envisaging a distributed implementation model.

InteRRaP has been inspired by BDI logic and its complicated inner-layer structure can thus be replaced by a design that is much closer to PRS and includes a knowledge base module, a decision-making module, and several competing intention execution modules per layer. In the case of the BBL, the decision making module performs a quick computation which we call a reflex; planning inferences are applied in the case of LPL and the SPL. BBL intentions are procedural behaviour patterns much like the competences in the Subsumption architecture turning perceptual sensor data into external actions. LPL and SPL intentions are plans and protocols, respectively, whose execution finally affects the allocation of resources on the next-lower layer.

As opposed to PRS, InteRRaP-R layers are not realised as unidirectional chains. Instead they resemble the design of blackboard systems [EM88] in which a central blackboard, the knowledge base module, is bidirectional coupled to several other modules, here the decision making module, the intention execution modules, the control module (via monitoring & configuration), and the knowledge module of the next higher layer. This design allows sensor data, goals, plans, profiling data, and resource parameterisations to be a processible part of the knowledge base and thus to be accessible from the upper-layer modules. For example, the LPL of our RoboCup agents is able to take the current amount of available stamina into account when setting up a tactic. For example, the SPL of forklift robots is able to communicate about the delivery tasks that a robot intends to perform in its LPL.
2.6 Bottom Line

This section analysed the advantages and drawbacks of existing patterns of Agent Engineering on the basis of representative architectures for deliberative agents (PRS [GL87]), reactive agents (the Subsumption architecture [Bro86]), hybrid agents (InteR-RaP [Müll96]), and meta-control agents (the architecture of Russell & Wefald [RW91]). As a consequential and cohesive progression also to, e.g., [LH92, SP96, JC97], we postulate to build layered agents based on a meta-control scheme in order to obtain a resource-adapting design. For each layer, we congruently propose a blackboard design with a central knowledge base module and PRS-inspired decision making and intention execution modules.

In order to escape the stringent simplifications of traditional resource management [BD94], we have introduced abstract resources as a way of representing general interdependencies between those modules. Based on abstract resources, the monitoring & configuration interfaces between layers have been illustrated using decision-theoretic terms. The resulting InteR-RaP-R architecture fits naturally the particular needs of, e.g., the Automated Loading Dock and the RoboCup simulation, and will be formally specified in the following.

3 Computational Model: COOP

The problem of describing systems via architectures, i.e., graphical notations and informal texts, is that this introduces ambiguous concepts [Som92]. Thus, many design decisions, such as the scheduling of computations inside a module or the algorithmic realisation of primitive modules, are left to the programmer. Hence, an implementation neither necessarily nor provably reflects the original goals of design, such as the practical integration of deliberation and reactivity in the case of InteR-RaP. For example, previous implementations of the original InteR-RaP architecture [FMP95, Ros96] show significant performance differences due to different scheduling strategies. This led us to investigate a more concrete and formally agreed way of conceptualising InteR-RaP-R in order to remove unwanted ambiguities while upholding a decent degree of generalisation.

Historically, the first detailed software specifications were written using proprietary pseudo-code or ‘Program Description Languages’ (PDL) close to the implementation level. However, as implementation languages have become more abstract, detailed specifications can now be written using a formal mathematical notation. The area of Formal Methods has now reached a stage where it can be used in industrial systems in order to increase system quality and reduce development costs [Hal90].

3.1 Computational Models and Z

There are two types of formal specifications: algebraic specifications and model-based specifications (henceforth called computational models). Algebraic specifications, such as Hoare’s process calculi [Hoa69], focus on the operations that are done upon the modules which makes them particularly useful in object-oriented design. Computational models construct a mathematical model of the system’s transition as well as its state. Computational models are useful in both object-oriented and functional design.
A computational model is like an abstract interpreter built according to the system architecture. In order to refine the given module structure, the computational model explores encapsulation, i.e., how to divide the system’s state and its computation into separate computational processes. Encapsulation determines whether there could be inconsistencies between processes and also determines whether processes could compute concurrently to one another in which case the overall behaviour of the system is composed out of the interleaved or even simultaneous computation of processes. If a computational model guarantees each concurrent process to eventually being able to compute, it is said to be fair.

Process communication is responsible for the exchange of data between processes and can be used to realise module interfaces. There are explicit forms of communication, such as directed signals and undirected alarms. Shared memory is an implicit form of communication. A communication channel that looses information is said to be unsafe.

If we look at processes, a design option is to choose between complex and simple algorithms for their realisation and therefore between complex and simple functions as the basic building blocks of the system. Complex results, such as a plan, denote optimal long-term structures that consist of several primitive actions (or output) of the system. Usually, the corresponding procedures, such as planning, turn out to be complex, too, in the sense that their amount of computation increases exponentially in problem size. Simple results, e.g., a single action, are primitive measures that maximise the system’s performance just for a single step in time. Often, they can be computed using fairly un-demanding, therefore simple procedures.

The earliest model-based specification technique was VDM (the ‘Vienna Development Method’ [Jon80, Jon86]) which was developed in the late 1970’s and refined during the 1980’s. Its sometimes unintuitive semantics has been the reason for basing the language Z [Hay87, Spi92] developed at the University of Oxford on classical typed set theory. The standardisation and the widespread use of Z led to a number of specification tools, such as editors, presentation modules, type-checkers, animators, and theorem provers, and extensions, such as special support for object-oriented design (Object-Z). Z will be used to specify a computational model of InteRRaP-R in the current section.

### 3.2 A Crash-course in Z

Z is particularly well-suited for incrementally building formal specifications, because they are presented in small, legible structures called schemas and are distinguished from associated commentary using graphical highlighting. Operations such as references, renaming and hiding allow schemas to be manipulated in their own right and provide a powerful tool for system specifiers.

```
<table>
<thead>
<tr>
<th>DataDictionaryEntry[DataType]</th>
</tr>
</thead>
<tbody>
<tr>
<td>kind : EntityType</td>
</tr>
<tr>
<td>description : seq DataType</td>
</tr>
<tr>
<td>#description ≤ 2000</td>
</tr>
</tbody>
</table>
```
The preceding schema of a `DataDictionaryEntry` (the schema’s `name`) describes a part of the system state, e.g., the state of a process, as a mathematical expression. Its upper, `signature` part defines the structure of entities of type `DataDictionaryEntry`. It introduces two sub-entities under the identifiers `kind` and `description`. In Z, types are seen as sets; operations on types thus are operations on sets. This makes it easy to describe that the `kind` slot must be filled by an enumeration type `EntryType`, thus can take one of the atomic values `data_flow`, `data_store`, `user_input` and `user_output`:

`EntryType ::= data_flow | data_store | user_input | user_output` **[definition]**

Not only types, but nearly all Z-constructs, such as `relations`, `functions`, and subsequently `sequences` (which are represented as functions from the natural numbers to a target type) are couched in set-theoretic terms. Sequences, as well as our `DataDictionaryEntry`, need some extra care, because they are `generic` types which are defined upon arbitrary targets (sequences of characters, sequences of natural numbers, dictionary entries storing real numbers, etc.). They are defined as `generic schemas` with additional type arguments (`DataType`). Conceptually, a generic type is a function which maps the target to an instantiation of the generic type. Hence, the application ‘seq `DataType`’ delivers the sequences over `DataType`. In order to define a `StringDataDictionary` which maps (→ denotes a partial function) a not further specified index set `NAME` to a string-based `DataDictionary`, we thus simply write in an alternative notation:

`[NAME, CHAR]` **[given sets]**

`StringDataDictionary ≜ [ddict : NAME → DataDictionaryEntry[CHAR]]`

The lower part of a schema, the `predicate` part, includes statements which constrain the mathematical structure that is builtly the signature. In a logical interpretation, the predicate part shrinks the number of valid models: For example, the sequence length of a `DataDictionaryEntry`’s `description` field must not exceed 2000. Length (#) is one of the many predefined operations on sequences (others are the empty sequence (·), the head of a sequence `head`, the tail of a sequence `tail`, or the concatenation of sequences `·`). In Z, such built-in support is already present for types, such as pairs, numbers, bags, grammars, etc.

The predicate part of the `StringDataDictionary` schema is empty which means no further restriction to the signature, such as a maximal size for `ddict`. This demonstrates the advantage of a model-based approach to formal specification: the specification is only restricted where necessary; it remains open and abstract where choices do not matter. In this respect, the possibility to incrementally refine a previously under-specified system provides a convenient prototyping environment.

Computational models do not stick with modelling the state of the system. They specify as well operational considerations how this state changes over time while running the system. In Z, system operations are modelled by particular schemas, such as the following `MakeNewUserInput` operation on our previously defined `StringDataDictionary`:
\[ \text{MakeNewUserInput} \]
\[ \Delta \text{StringDataDictionary} \]
\[ \text{entry} : \text{DataDictionaryEntry}[\text{CHAR}] \quad \text{[delta operator]} \]
\[ \text{name?} : \text{NAME} \quad \text{[input to the transition]} \]
\[ \text{data?} : \text{seq CHAR} \]
\[ \text{name?} \notin \text{dom ddict} \quad \text{[constraints to the transition]} \]
\[ \text{entry.kind} = \text{user_input} \land \text{entry.description} = \text{data?} \quad \text{[build entry]} \]
\[ \text{ddict'} = \text{ddict} \oplus \{ \text{name?} \mapsto \text{entry} \} \quad \text{[override]} \]

The \( \Delta \) decoration to \text{StringDataDictionary} means that there exists a corresponding substructure \text{ddict} before the state transition that is related to a resulting changed data structure \text{ddict'} of the same type. System operations are performed in the light of additional input decorated with a question mark (name? and data?). System operations can also produce output that is decorated with an exclamation mark (!).

Similarly to states, transitions are constrained by the predicate part of a Z schema. In the case of \text{MakeNewUserInput}, the resulting dictionary \text{ddict'} is not an arbitrary entity, but is derived from the former \text{ddict} by mapping the input \text{name?} to a freshly created string-based \text{DataDictionary} (using the override operator \( \oplus \) and the pair constructor \( \mapsto \)). \text{MakeNewUserInput} also requires the input name not being in the domain (\( \notin \)) of the initial dictionary. Fields of substructures are accessed as \text{entry.kind} and \text{entry.description}.

State transitions, such as for specifying processes, can hide unnecessary information, such as the exact determination which of several processes should be run at which time. For example, one of the last steps in a Z specification collects the alternative operations of a system into an overall schema:

\[ \text{StringDataDictionaryProcess} \eqdef \]
\[ \text{MakeNewUserInput} \lor \text{MakeNewUserOutput} \lor \text{MakeNewDataFlow} \lor \]
\[ \text{MakeNewDataStore} \lor \text{MakeNewError} \lor \text{RetrieveData} \lor \]
\[ \text{RetrieveError} \lor \text{RemoveData} \lor \text{RemoveError} \]

For a detailed overview of all the Z constructs and their semantics, we refer to reference manuals, such as [Spi92] from which we lend above \text{DataDictionary} example.

### 3.3 COOP: A Computational Model of InteRRaP-R

#### 3.3.1 Formal Specifications in Agent Design

The first efforts to pin down agent architectures with more formalized descriptions used pseudo-code notations. For example, [Müll96] gave an object-oriented sketch of InteRRaP modules and their interfaces. However, such languages have no computational semantics and leave many questions open, especially the issue of concurrency. Moreover, taking a purely object-oriented design stance, similar to the use of formal transition systems, algebraic specifications, and process logics [HdBvHCM98, Fis93b], delivers a too operational view onto an agent. This is especially because of leaving a large gap to the declarative methods of Cognitive Robotics [Bow87] in which logic theories and inferential frameworks are developed that determine how to intuitively represent an agent's environment and how to perform reasoning on these representations.
Figure 12: Specifying InteRRaP-R via Processes, Signals, and Control

Hence, for the purpose of the Design Space of Agents, we argue that computational models, such as those specified in Z, are the missing link between Cognitive Robotics and Agent Engineering as well as between conceptualisation and implementation, since they are sufficiently abstract to formally connect to high-level conceptualisations, concrete to derive concise agent implementations, declarative to integrate a theoretical perspective, and operational to capture architectural considerations. This has been first recognised by [Woo95] who gives a computational model of the experimental MyWorld architecture using VDM. Because of its standardisation and support, the Z language has been used to specify variants of the PRS architecture [dL98, dKLW98]. While these efforts focused on unified agents, i.e., models with a low degree of modularisation, DESIRE [DKT94] is a proprietary formalism for describing arbitrary compound agents.

3.3.2 A Computational Model of InteRRaP-R

In the remainder of this section, we develop a consistent computational model of the InteRRaP-R architecture. We use the Z notation [Spi92] which makes the model easy to read (due to Z typesetting), clearly to understand (due to a standard interpretation), and accessible to further processing (due to the available Z tools).

Being guided by the requirements of, e.g., the Automated Loading Dock and the RoboCup simulation, we shall use constructs that were developed in computational models of modern programming environments [Smo95, AG96] and reactive systems [AZ87, BW96]. In particular, we introduce a concept of encapsulated processes which compute continuously and concurrently to each other and this is why our computational model is called COOP ('COncurrent, cOntinuous Processes' — Figure 12). Processes are able to communicate explicitly via information-transmitting signals and implicitly via shared memory. Their exception handling facility allows a flexible reaction to new, possibly inconsistent information.

COOP processes, such as knowledge base processes, planning processes, and behaviour execution processes, are closely related to threads in concurrent programming. They are more special in that they do not represent arbitrary one-shot computations,
but are mapped to well-defined subsets of a logic of action and time. Hence, primitive InteRRAp-R modules are modelled as persistent and interactive COOP processes which are in turn regarded as encapsulated inferences in a common logic theory. The only exception to this logic interpretation are the InteRRAp-R control modules. They are realised as simple allocation algorithms for abstract resources, so-called control processes. Ordinary processes, such as behaviour execution and local planning, consume abstract resources while computing. The control process monitors their resource consumption and their performance. By its management of a particular type of trigger signals, the control process is able to frequently optimise the allocation of fresh abstract resources to processes, hence to optimise the active computations inside its associated layer. The complete formal specification which has some superficial relations to labelled deductive systems [Gab96] is given in Subsection 3.4.

3.3.3 Concurrent Inferences

The first requirement for a computational model of an intelligent agent is the necessity to model rational inferences, such as for performing navigation in the loading dock and for setting up a tactic in the RoboCup. The lesson that we learn from Cognitive Robotics is that even reactive ingredients, such as collision-avoidance or ball tracking, can be reasonably described as special-purpose inferences operating on a low level of representation [KS96b]. Therefore, the modules of InteRRAp-R can be expressed as inference procedures that operate on logic representations. We call these procedures inference processes.

There exist many inference procedures in the literature. All of them can be described as a step-wise rewriting of logic formulae (Figure 13). The state of an inference procedure consists of a program formula $P$ (an assumption, a theory) and a goal$^8$ formula $G$ (an observation, a call). The task of an inference procedure is to find extensions $P'$ to the program $P$ from which $G$ follows logically, i.e., $G$ is a consequence of $P'$ ($P' \models G$). For this purpose, the inference procedure constantly strengthens the information in $P$

---

$^8$It should be noted that we use the term goal in two related, but different meanings. An agent goal as described in Section 2 is a data structure with a particular functional role inside the perception-action cycle. A logic goal, in contrast, plays a representational role inside an inference process within the perception-action cycle. Thus, we can use logic goals to encode agent goals, but logic goals also realise other concepts, such as observations and requests. We will come back to this issue in Section 5.
and $G$ while keeping the logic meaning. $G'$ that results from a process transition thus implies $G$ under the extended theory $P'$. If the goal evaluates to true ($\top$), the procedure has been successful.

It is not always possible to find all extensions of $P$ and instantiations of $G$ without changing this canonical representation. Hence, we allow inference processes to pursue several options of rewriting the initial formula whose combination, i.e., disjunction, keeps the information of the predecessor expression. This is a technique which is widely used in logic programming and combinatorial search. An inference process thus maintains a set of optional programs and goals. In each step of the process, one option is selected one sub-formula of which is transformed into a set of successor options.

We propose a single logic and a corresponding inference framework to formally specify InteRRaP-R modules in terms of inference processes (Sections 4 and 5). Each process refers to a restricted sub-language of the logic and hence implements a well-defined subset of the inference framework.

However, COOP distinguished from unified, logic-based agents such as proposed by Cognitive Robotics in that its state and its computation are encapsulated into rather independent parts (Figure 14). Independence in state is manifested by COOP processes operating on different and partially inconsistent formulae. Independence in computation is manifested by COOP processes operating concurrently to each other. Hence, the state of InteRRaP-R is a possibly conflicting combination of the state of its inference processes and its operation amounts to the interleaved operation of these.

Both issues are important features of reactive systems [AZ87, BW96] for supporting the overall responsiveness of the agent: The BBL, for example, must be able to meet quick decisions interleaved and even inconsistent with the computations of the higher layers. In the loading dock, collision-avoidance must be able to dodge the robot even if this renders the planned movement impossible. In the RoboCup, the kick behaviour must be able to clear the ball quickly out of the field, even if not getting into ball possession.

This is not to say that a sequential, consistency-preserving computational model cannot exhibit such interactive behaviour. High-level reasoning and consistency-checking are costly tasks. Hence, the programmer of such a system has to add scheduling
knowledge' into his domain representations, such as the behaviours, the plans, and the protocols. Analogue to multi-purpose programming platforms, however, we argue that a good agent model should integrate those facilities which are required in most envisaged domains in order to ease the programmer's task.

### 3.3.4 Continuous Processes and Exception Handling

There is a danger in allowing too much concurrency and inconsistency which is the lack of persistence. In the mid-term perspective, an agent should behave rational and work constantly on particular tasks. Hence, processes, such as local planning and behaviour execution, are not one-shot operations which vanish after having provided a service, i.e., after having inferred $\top$. Instead, they are continuous computations that are active over a longer period of time. This period could even comprise the complete life-cycle of the agent which are $\leq 10$ minutes in RoboCup and up to one day in the Automated Loading Dock.

For example, the local planner does not disappear after having decided about a single goal, but waits for new goals to extend its current state. For example, an avoid-collision reflex is not finished after having dodged the robot once, but computes further on until a particular obstacle should be deliberately approached. Hence, COOP processes will not die unless they finally fail, i.e., there exist no more inference options anymore.\(^9\)

Inference processes are situated inside the agent just as the agent is situated inside its environment. Hence, they must compute with incomplete information and under dynamic changes of the environment. In particular, they must make preliminary assumptions which turn out to be inconsistent afterwards. Instead of simply failing as a result of foreseeable inconsistencies, COOP processes own mechanisms to restore their operation. Advanced inference principles are one way of achieving this kind of incrementality. In addition, COOP processes employ an exception handling mechanism that shields dangerous computations against predictable failures (Figure 15).

Exception handling has been introduced in multi-threaded programming languages [BW96] in order to introduce fault recovery. It is a convenient way to separate the regular way of program execution from the recovery actions. In a logical setting, recovery actions can be established as a set of optional inferences ready to replace the

\(^9\)We regard the distinction into successful and failed operations as an unfortunate concept for situated agents because their outcome can only be evaluated in the eye of the beholder, such as the LPL which surveys the operation of BBL processes.
regular state of the process. While running deeper into the solution of a problem, an exception stack is provided with more and more specific information about possible failures. In the case of failure, the exception handler then determines the most specific continuation for the process.

Continuity is important to ensure persistent behaviour. Nonetheless, for subduing inconsistencies and concurrency between task planning and low-level robot control or between active tactics and conflicting soccer skills, additional measures have to be introduced. These are the exchange of information, i.e., formulae, between processes and particular control processes to optimise active computations within a layer.

3.3.5 Signals and Shared Memory

COOP signals transmit information from one process to another in the form of logic formulae. Depending on their content, we distinguish different types of signals, such as information signals which transmit a part of a logic program, and request signals which transmit a logic goal. Signals are generated as a by-product of inference. Figure 16 illustrates that they have to be consistent with their emitting inference option, i.e., they carry a a subset of its program and its goal.

Signals represent commitments of the process to its environment: Information signals commit to certain hypotheses or assumptions about the world, such as a plan that has been decided by the local planning process. Request signals commit to particular tasks to be performed, such as a desire that is activated by a knowledge base process. As such, signals are incorporated into every option of the recipient process.

Further types of signals are trigger signals that are able to resume the activity of a suspended recipient process and activation signals which are used to initialise new processes. Activation signals are sent out by knowledge bases processes in order to create new intention execution processes (behaviours, plans, protocols).

Due to its logic content, a signal could only outline a particular fact or a particular task. For example, the knowledge base could activate the desire to deliver an arbitrary box within the planner where the box is not fully determined. In return, the knowledge base would like to know the result of calling the planner's service, e.g., the identification of the selected box, or it would like to specify the box in more detail, when getting additional evidence. Using logic formulae as shared and incrementally refined data structures, an implicit way of information exchange can be introduced for that purpose.
In COOP processes, the formulae are annotated with the signals by which they have been communicated. This means that there are shared references within the state of signal sender and signal recipient. During the performance of an inference upon such a shared formula, all referring processes are automatically transmitted a part of the rewritten information: Not every option, for example every possible instantiation of the delivery desire, has to be communicated, but possibly a non-empty subset thereof. Not every hypothesis, for example every detail of a generated plan, is communicated, but only a part of it. Shared goal formulae, in contrast, are completely communicated and rewritten, because they represent the 'shared tasks'.

Inference steps rewrite several sub-formulae of selected option. Inference steps also have several options as their result. An appropriate labelling mechanism merges and clones signals to ensure that process annotations always refer to identical formulae.

### 3.3.6 Control Process, Internal Profiling, and Resource Allocation

Control processes in COOP differ from deliberation schedulers [BD94, Hor86] in that they do not develop a costly long-term scheduling policy which would be ineffective in the real-time dynamics of, e.g., robotic domains. Similar to the Russell & Wefald's meta-level [RW91], control processes in COOP envisage a simple optimisation of the ongoing computations, i.e., they temporally minimise mutual conflicts while maximising performance. The concurrent setting, however, requires extended representations and scheduling algorithms:

1. We have already discussed that, unless sequentially scheduling processes, computation time is a bad resource representation. Hence, we use abstract resources, such as soccer 'stamina' and 'aim', for describing the interdependencies of processes both with respect to environmental restrictions — positioning and chasing
the ball meet conflicting action decisions and diminish stamina — as well as with respect to computational restrictions — aiming to the goal and aiming to a team mate redundantly consume time and memory. Abstract resources are modelled as sets of items denoting the available amount of that particular resource. Processes ‘consume’ these items by each step of inference. Once a process, such as chasing the ball, has exhausted its local resources, such as its amount of stamina, it is suspended. To resume activity, a new resource allocation from the control process is required.

2. To make useful allocation decisions, we need to estimate the performance of processes. *External profiling* mechanisms evaluate computations at hand of sporadic feedback from sensor data (scoring a goal or loosing the ball in the RoboCup) and are suitable to guide such short-term decisions. Instead, we propose a built-in self-evaluation of processes. Their transitions produce performance values from which an average local profile is generated. For example, a RoboCup aim process that has to evaluate the distance and the direction to the opponent’s goal will frequently determine the likelihood of a successful scoring. This is called *internal profiling*.

3. To uphold responsiveness, we cannot synchronise a scheduler with each step of computation in COOP. Instead, the control processes operate asynchronously and interleaved. To this end, they are able to control the computations via controlling their communication. Control processes collect all outgoing and incoming signals to the processes under their control. Particular trigger signals must be frequently routed to a process in order to transmit new allocations of resources, thus to resume its processing. For example, to resume an aim process, a change of the player’s relative position to the goal has to be transmitted from the knowledge base. As long as a process is active, trigger signals are collected. As soon as the process suspends, the stored signals are used to reallocate resources and to resume the process.
In each step of the control process, allocation decisions are met by filtering the set of collected trigger signals and by accordingly distributing the available resources to the processes. The control process uses a static allocation of global to local resources per process, such as a particular amount of stamina to be allocated to positioning. In this case, filtering can be done by using a simple heuristic that sorts processes according to their utility which is the difference between their current performance and the cost of the resources that they have applied for. In order, the processes are granted resources and routed trigger signals as long as their utility is greater than zero. Once the utility is equal to zero, e.g., an applied resource has been exhausted, trigger signals are suppressed which is why they are unsafe; activation signals can be routed without assigning resources.

In order to establish optimality with this scheme, abstract resources should be exhaustive, i.e., cover all the dependencies between the processes under control. They should also be independent, i.e., different abstract resources describe independent conflicts between processes. Our experience has shown, however, that the scheme is tolerant with respect to small changes in the modelling and installs an approximately optimal short-term control.

To achieve global optimality, control processes are guided by the decisions of the next upper layer. Therefore, resource representations, profile data, and parameterisations of the control process including static allocations, process emphasis, and process discount are shared between control processes and their associated knowledge base process. This allows, for example, to decompose the soccer moves in a RoboCup agent's LPL into configurations for its BBL control process. The goal keeper's defending move, for example, sets a particular home position (in terms of belief) and assigns small portions of stamina for frequent positioning (in terms of allocation). At the same time, chasing the ball receives a high priority (in terms of emphasis) and a large portion of stamina for sudden ball interception (in terms of allocation, again).

### 3.4 Formal Specification

We now formalise the outlined agent interpreter by using the Z notation. First, we concentrate on defining the state of InteRRaP-R by mathematical definitions and schemas (Subsection 3.4.1). Afterwards, we turn to the transitions of InteRRaP-R modelled as schematic relations between these states (Subsection 3.4.2). The following specification has been successfully type-checked using the ZTC tool [Xia95]. Some auxiliary definitions can be found in Appendix A.

#### 3.4.1 The State of InteRRaP-R

The most primitive constructs within InteRRaP-R are identifiers of type Identifier and (logic) formulae of type Formula. Identifiers are constants that are used to address processes and layers inside the agent. For the moment, formulae shall belong to an arbitrary (first-order) logic injected into the COOP model. In Section 4, we present a dedicated first-order theory for that purpose. Identifiers and formulae are not further specified and are thus introduced as given sets.

`[Formula.Identifier]`  
[given sets]
Next, we define the conjunction and the disjunction of formulae. They are realised as relations $\text{conj}, \text{disj}$ which map a set of formulae to the equivalents of their conjunct, or disjunct respectively. In the following definition, we use the notation $\mathcal{P} \text{ Formula}$ which is the power set of $\text{Formula}$. The unique formula $\text{true}$ ($\text{false}$) represents the empty conjunction (disjunction). We also distinguish particular identifiers $\text{perception, action}$ that address the external environment of the agent.

\[
\begin{align*}
\text{conj, disj} & : (\mathcal{P} \text{ Formula}) \leftrightarrow \text{Formula} \quad \text{[boolean combinators]} \\
\text{true, false} & : \text{Formula} \quad \text{[unique formulae]} \\
\text{perception, action} & : \text{Identifier} \quad \text{[unique environment id's]} \\
\end{align*}
\]

\[\text{conj}(\emptyset) = \text{true} \land \text{disj}(\emptyset) = \text{false} \quad \text{[logic laws]}\]

A $\text{Signal}$ is transmitted from a sending process to a recipient. Their addresses are encoded as pairs of identifiers one for the layer at which the respective process is located and one for the process itself. The content of a signal consists of two conjunctions of formulae (in the range of the $\text{conj}$ relation, $\text{ran conj}$), the first denoting a logic program and the second denoting a logic goal. Any signal can be cloned with respect to a particular process $\text{Option}$ — this is a forward reference to an upcoming schema. Cloning means to copy the signal into a different, but unique instance of $\text{Signal}$ and is realised as an injective function.

\[
\begin{align*}
\text{Signal} & \\
\text{sender, recipient} : \text{Identifier} \times \text{Identifier} \quad \text{[addresses]} \\
\text{program, goal} : \text{ran conj} \quad \text{[two-fold content; conjunctions]} \\
\text{clone} : \text{Option} \leftrightarrow \text{Signal} \quad \text{[clone function]} \\
\end{align*}
\]

A clone always carries the same content and the same addresses as its original. Furthermore, the transitive closure of cloning ($\text{clone}*) must be anti-reflexive in order to exclude cycles and its must map different signals to disjoint clones.

\[
\begin{align*}
\text{clone} : \text{Signal} \leftrightarrow \text{Signal} \quad \text{[cloning as a relation]} \\
\forall s : \text{Signal} . \text{clone}((\{s\}) s) = \text{ran.s.clone} \quad \text{[turn function into relation]} \\
\forall s : \text{Signal}, b : \text{Option} . \quad \text{[clones behave like their original]} \\
\text{clone}((s.\text{clone}(b)) . \text{recipient} = s.\text{recipient} \land ((s.\text{clone}(b)) . \text{sender} = s.\text{sender} \land \\
((s.\text{clone}(b)).\text{program} = s.\text{program} \land ((s.\text{clone}(b)).\text{goal} = s.\text{goal} \\
\forall s_1, s_2 : \text{Signal} . \text{clone} * (s_1) = \text{clone} * (s_2) \leftrightarrow s_1 = s_2 \quad \text{[disjoint clones]} \\
\end{align*}
\]

The following definitions introduce special sub-types of signals: $\text{TriggerSignal}$ contains a selection of signals that will be used to control the computation of processes. $\text{InformationSignal}, \text{RequestSignal}$ and the environmental signals $\text{PerceptionSignal}$ and $\text{ActionSignal}$ are characterised through their content and addresses. We use the $\mathbb{Z}$ set construction ($\text{Set} \equiv \{\text{Signature} \mid \text{Predicate} \bullet \text{Result}\}$) for that purpose.

\[
\begin{align*}
\text{TriggerSignal} & : \mathcal{P} \text{ Signal} \quad \text{[is a selected subtype of signal]} \\
\text{RequestSignal} & = \{s : \text{Signal} \mid s.\text{goal} \neq \text{true} \bullet s\} \quad \text{[particular signal subtypes]} \\
\text{InformationSignal} & = \{s : \text{Signal} \mid s.\text{program} \neq \text{true} \bullet s\} \\
\text{ActionSignal} & = \{s : \text{Signal} \mid s.\text{recipient} = (\text{action, action}) \bullet s\} \\
\text{PerceptionSignal} & = \{s : \text{Signal} \mid s.\text{sender} = (\text{perception, perception}) \bullet s\}
\end{align*}
\]
We now give the schema for a single \textit{Conjunct} which is the COOP representation of a formula that is annotated with a set of signals. Straightforwardly, any set of \textit{Conjunct} is translated to a regular formula by stripping off annotations (\textit{translateConjunct}).

\begin{align*}
\text{Conjunct} & \triangleq [\text{state} : \text{Formula}; \text{annotation} : \mathbb{P} \text{Signal}] & \text{[annotated formula]} \\
\text{translateConjunct} & : \mathbb{P} \text{Conjunct} \rightarrow \text{Formula} & \text{[translate set of conjuncts]} \\
\forall \text{pc} : \mathbb{P} \text{Conjunct} \bullet \text{translateConjunct}(\text{pc}) & = \text{conj}(\{c : \text{pc} \bullet \text{c.state}\})
\end{align*}

\textit{InferenceState} is the structure behind a particular process \textit{Option} and an exception, i.e., an alternative continuation of inference. \textit{InferenceState} consists of two sets of \textit{Conjunct}, one for the logic program and one for the logic goal. These sets are interpreted as conjunctions, thus must exist in the domain \text{dom} of \textit{translateConjunct}. An \textit{Option} is an \textit{InferenceState} which additionally maintains an exception stack, i.e., a sequence of alternative \textit{InferenceStates}. An initial option \textit{InitOption} has empty context and empty exception stack.

\begin{align*}
\text{InferenceState} & \triangleq [\text{program}, \text{goal} : \text{dom} \text{translateConjunct}] & \text{[two-fold state]} \\
\text{Option} & \triangleq [\text{InferenceState}; \text{exceptions} : \text{seq} \text{InferenceState}] & \text{[shielded inference]} \\
\text{InitOption} & \triangleq [\text{Option} \mid \text{program} = \emptyset \land \text{goal} = \emptyset \land \text{exceptions} = ()]
\end{align*}

Before turning to process design, we need to introduce abstract resources, process performance, and utility in advance. Abstract \textit{Resources} will be modelled in terms of particular resource items \textit{Item}, such as the role resource in a soccer team consisting of several \textit{goalies}, \textit{defenders}, \textit{mid-fielders}, and \textit{attackers}, or such as the \textit{stamina} resource of a soccer player consisting of several \textit{stamina units}. The continuous \textit{UtilityScale} from which we draw performance and utility measures ranges from 0.0 to 1.0.

\begin{align*}
[\text{Resource, Item}] & \quad \text{(given sets)} \\
\text{UtilityScale} & = \{r : \mathbb{R} \mid r \geq 0.0 \land r \leq 1.0 \bullet r\} & \text{(continuous utility scale)}
\end{align*}

A \textit{ResourceValue} is a partial mapping of \textit{Resource} to multi-sets of \textit{Item}, such as a current line-up of a soccer team having 1 goalies, 4 defenders, 3 mid-fielders, and 3 attackers, or such as the current \textit{stamina} comprising 2,000 \textit{units}. Multi-sets can be modelled as functions from \textit{Item} to natural numbers \mathbb{N}. A \textit{ResourceAllocation} could consume as well as produce resource items and maps each \textit{Resource} to a function from \textit{Item} to integers \mathbb{Z}. Hence we can use integer operations to apply a set of \textit{ResourceAllocation} to a \textit{ResourceValue} (\textit{allocate}). We also specify the reverse operation \textit{deAllocate} to free non-allocated resource items.

\begin{align*}
\text{ResourceValue} & : \mathbb{P}(\text{Resource} \rightarrow \{\text{Item} \rightarrow \mathbb{N}\}) & \text{[each resource carries a set of countable items]} \\
\text{ResourceAllocation} & : \mathbb{P}(\text{Resource} \rightarrow \{\text{Item} \rightarrow \mathbb{Z}\}) & \text{[consumed or produced amount of items per resource]} \\
\text{allocate}, \text{deAllocate} & : \text{ResourceValue} \rightarrow \mathbb{P}(\text{ResourceAllocation}) \rightarrow \text{ResourceValue} & \text{[applying allocations to a valuation]}
\end{align*}

\begin{align*}
\forall r : \text{Resource}; i : \text{Item} \bullet \\
(\forall rv : \text{ResourceValue}; pra : \mathbb{P} \text{ResourceAllocation} \bullet & \text{[derived from integers]} \\
\text{allocate}(rv)(pra)(r)(i) & = (rv(r)(i) - \sum\{ra : pra \bullet ra(r)(i)\}) \land \\
\text{deAllocate}(rv)(pra)(r)(i) & = (rv(r)(i) + \sum\{ra : pra \bullet ra(r)(i)\}))
\end{align*}
The utility of a process is the difference between its current performance and the cost of resources (ResourceCost) that it currently applies for. ResourceCost depends on the amount of items that are needed by the process. It also depends the amount of items that are globally available, for example, a certain amount of stamina is more expensive, if there are not many units left. If an resource is exhausted, i.e., the available amount of items is less than allocated, resource costs are maximal (1.0).

\[
\begin{align*}
\text{ResourceCost} & : \mathbb{P}(\text{Resource} \rightarrow (\text{Item} \rightarrow \mathbb{N}) \rightarrow (\text{Item} \rightarrow \mathbb{Z}) \rightarrow \text{UtilityScale}) \quad \text{[allocation cost relative to valuation]} \\
\forall r : \text{Resource}; \ i : \text{Item} \bullet \\
& \quad (\forall rc : \text{ResourceCost}; \ rn : (\text{Item} \rightarrow \mathbb{N}); \ rz : (\text{Item} \rightarrow \mathbb{Z}) \bullet \\
& \quad rn(i) - rz(i) < 0 \bullet rc(r)(rn)(rz) = 1.0) \quad \text{[exhausting is invaluable]} 
\end{align*}
\]

In the following, let \( Id \) be the subset of \( \text{Identifier} \) that is reserved for internal addressing, i.e., for identifying processes and layers. The enumeration type \( \text{ProcessType} \) (\( \text{knowledge}_\text{base} \mid \text{reflex} \mid \text{behaviour}_\text{execution} \mid \ldots \)) determines which inferences are to be performed by a respective process.

\[
\begin{align*}
\text{Id} & == \text{Identifier} \setminus \{\text{perception, action}\} \\
\text{ProcessType} & ::= \text{knowledge}_\text{base} \mid \text{reflex} \mid \text{behaviour}_\text{execution} \mid \text{local}_\text{planning} \mid \\
& \quad \text{plan}_\text{execution} \mid \text{social}_\text{planning} \mid \text{protocol}_\text{execution} \\
& \quad \text{[process types]} 
\end{align*}
\]

Now we are ready to construct the Process schema. Its state consists of a set of options. Its active flag is a boolean \( \mathbb{B} \) that indicates whether the process is suspended or active. The local resources \( \text{resourceValue} \) describe the amount of resource items that have already been granted to the process. The local profile, i.e., the average performance of the process, is maintained within its performance slot. Moreover, a process has two signal buffers, a sequence of input signals and a set of output signals, whose addressing must be consistent. For example, action and perception signals are only allowed to appear in the respective buffers of a process of type behaviour_execution.

\[
\begin{align*}
\text{Process} \\
\text{layer, id} : Id \\
\text{type} : \text{ProcessType} \\
\text{state} : \mathbb{P} \text{Option} \\
\text{active} : \mathbb{B} \\
\text{resourceValue} : \text{ResourceValue} \\
\text{performance} : \text{UtilityScale} \\
\text{signals.in} : \text{seq Signal} \\
\text{signals.out} : \mathbb{P} \text{Signal} \\
\forall s : \text{ran signals.in} \bullet s.\text{recipient} = (\text{layer, id}) \wedge s \notin \text{ActionSignal} \quad \text{[constraints]} \\
\forall s : \text{signals.out} \bullet s.\text{sender} = (\text{layer, id}) \wedge s \notin \text{PerceptionSignal} \quad \text{[on]} \\
\exists s : \text{Signal} \bullet s \in (\text{ActionSignal} \cap \text{signals.out}) \cup \\
\quad (\text{PerceptionSignal} \cap \text{ran signals.in}) \Rightarrow \text{type} = \text{behaviour}_\text{execution} \\
\end{align*}
\]

A newly created InitProcess has empty signal buffers, has no local resources, consists of a single InitOption, and has a neutral performance estimation set to 0.7.
InitProcess

Process  [a particular process]

\[ \text{signals\_in} = \emptyset \land \text{signals\_out} = \emptyset \land (\exists b : \text{InitOption} \bullet \text{state} = \{b\}) \]
\[ \text{resourceValue} \in \text{Resource} \rightarrow (\text{Item} \rightarrow \{0\}) \land \text{performance} = 0.7 \]

In COOP, we identify Layers of InteRRaP-R with their associated control process. Hence, each Layer controls a set of processes with unique identifiers under which we find exactly one of type knowledge\_base. Since control processes survey the process communication, they also maintain buffers in which they collect incoming and outgoing signals from and to the process under control: input contains signals which come from a different layer or from outside the agent and which are addressed to an internal process. output contains signals which have been emitted internally and are to be sent into other layers or the outside of the agent. signalBuffer stores every communication that is addressed to the inside. Finally, triggerStore is able to temporarily store the trigger signals that are dedicated to already active processes. In the following, the auxiliary projection functions \( \pi_i^n \) with \( i \leq n \) are used to extract particular values out of \( n \)-ary pairs.

Layer

\[
\begin{align*}
\text{processes} : \mathbb{P} \text{Process} ; \text{kb\_process} : \text{Process} & \quad \text{[all subordinate processes]} \\
\text{id} : \text{Id} & \quad \text{[own id]} \\
\text{signalBuffer, triggerStore, input, output} : \mathbb{P} \text{Signal} & \quad \text{[signal buffers]} \\
\text{resourceValue} : \text{ResourceValue} & \quad \text{[global resources]} \\
\text{costs} : \text{ResourceCost} & \quad \text{[cost specification]} \\
\text{allocations} : \text{Id} \rightarrow \text{ResourceAllocation} & \quad \text{[allocations to processes]} \\
\text{processUtility} : \text{Id} \rightarrow \text{UtilityScale} & \quad \text{[current utility of process]} \\
\text{processEmphasis, processDiscount} : \text{Id} \rightarrow \text{UtilityScale} & \quad \text{[priority]} \\
\text{discountFactor} : \text{Id} \rightarrow \{r \in \mathbb{R} \mid r > 0.0 \bullet r\} & \quad \text{[curiosity]} \\
\text{kb\_process} \in \text{processes} \land \text{kb\_process.type} = \text{knowledge\_base} & \quad \text{[constraints]} \\
\forall p : \text{processes} \bullet p.\text{layer} = \text{id} \land (\forall p_2 : \text{processes} \bullet p.\text{id} = p_2.\text{id} \Rightarrow p = p_2) \\
\text{signalBuffer} = \bigcup\{p : \text{processes} \bullet \} & \quad \text{[route signals]} \\
\{s : p.\text{signals\_out} \mid (\pi_3^n s.\text{recipient}) = \text{id} \bullet s\} \cup \text{input} \cup \text{triggerStore} \\
\text{output} = \bigcup\{p : \text{processes} \bullet \{s : p.\text{signals\_out} \mid (\pi_3^n s.\text{recipient}) \neq \text{id} \bullet s\}\}
\end{align*}
\]

The above defined Layer also has a global resourceValue depot from which static allocations can be given to the controlled processes. Layer depends on a costs specification, the measured utility of processes in the global profile (processUtility), the process emphasis (processEmphasis), and the process discount (processDiscount). discountFactor determines for each process the degree of penalising its frequent activation, i.e., how curious the agent will be in trying to activate other, supposedly worse computations. The complete InteRRaP-R agent consists of three uniquely identified layers which disjointly encapsulate all internal processes. The types of processes are assigned according to the architecture, i.e., at the BBL, there is a reflex process and several behaviour\_execution processes; at the LPL, there is a local\_planning process and several plan\_execution processes, etc. Signals that are transmitted between the layers are collected and distributed through interLayerSignals. Two additional sets, the
perceptionBuffer and the actionBuffer, handle the interaction with the external environment during the agent's processing.

\[ \text{InteRRaP} - R \]

\[ bbl, lpl, spl : \text{Layer}; \text{processes} : \mathbb{P} \text{Process} \quad [\text{three layers; all processes}] \]
\[ \text{interLayerSignals} : \mathbb{P} \text{Signal} \quad [\text{signals between layers}] \]
\[ \text{perceptionBuffer} : \mathbb{P} \text{PerceptionSignal} \quad [\text{perception signals are buffered}] \]
\[ \text{actionBuffer} : \mathbb{P} \text{ActionSignal} \quad [\text{action signals are buffered}] \]

\[ bbl.id \neq lpl.id \land bbl.id \neq spl.id \land lpl.id \neq spl.id \quad [\text{unique layers}] \]
\[ \exists p : \text{bbl.processes} \setminus \{\text{bbl.kb_process}\} \bullet p \cdot \text{type} = \text{reflex} \land \quad [\text{determ. modules}] \]
\[ (\forall p_2 : (\text{bbl.processes} \setminus \{\text{bbl.kb_process}, p\}) \bullet p_2 \cdot \text{type} = \text{behaviour}_\text{execution}) \]
\[ \exists p : (\text{lpl.processes} \setminus \{\text{lpl.kb_process}\}) \bullet p \cdot \text{type} = \text{local}_\text{planning} \land \quad [\text{collect proc}] \]
\[ (\forall p_2 : (\text{lpl.processes} \setminus \{\text{lpl.kb_process}, p\}) \bullet p_2 \cdot \text{type} = \text{plan}_\text{execution}) \]
\[ \exists p : (\text{spl.processes} \setminus \{\text{spl.kb_process}\}) \bullet p \cdot \text{type} = \text{social}_\text{planning} \land \quad [\text{route signals}] \]
\[ (\forall p_2 : (\text{spl.processes} \setminus \{\text{spl.kb_process}, p\}) \bullet p_2 \cdot \text{type} = \text{protocol}_\text{execution}) \]
\[ \text{processes} = \text{bbl.processes} \cup \text{lpl.processes} \cup \text{spl.processes} \]
\[ \text{interLayerSignals} = \text{bbl.output} \cup \text{lpl.out}\text{put} \cup \text{spl.output} \cup \text{perceptionBuffer} \]
\[ \forall l : \{\text{bbl, spl, bbl}\} \bullet \quad \]
\[ \text{l.input} = \{s : \text{interLayerSignals} | \pi_s^2.s.recipient = l.id \bullet s\} \]
\[ \text{actionBuffer} = \text{interLayerSignals} \cap \text{ActionSignal} \]

3.4.2 The Operation of InteRRaP-R

We have now incrementally constructed the compound state of InteRRaP-R. Straightforwardly, specifying its overall operation will be composed by more primitive transitions upon its substructures, starting at the process level. For this purpose, we instantiate the general transition $\Delta \text{Process}$ to a more specific $\Delta \text{ProcessOperation}$ schema in which some parts of the process state stay constant, such as identifiers and type. Other parts are subject to change, such as signal buffers, local resources, local profile and the activation flag; for the moment, we do not place any restrictions on their evolution.

\[ \Delta \text{ProcessOperation} \]

\[ \Delta \text{Process} \quad [\text{a process transition}] \]
\[ \text{optionMap} : \text{Option} \mapsto \mathbb{P} \text{Option} \quad [\text{several option transitions}] \]
\[ \text{process}, \text{process}' : \text{Process}; \text{context} : \text{Process} \mapsto \text{Process} \quad [\text{the process context}] \]
\[ \text{layer}' = \text{layer} \land \text{id}' = \text{id} \land \text{type}' = \text{type} \quad [\text{stable parts}] \]
\[ \text{dom optionMap} = \text{state} \land \text{state}' = \bigcup(\text{ran optionMap}) \quad [\text{do option transition}] \]
\[ \forall b_1, b_2 : \text{Option}; \text{optionMap}(b_1) \cap \text{optionMap}(b_2) \neq \emptyset \Rightarrow b_1 = b_2 \quad [\text{unique}] \]
\[ \text{process} = \theta \text{Process} \land \text{process}' = \theta \text{Process}' \land \text{context(process)} = \text{process}' \]

During $\Delta \text{ProcessOperation}$, the available inference options are rewritten according to the concept of search procedures underlying COOP: The optionMap, a partial injective function, allows each option to evolve into a unique set of successors. Moreover, due to shared memory, each process operation happens in the light of operations on other processes. These are simultaneously collected in the partial context mapping.
The additional process, process' slots are used to make the process under consideration explicit and are bound by the dedicated $\theta$ operator of $Z$.

A Layer evolves in a $\Delta LayerOperation$ as all of its embedded processes evolve in a corresponding $\Delta ProcessOperation$. As before, the shared context is a partial injective function which allows processes to have no successor, i.e., they have died because of containing no more options. During $\Delta LayerOperation$, a set of new processes newProcesses of type $\text{InitProcess}$ can be created.

\[
\begin{align*}
\Delta LayerOperation & \\
\Delta Layer & \\
\text{newProcesses} : \mathcal{P} \text{InitProcess} & \quad \text{[newly activated processes]} \\
\text{layer, layer'} : \text{Layer} & \quad \text{[the layer under consideration]} \\
\text{context} : \text{Process} & \Rightarrow \text{Process} & \text{[process context]} \\
\forall p : (\text{processes} \cup \text{newProcesses}) \cap \text{dom context} & \quad \text{[process transition]} \\
(\exists op : \Delta ProcessOperation \bullet \text{op.process} = p \land \text{op.context} = \text{context}) & \\
\forall p : (\text{processes} \cup \text{newProcesses}) \setminus \text{dom context} & \bullet p.\text{state} = \emptyset & \text{[failed processes]} \\
\text{processes'} = \text{context} \setminus (\text{processes} \cup \text{newProcesses}) & \quad \text{[do transitions]} \\
k\text{b-process} = \text{context}(k\text{b-process}) \land id' = id \land costs' = costs & \quad \text{[these remain]} \\
\text{layer} = \theta \text{Layer} \land \text{layer'} = \theta \text{Layer'} & \quad \text{[stable]}
\end{align*}
\]

At the topmost level, the InteRRaP-R agent operates ($\Delta \text{InteRRaP-R} \rightarrow \text{ROperation}$) by letting all its layers perform a $\Delta LayerOperation$. Hereby, the agent interfaces the environment via input perception? and output action! that are modelled as sets of signals. Input signals are added to the perception buffer; output signals are taken out of the action buffer. The overall context is defined in terms of the particular context mappings of the layers.

\[
\begin{align*}
\Delta \text{InteRRaP} \rightarrow \text{ROperation} & \\
\Delta \text{InteRRaP} \rightarrow R: \text{newProcesses} : \mathcal{P} \text{InitProcess} & \quad \text{[an InteRRaP-R transition]} \\
\text{perception?}, \text{action!} : \mathcal{P} \text{Signal} & \quad \text{[perception and action signals]} \\
\text{context} : \text{Process} & \Rightarrow \text{Process} & \text{[process transitions]} \\
\text{actionBuffer'} = \emptyset & \land \text{action!} = \text{actionBuffer} & \text{[clear action buffer]} \\
\text{perceptionBuffer'} = \text{perceptionBuffer} \cup \text{perception?} & \quad \text{[fill perception buffer]} \\
\exists \text{blo, llo, slo} : \Delta \text{LayerOperation} & \bullet \\
blo.\text{context} = \text{context} & \land \text{blo.layer} = \text{bbl} & \land \text{blo.layer'} = \text{bb'} & \land \\
llo.\text{context} = \text{context} & \land \text{llo.layer} = \text{lpl} & \land \text{llo.layer'} = \text{lpl'} & \land \\
slo.\text{context} = \text{context} & \land \text{slo.layer} = \text{spl} & \land \text{slo.layer'} = \text{sp'} & \\
\text{newProcesses} = \text{blo.newProcesses} \cup \text{llo.newProcesses} \cup \text{slo.newProcesses} & \\
\text{dom context} \subseteq \text{processes} \cup \text{newProcesses}
\end{align*}
\]

**Inferences and Signalling** We now make these quite general operations more concrete. For example, the 'regular' way of computation within a process is to perform a step of inference. For that purpose, we presume a common inference framework that is defined upon for a formula. It takes a conjunctive program and a conjunctive goal as its input and produces a set of optional program/goal pairs as its output.
\[ \vdash: \text{ran conj} \times \text{ran conj} \leftrightarrow \mathbb{P}(\text{ran conj} \times \text{ran conj}) \quad \text{[step of inference]} \]

COOP processes implement particular subsets of this inference framework by means of the \( \vdash \) relation. For each ProcessType, \( \vdash \) describes a transition upon one selected inference option of the process. \( \vdash \) inputs a pair of \( \mathbb{P} \) Conjunct consisting of a selected portion of the options’ program and a selected portion of the option’s goal. \( \vdash \) manipulates the top of the option’s exception stack and consumes a characteristic amount of resources specified by a ResourceAllocation. In turn, it produces some performance value and a set of program/goal/exceptions/signals/tuples from which the successor options and outgoing signals are generated. The important constraint to this construction is that the transitions given by \( \vdash \) are indeed according to \( \vdash \) and, moreover, that produced signals transmit a part of the information of their associated option. In Section 5, we will describe in detail how \( \vdash \) and \( \vdash \) are to be further refined. In the following, \( \text{conj}^~ \) denotes the inverse relation to \( \text{conj} \).
\( \Delta \text{ProcessInf} \)
\[ \Delta \text{ProcessOperation}; \ s\text{ltOpt} : \text{Option}; \ s\text{ltPrem}, s\text{ltGoal} : \mathbb{P} \text{Conjunct} \]
\[ \text{derivedOptions} : \mathbb{P} \text{Option} \quad \text{[new options inferred from selection]} \]
\[ \text{derivedSignals}, mrgSignals : \mathbb{P} \text{Signal} \quad \text{[relevant (new) signals]} \]
\[ \text{derived} : \mathbb{P}(\text{ran conj} \times \text{ran conj} \times \text{seq InferenceState} \times \mathbb{P} \text{Signal}) \quad \text{[raw result]} \]
\[ \text{derivedPerformance} : \text{UtilityScale} \quad \text{[produce some performance]} \]
\[ \text{consume} : \text{ResourceAllocation} \quad \text{[consume some resources]} \]
\[ \text{optionMap} = \{ b : \text{state} \rightarrow \{ b \} \} \oplus \{ \text{slctOpt} \rightarrow \text{derivedOptions} \} \quad \text{[transform]} \]
\[ \text{slctPrem} \subseteq \text{slctOpt}.\text{program} \land \text{slctGoal} \subseteq \text{slctOpt}.\text{goal} \quad \text{[select]} \]
\[ \text{resourceValue}' = \text{allocate(resourceValue)}(\{ \text{consume} \}) \quad \text{[allocate]} \]
\[ mrgSignals = \bigcup \{ c : \text{slctPrem} \cup \text{slctGoal} \cup c.\text{annotation} \} \]
\[ (\text{derivedPerformance}, \text{derived}) = \vdash \text{(type)}(\text{slctPrem}, \text{slctGoal}, \text{exhead(slctOpt)}, \text{consume}) \quad \text{[infer]} \]
\[ \text{derivedOptions} = \{ b : \text{Opt}; \ s_1, s_2 : \mathbb{P} \text{Signal} | (\text{conj}(s_1), \text{conj}(s_2), \text{sex}, s_{s_1}) \in \text{derived} \land \]
\[ b.\text{exceptions} = \text{sex} \cap \text{extaill(slctOpt)} \land \]
\[ s_{s_2} = \{ s : mrgSignals \bullet (s.\text{clone})(b) \} \land \]
\[ (b.\text{program} = \{ c : \text{Conjunct} | c.\text{state} \in s_{s_1} \land c.\text{annotation} = \}
\[ (s_{s_2} \cup \{ s : s_{s_1} | c.\text{state} \in \text{con}^\sim(s.\text{program}) \bullet s \}) \bullet c \} \]
\[ \cup \{ c, c' : \text{Conjunct} | c \in \text{slctOpt}.\text{program} \cup \text{slctPrem} \land \]
\[ c'.\text{state} = c.\text{state} \land c'.\text{annotation} = \text{clone}(c.\text{annotation}) \cap mrgSignals \cup \]
\[ c.\text{annotation} \cap \text{clone}^\sim(mrgSignals) \bullet c' \} \land \]
\[ (b.\text{goal} = \{ c : \text{Conjunct} | c.\text{state} \in s_{s_2} \land c.\text{annotation} = \}
\[ (s_{s_2} \cup \{ s : s_{s_1} | c.\text{state} \in \text{con}^\sim(s.\text{goal}) \bullet s \}) \bullet c \}
\[ \cup \{ c, c' : \text{Conjunct} | c \in \text{slctOpt}.\text{goal} \cup \text{slctGoal} \land \]
\[ c'.\text{state} = c.\text{state} \land c'.\text{annotation} = \text{clone}(c.\text{annotation}) \cap mrgSignals \cup \]
\[ c.\text{annotation} \cap \text{clone}^\sim(mrgSignals) \bullet c' \} \bullet b \}
\[ \text{signals.in}' = \text{signals.in} \land \text{derivedSignals} = \bigcup \{ ffe : \text{derived} \bullet \pi_1'(ffe) \}
\[ \text{signals.out}' = \text{signals.out} \cup \text{derivedSignals} \]
\[ \text{performance}' = \left( \text{performance} + \text{derivedPerformance} / 2.0 \right) \quad \text{[average perf.]} \]

The selection of options, conjuncts, and inferences is not further specified here, but crucial to the decent behaviour of processes. This issue is closely linked to the embedded logic and the applied inference principle and will be discussed at length in Section 5. We go on by describing the behaviour of the `active` flag that is set if and only if there exists the possibility to compute, i.e., the respective process is able to perform some \( \Delta \text{ProcessInf} \) under the currently available local resources.

\[ \forall p : \text{Process} \land p.\text{active} = 1 \iff (\exists p_i : \Delta \text{ProcessInf} \land p = p_i.\text{process}) \quad \text{[set flag]} \]

Further process operations can be distinguished. A \( \Delta \text{ProcessExtension} \) is any process operation which does neither change the profile nor consumes or produces any resources. An instance thereof is the \( \Delta \text{ProcessStable} \) schema which, in addition, leaves the inference options untouched.

\[ \Delta \text{ProcessExtension} \equiv [\Delta \text{ProcessOperation} \land \text{performance}' = \text{performance} \land \]
\[ \text{resourceValue}' = \text{resourceValue}] \]
\[ \Delta \text{ProcessStable} \equiv [\Delta \text{ProcessExtension} \land \text{optionMap} = \{ b : \text{state} \rightarrow \{ b \} \}] \]
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Incorporating an incoming signal into the state of a recipient process (see Figure 16) is now defined as follows: The first signal in the input queue is read and the sending process is looked up from the context. The content of the signal, i.e., that part of the sender’s current state which is annotated with a clone of the signal, is incorporated into every option of the recipient. For this purpose, the respective logic goal and a subset of the logic program from some of the relevant options is taken. During incorporation, no outgoing signals are generated. The auxiliary annotation relates options to the annotations in any of their conjuncts.

\[
\begin{align*}
\Delta \text{ProcessSignal} & \quad \quad \quad \quad \quad \text{[an extension]} \\
\Delta \text{ProcessExtension} & ; \quad \text{sender} : \text{Process} \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \text{[the processed signal/the sender]} \\
\text{firstSignal} = \text{head}(\text{signals.in}) \land \text{signals.in'} = \text{tail}(\text{signals.in}) & \quad \text{[read first sig]} \\
\text{sender} \in \text{dom \context} \land (\text{sender.layer}, \text{sender.id}) = \text{firstSignal.sender} & \quad \text{[lookup]} \\
\text{optionMap} = \{ b : \text{state}, bs : \mathbb{P} \text{Option} \mid \forall b' : bs \bullet \\
\quad \exists b'' : \text{sender.state}, s : \text{annotation}(\{ b'' \}) \land \text{clone} \ast (\{ \text{firstSignal} \}) ; \\
\quad ps : \mathbb{P}\{ c : b''.\text{program} \mid s \in \text{c.annotation} \bullet c \} \bullet \\
\quad b'.\text{exceptions} = b.\text{exceptions} \land b'.\text{program} = b.\text{program} \cup ps \land \\
\quad b'.\text{goal} = b.\text{goal} \cup \{ c : b''.\text{goal} \mid s \in \text{c.annotation} \bullet c \} \\
\quad \bullet b \mapsto bs \} \land \text{signals.out'} = \text{signals.out}
\end{align*}
\]

We collect \( \Delta \text{ProcessInf} \) and \( \Delta \text{ProcessSignal} \) in the general schema \( \Delta \text{ProcessCompute} \).

\[ \Delta \text{ProcessCompute} \equiv \Delta \text{ProcessInf} \lor \Delta \text{ProcessSignal} \]

**Shared Memory and Exception Handling** Signal incorporation is just one side of process communication in COOP. Actually, any process, which has a shared reference with another process that performs a \( \Delta \text{ProcessCompute} \), could itself perform a \( \Delta \text{ProcessExtension} \) (see Figure 17). In more detail, as a by-product of a single process’ computation, the correspondingly annotated options in every other process are extended. In the following \( \Delta \text{OptionExtension} \), we describe this effect of shared memory onto a single option which follows similar considerations as \( \Delta \text{ProcessSignal} \). It is used to establish the shared memory model afterwards.
\[\Delta \text{OptionExtension}\]
\[\Delta \text{Option}: \text{option}, \text{option}' : \text{Option}, \text{allSigs} : \mathbb{P} \text{Signal} \quad \text{[an option transition]}\]
\[\text{po} : \Delta \text{ProcessOperation} \quad \text{[caused by this operation]}\]
\[\text{propagateProgram, propagateGoal} : \mathbb{P} \text{Conjunct} \quad \text{[propagated info]}\]

\[\text{option} = \theta \text{Option}\]
\[\text{option}' = \theta \text{Option}'\]
\[\text{allSigs} = \text{annotation}(\{\text{option}\})\]
\[\text{(annotation}(\text{po.process.state}) \cap \text{allSigs} = \emptyset \land\]
\[\text{annotation}(\text{po.process'.state}) \cap \text{clone}(\text{allSigs}) = \emptyset \Rightarrow \text{option}' = \text{option})\]
\[\exists b : \text{po.process.state, b' : po.optionMap(b)} \bullet\]
\[\text{(annotation}(\{b\}) \cap \text{allSigs} \neq \emptyset \lor \text{annotation}(\{b'\}) \cap \text{clone}(\text{allSigs}) \neq \emptyset)\]
\[\Rightarrow \text{exceptions}' = \text{exceptions} \land\]
\[\text{(propagateProgram} \subseteq \{c : \text{b'.program} |\]
\[\text{c.annotation} \cap \text{clone}(\text{allSigs}) \neq \emptyset \bullet c\}) \land\]
\[\text{propagateGoal} = \{c : \text{b'.goal} |\]
\[\text{c.annotation} \cap \text{clone}(\text{allSigs}) \neq \emptyset \bullet c\}) \land\]
\[\text{program}' = \{c : \text{program, c' : Conjunct} |\]
\[\text{c'.state} = \text{c.state} \land\]
\[\text{c'.annotation} = \text{c.annotation} \setminus \text{clone}'(\text{annotation}(\{b\}) \cup\]
\[\text{clone}(\text{c.annotation}) \cap \text{annotation}(\{b'\}) \bullet c'\} \cup\]
\[\text{propagateProgram}) \land\]
\[\text{goal}' = \{c : \text{goal} |\]
\[\text{clone}(\text{c.annotation}) \cap\]
\[\text{annotation}(\{b'\}) = \emptyset \} \cup\]
\[\text{propagateGoal})\]

The last mechanism that is left to specify on the process level is exception handling. Exception handling ‘shields’ other process operations, such as a computation and a shared memory operation. Thus, the \(\Delta \text{ExceptionHandling}\) schema refers to a shielded operation \(\text{po}\). Exception handling does only become active upon operations in which some option fails, i.e., it is mapped to an empty set of successors. Failures are restored by retrieving the topmost alternative option from the exception stack. If the exception stack is empty, a recovery is not possible and the process possibly dies.
\[ \Delta \text{ExceptionHandling} \]

\[ \Delta \text{ProcessExtension} \]

\[ po : \Delta \text{ProcessExtension} \cup \Delta \text{ProcessComputation} \]

\[ \text{po.process} = \text{process} \]

\[ \text{signals\_in}' = \text{po.signals\_in}' \]

\[ \text{signals\_out}' = \text{po.signals\_out}' \]

\[ \forall b : \text{state} \quad ( (\text{po.optionMap}(b) \neq \emptyset \land \text{optionMap}(b) = \text{po.optionMap}(b)) \lor \quad [\text{no excp.}] \\
(\text{po.optionMap}(b) = \emptyset \land b.\text{exceptions} = \emptyset) \land \text{optionMap}(b) = \emptyset) \lor \quad [\text{failed}] \\
(\text{po.optionMap}(b) = \emptyset \land (\exists e : \text{InferenceState}; b' : \text{Option} \quad [\text{raised excp.}] \\
\text{optionMap}(b) = \{b'\} \land \\
\text{head}(b.\text{exceptions}) = e \land \\
b'.\text{program} = e.\text{program} \land \\
b'.\text{goal} = e.\text{goal} \land \\
b'.\text{exceptions} = \text{extail}(b))) \]

Ordinary processes and control processes compute asynchronously. Therefore, major parts of Layer, such as global resources, global profile, allocations, and priorities, do not change during the operation of an internal process. This is expressed in the following \( \Delta \text{LayerExtension} \) schema.

\[ \Delta \text{LayerExtension} \]

\[ \Delta \text{LayerOperation} \]

\[ \text{resourceValue}' = \text{resourceValue} \quad [\text{much}] \\
\text{allocations}' = \text{allocations} \quad [\text{stays}] \\
\text{processEmphasis}' = \text{processEmphasis} \quad [\text{stable}] \\
\text{processUtility}' = \text{processUtility} \]

\[ \text{triggerStore}' = \text{triggerStore} \]

\[ \text{processDiscount}' = \text{processDiscount} \]

\[ \text{discountFactor}' = \text{discountFactor} \]

\[ \text{newProcesses} = \emptyset \]

\[ \forall p : \text{processes} \quad ( (\text{context}(p)).\text{signals\_in} = (p.\text{signals\_in}) ) \]

InteRRaP-R performs a computation \( \Delta \text{InteRRaP} - \text{RCompute} \) as a single of its processes performs a computation \( po \). As already anticipated, any other process is allowed to simultaneously perform a (possibly non-empty) \( \Delta \text{OptionExtension} \) to any of its options according to the shared memory model. Both \( po \) and shared memory extensions are shielded by exception handling.
\[ \Delta \text{InteRRaP} - R\text{Compute} \]
\[ \Delta \text{InteRRaP} - R\text{Operation}; \ po : \Delta \text{ExceptionHandling}; \ process, \ process' : \text{Process} \]
\[ \exists \ b, \ l, \ s, \ l' : \Delta \text{LayerExtension} \bullet \ b.l = \ b.l' \land \ b.l' = \ b.l' \land \ l.l = \ l.l' \land \ l.l' = \ l.l' \land \ s.l = \ s.l' \land \ s.l' = \ s.l' \]
\[ \po, \po' \in \Delta \text{ProcessComputation} \land \ process \in \text{processes} \land \po\process' = \process' \land \text{context}(\process) = \process' \]
\[ \forall \ p, \ p' : \text{Process} \bullet (p' = \text{context}(p) \iff (\exists \ po' : \Delta \text{ExceptionHandling} \bullet (po', \po' \in \Delta \text{ProcessExtension}) \land \po'\process = \ p \land \po'\process' = \ p' \land \po'\text{signals}_\text{out} = \ p\text{signals}_\text{out} \land \text{each process performs an extension shielded by exception handling}) \]
\[ (\forall b : \text{p.state}; \ bs : \mathbb{P} \text{Option} \bullet \]
\[ bs = \{ \text{be} : \Delta \text{OptionExtension} \mid \text{be.po} = \po', \text{be.option}' \} \land \]
\[ \po'.\po\text{optionMap}(b) \subseteq bs \land \]
\[ (\po'.\po\text{optionMap}(b) = \emptyset \iff bs = \emptyset) \} ) \] (if possible)

Besides the \text{InteRRaP} - R\text{Compute} case in which a single, regular process is the actual source of computation, we also have the following \Delta \text{InteRRaP} - R\text{Control} case in which a single layer or control process performs a control operation. The referred \Delta \text{LayerControl} schema will be specified in the following paragraph. Since control processes are not only interleaved with respect to their internal processes, but also with respect to one another, \Delta \text{LayerControl} requires all other layers to remain virtually untouched (\Delta \text{LayerStable}).

\[ \Delta \text{LayerStable} \equiv | \Delta \text{LayerExtension} \mid \forall \ p : \text{processes} \bullet \text{processes stable} \]
\[ \exists \ op : \Delta \text{ProcessStable} \bullet \text{op.process} = \ p \land \text{op.process}' = \text{context}(p) \]

\[ \Delta \text{InteRRaP} - R\text{Control} \]
\[ \Delta \text{InteRRaP} - R\text{Operation} \]
\[ (\exists \ l, \ l' : \Delta \text{LayerControl}; \ transition : \{(bbl, bbl'), (spl, spl'), (lpl, lpl')\} \bullet \]
\[ l.l = \pi_1^2\text{transition} \land \]
\[ l.l' = \pi_2^2\text{transition} \land \]
\[ l.l = \text{context} \land \]
\[ (\forall transition_2 : \{(bbl, bbl'), (spl, spl'), (lpl, lpl')\} \\setminus \{\text{transition}\} \bullet \]
\[ (\exists \ ls : \Delta \text{LayerStable} \bullet \]
\[ ls.l = \pi_1^3\text{transition}_2 \land \]
\[ ls.l' = \pi_2^3\text{transition}_2 \land \]
\[ ls.l = \text{context} \} ) ) \]

The overall COOP model is collected in the following COOP schema. At this point, we informally state that COOP should be fair, i.e., that it eventually performs pending control, signalling, and ordinary inferences. A formal treatment of fairness would amount to a lengthy notation in the presented framework; we refer to Section 5 where we present a possibility for establishing fairness at the inference level in mathematical terms.

\[ \text{COOP} \equiv \Delta \text{InteRRaP} - R\text{Compute} \lor \Delta \text{InteRRaP} - R\text{Control} \]
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Control  The final part of our specification describes the already referenced control operations of InteRRaP-R layers, i.e., control processes. Two functions build the interface of a control process to its associated knowledge base process. readKnowledge is used to obtain the current resource parameters, such as allocations, emphasis, and discount factors from state of the knowledge base. writeKnowledge is used to store global resources and global profile in the state of the knowledge base for further processing.

\[
\begin{align*}
\text{readKnowledge} : & \mathbb{P} \text{ Option} \to ((\text{Id} \to \text{ResourceAllocation}) \times (\text{Id} \to \text{UtilityScale}) \times (\text{Id} \to \mathbb{R})) \\
& \text{[read]} \\
\text{writeKnowledge} : & (\mathbb{P} \text{ Option} \times \text{ResourceValue} \times (\text{Id} \to \text{UtilityScale})) \to \mathbb{P} \text{ Option} \\
& \text{[write]} \\
& \text{[parameters from kb]} \\
& \text{[parameters into kb]}
\end{align*}
\]

Next, we give the equation to compute the process utility under a given ResourceValue, an applied ResourceAllocation, a cost specification ResourceCost, the process performance, the process emphasis, and the process discount.

\[
\begin{align*}
\text{utility} : & (\text{Process} \times (\text{Id} \to \text{UtilityScale}) \times (\text{Id} \to \text{UtilityScale}) \times \\
& \text{ResourceAllocation} \times \text{ResourceValue} \times \text{ResourceCost}) \to \text{UtilityScale} \\
\forall p : & \text{Process}; \text{emph}, \text{disc} : \text{Id} \to \text{UtilityScale}; \text{ra} : \text{ResourceAllocation}; \\
& \text{rv} : \text{ResourceValue}; \text{rc} : \text{ResourceCost} \bullet \\
\text{utility}(p, \text{emph}, \text{disc}, \text{ra}, \text{rv}, \text{rc}) = & \text{[utility is]} \\
& \min\{\max\{((\text{disc}(p.id) \times (\text{emph}(p.id) \times \text{p.performance} - \\
& \sum\{(\text{r} : \text{Resource} \bullet \text{rc}(\text{r})(\text{ra}(\text{r}))(\text{rv}(\text{r}))\})\}, 0.0\}, 1.0\}
\end{align*}
\]

The recursive activate function realises the already mentioned filter that decides which process is to be resumed from a set of candidate processes. Until the candidate set is empty, activate chooses the process with the highest utility. If its utility is greater than zero, the process is accepted for activation and is allocated the applied resources. If its utility is equal to zero, the process is filtered out. In each case, the gathered utility values are registered within the global profile pu.
activate : \( \mathbb{P} \text{ Process} \times (Id \rightarrow \text{UtilityScale}) \times (Id \rightarrow \text{UtilityScale}) \times \\
(Id \rightarrow \text{ResourceAllocation}) \times \text{ResourceValue} \times \text{ResourceCost} \) \( \leftrightarrow \) \( \mathbb{P} \text{ Process} \times \text{ResourceValue} \times (Id \rightarrow \text{UtilityScale}) \)

\[ \forall ps_1, ps_2 : \mathbb{P} \text{ Process}; \text{emph}, \text{disc}, pu : (Id \rightarrow \text{UtilityScale}); rc : \text{ResourceCost} ; \text{pa} : (Id \rightarrow \text{ResourceAllocation}); rv_1, rv_2 : \text{ResourceValue} \] 
\[ (ps_2, rv_2, pu) = \text{activate}(ps_1, \text{emph}, \text{disc}, \text{pa}, rv_1, rc) \iff [\text{activation filter}] \] 
\[ (ps_1 = \emptyset \land ps_2 = \emptyset \land rv_2 = rv_1 \land pu = \text{emph}) \lor [\text{nothing to do}] \] 
\[ (\exists p : ps_1 \land \forall p_2 : ps_1 \land [\text{choose best utility}] \] 
\[ (\text{utility}(p, \text{emph}, \text{disc}, \text{pa}(p.id), rv_1, rc) \geq \text{utility}(p_2, \text{emph}, \text{disc}, \text{pa}(p_2.id), rv_1, rc)) \land \] 
\[ (ps_1 = \emptyset \land \forall p_2 : ps_1 \land [\text{zero - no activation}] \] 
\[ (pp : (Id \rightarrow \text{UtilityScale}) \land \] 
\[ (\text{activate}(ps_1 \setminus \{p\}, \text{emph}, \text{disc}, \text{pa}, rv_1, rc) = (ps_2, rv_2, pp) \land \] 
\[ pu = pp \oplus \{p.id \mapsto \text{utility}(p, \text{emph}, \text{pa}(p.id), rv_1, rc)\}) \land \] 
\[ (\text{utility}(p, \text{emph}, \text{disc}, \text{pa}(p.id), rv_1, rc) > 0.0 \Rightarrow [\text{positive - activate & allocate}] \] 
\[ (\exists pp : (Id \rightarrow \text{UtilityScale}) \land \] 
\[ (\text{activate}(ps_1 \setminus \{p\}, \text{emph}, \text{disc}, \text{pa}, \text{allocate}(rv_1)(\{\text{pa}(p.id)\}), rc) = \] 
\[ (ps_2 \setminus \{p\}, rv_2, pp) \land \] 
\[ pu = pp \oplus \{p.id \mapsto \text{utility}(p, \text{emph}, \text{disc}, \text{pa}(p.id), rv_1, rc)\})) \]

activate is used in the context of the final \(\Delta\)LayerControl schema. Herein, a \(\Delta\)Layer clears and inspects its signal buffer by looking for trigger signals and the associated candidate processes to be possibly resumed: These are suspended processes whose activate flag is down and new processes to be created.

After updating the resource parameters by accessing the knowledge base using readKnowledge and deallocating non-consumed resources from the suspended processes, the activate filter is called to decide about process activation, to compute the new global profile, and to determine the new global resources.

All processes which are granted to be resumed are equipped with their trigger signals and are allocated their applied resources, where anySequence is an auxiliary function which turns a set (of signals) into an arbitrary ordered sequence (of signals). The discount of resumed processes is increased, i.e., the scaling of their performance in the utility function diminishes.

All processes which could have been activated, but are suppressed because of a bad utility, just receive ordinary signals. Their discount is reset and their trigger signals are thrown away, except the activation signals of new processes. These activation signals and the trigger signals dedicated to already active processes are backed up in the triggerStore, where the \(\triangleleft\) notation means the domain anti-restriction of a relation.

Finally, resource data and global profile are stored in the knowledge base via writeKnowledge; while all other processes stay stable, the knowledge base hence performs a \(\Delta\)ProcessExtension.
3.5 Bottom Line

The crucial role of formal specifications in software engineering and the importance of computational models for the design of intelligent agents in particular has been
[Variable, Constant]

Term ::= Variable | Constant(Term*)

Wff ::= ⊥ | Constant(Term*) | ¬Wff | Wff ∨ Wff | ∃Variable.Wff

Figure 19: Syntax of First-Order Logic

discussed: Computational models based on a mathematical notation are a necessary supplement to architectures, theories, and inference systems within a coherent agent design methodology. Computational models are the key to bring operational agent features into a verifiable and unambiguous setting. For the purpose of presentation and analysis, the specification language Z is particularly well-suited.

The COOP model pins down the InteRRaP-R architecture in a type-checked and consistent Z specification. It makes use of programming constructs known from reactive system design [AZ87], modern programming languages [Smo95], fault-tolerant systems [BW96], and intelligent computation scheduling [RW91, BD94, Hor86]. COOP describes InteRRaP-R as a network of concurrent processes interacting via signals, shared memory, and exceptions. COOP realises abstract resources as quantitative representations of process interdependencies. Based on these representations, COOP applies an asynchronous control algorithm to optimise computation via optimising communication.

Our model differs from standard resource management such as [BD94, Hor86] in that it handles a set of simultaneous and independent process dependencies in real-time; to this end, internal profiling has been shown as a surprisingly simple and adequate tool. Our model differs from alternative agent specifications such as [dKLW98, dL98] in that it regards processes not as arbitrary forms of computation, but as continuous sub-inferences in a given logic. The data structures that are exchanged between processes are thus logic data structures, i.e., formulae. In contrast to the architecture-independent DESIRE [DKT94] in which components realise various types of logics, COOP provides a concrete and layered framework for expressing inferential services in a common logic of time and action. This shared logic theory will be developed in the following.

4 Theory: HEC

The automation of symbolic logic (or computational logics) [Fit90] is to develop formal languages for expressing theories in an intuitive (declarative) manner using a mathematical semantics and to provide the computational (operational) means to efficiently execute them on a computer. The computational means are proof procedures, which check the validity of statements in the logic language, and inference procedures, which provide more specialised services, such as the analysis of the consequences of a given theory.
4.1 First-Order Logic and Logic Programming

In the rich history of computational logic researched by philosophers, computer scientists, linguists, and researchers in AI, many formal languages and associated proof procedures have been developed and are still an active topic. The semantics of the most prominent first-order logic (Figure 19) is determined by particular mathematical structures which comprise the models of a formula (Definition 3). Syntactic sugar, such as the truth value $\top$ and the connectives $\lor$, $\land$, $\equiv$, $\subseteq$, and $\supset$, are expressible in terms of the existing constructs.

**Definition 1 (First-Order Two-Valued Structure)** A first-order two-valued structure $M = (U, IF, IP)$ consists of a universe $U$, a functional interpretation $IF : \text{Constant} \times \mathbb{N} \rightarrow (U^* \rightarrow U)$, and a relational interpretation $IP : \text{Constant} \times \mathbb{N} \rightarrow (\mathcal{P} U^* \rightarrow \{0, 1\})$ such that for all $C : \text{Constant}$ and $n : \mathbb{N}$ it holds $IF(C, n) \in (U^n \rightarrow U)$ and $IP(C, n) \in (\mathcal{P} U^n \rightarrow \{0, 1\})$.

**Definition 2 (Assignment and Mapping)** Let $M = (U, IF, IP)$ be a first-order two-valued structure. An assignment $V : \text{Variable} \rightarrow U$ is a total function from variables to the universe $U$. The mapping of terms under an assignment $\tilde{V} : \text{Term} \times (\text{Variable} \rightarrow U) \rightarrow U$ is defined for all $C : \text{Constant}$; $Va : \text{Variable}$; $n : \mathbb{N}$; $Te_1, \ldots, Te_n : \text{Term}$; and $V : \text{Variable} \rightarrow U$ as follows:

$$\tilde{V}(Va, V) = V(Va) \text{ and } \tilde{V}(C(Te_1, \ldots, Te_n)) = IF(C, n)(\tilde{V}(Te_1, V), \ldots, \tilde{V}(Te_n, V))$$

**Definition 3 (First-Order Two-Valued Model)** Let $M = (U, IF, IP)$ be a first-order two-valued structure. For a formula $F : \text{Wff}$, $M$ is a first-order two-valued model, $M \models F$, iff $F$ is valid with respect to $M$, i.e., under all assignments $V : \text{Variable} \rightarrow U$, we have $M, V \models F$. We define the two-valued valuation $\models_{\{0, 1\}}$ for all $F, F_2, F_3 : \text{Wff}$; $C : \text{Constant}$; $n : \mathbb{N}$; $Va : \text{Variable}$; $Te_1, \ldots, Te_n : \text{Term}$; and $Bo, Bo_2, Bo_3 : \{0, 1\}$ as follows:

$$M, V \models_{\{0, 1\}} \bot$$

$$M, V \models_{\{0, 1\}} C(Te_1, \ldots, Te_n) \text{ iff } Bo = IP(C, n)(\tilde{V}(Te_1, V), \ldots, \tilde{V}(Te_n, V))$$

$$M, V \models_{\{0, 1\}} \neg F \text{ iff } M, V \not\models_{\{0, 1\}} F$$

$$M, V \models_{\{0, 1\}} F_2 \lor F_3 \text{ iff } M, V \models_{\{0, 1\}} F_2 \text{ and } M, V \models_{\{0, 1\}} F_3$$

$$M, V \models_{\{0, 1\}} \exists Va. F \text{ iff } B = \max\{D : U; Bo_2 : \{0, 1\} \mid M, V \oplus \{Va \mapsto D\} \models_{\{0, 1\}} F \bullet B_2\}$$

The attraction of ‘logic programming’ (LP) [Kow79] as an engineering method is not so much like telling the computer what to do when, but rather like telling what is true and asking to try and draw conclusions. To quote:

"the advantages of logic programming should be that computer programs are easier to read. They should not be cluttered up with details about how things are to be done — they will be more like specifications of what a solution will look like. Moreover, if a program is rather like a specification of what it is supposed to achieve, it should be relatively easy, just by looking
\[ \text{Literal} ::= \text{Constant(Term)}^* \mid \neg \text{Constant(Term)}^* \]
\[ \text{Goal} ::= \top \mid \text{Literal} \land \text{Goal} \]
\[ \text{Clause} ::= \forall \text{Constant(Term)}^* \subseteq \exists \text{Goal} \]
\[ \text{Program} ::= \top \mid \text{Clause} \land \text{Program} \]

Figure 20: First-Order Normal Form

at it (or, perhaps, by some automatic means), to check that it really does do what is required. In summary, the advantages of a logic programming language would result from programs having a declarative semantics as well as a procedural one."[CM87]

Hence, LP offers a means for rapid prototyping, i.e., to move directly from high-level specifications, say an axiomatisation of the the delivery problems in the Automated Loading Dock, to corresponding implementations. Particular LP languages, of which Prolog [Col85] is perhaps the best known, correspond to well-structured recursive programs (Figure 20). The usual service that is provided in such languages is to check for entailment of \( P : \text{Program} ; G : \text{Goal} \), i.e., whether \( P \models \exists G \) is valid in all first-order structures (short: \( P \models \exists G \)).

However, negation is usually not treated in the way that first-order logic postulates [Kun87]. This is because one wants to draw conclusions in the absence of particular pieces of information. For example in being ignorant about a particular box standing on the shelf, we would normally not be able to infer that there is some space left on the shelf. To this end, the underlying semantics is changed to a minimal model semantics applying a closed-world assumption: as long as we are not explicitly told that the shelf is occupied by a box, we assume its being free. Syntactically, this can be expressed by modifying \( P \) in such a way that everything about which we are nothing told in \( P \), e.g., the occupancy of the box, must be false. This can be captured by the following transformation, the Clark completion [Cla78], which constructs a replacement theory for \( P \). For simplification purposes, we can regard programs as sets of conjuncted clauses.

**Definition 4 (Completion)** Let \( \text{Comp} : \text{Program} \rightarrow \text{Wff} \) be the completion of logic programs. For all \( P : \text{Program} \) it holds:

\[
\text{Comp}(P) ::= \bigwedge_{\mathcal{I}} \forall C(V_{a_1}, \ldots, V_{a_n}) \equiv \bigvee_{\mathcal{J}(C,n)} \exists V_{a_1} \models T_{e_1} \land \ldots \land V_{a_n} \models T_{e_n} \land G
\]

where

\[
\mathcal{I} ::= \{ C : \text{Constant} \setminus \{ \top \}; n : \mathbb{N}; V_{a_1}, \ldots, V_{a_n} : \text{Variable} \mid V_{a_i} \text{ distinct and not in } P \}
\]

and

\[
\mathcal{J}(C,n) ::= \{ T_{e_1}, \ldots, T_{e_n} : \text{Term} ; G : \text{Goal} \mid \forall C(T_{e_1}, \ldots, T_{e_n}) \subseteq \exists G \in P \}
\]

The completion maps each program to a formula which, by using equivalence \( \equiv \) definitions, still contains all the implications of the original program; the equivalences
additionally state that the predicates cannot be derived in any other way. Every predicate not defined in $P$ is assigned $\perp$ by the completion. The construction makes use of the binary relation $\equiv$ which should be interpreted as the equality of elements in the universe. A widely used equality theory in logic programming is the Clark Equality Theory (CET) which has been introduced in combination with the completion and is presented in Definition 5. We can now define the typical LP inference service as checking the validity of $\text{Comp}(P) \land \text{CET} \models \exists \text{Goal}$, i.e., whether the goal is valid in all ‘minimal’ models associated with $P$. Proposition 1 states the straightforward observation that each minimal model of $P$ is also a model of $P$.

**Definition 5 (CET)** Let $\mathcal{V} : \text{Term} \to \mathbb{P}$ Variable be the mapping of terms to contained variables. We define CET := CET1 $\land$ CET2 $\land$ CET3 $\land$ CET4

\begin{align*}
\text{(CET1)} & \quad \forall X \equiv X \quad \land \quad \forall X \equiv Y \supset Y \equiv X \quad \land \quad \forall X \equiv Y \land Y \equiv Z \supset X \equiv Z \\
\text{(CET2)} & \quad \{ C : \text{Constant}; \ n : \mathbb{N}; \ \text{let} \ X_1, \ldots, X_n, Y_1, \ldots, Y_n : \text{Variable} \} \\
& \quad \forall C_1(X_1, \ldots, X_n) \equiv C_1(Y_1, \ldots, Y_n) \supset \bigwedge_{i=1}^{n} X_i \equiv X_i \\
\text{(CET3)} & \quad \{ C_1, C_2 : \text{Constant}; \ n, m : \mathbb{N}; \ \text{let} \ X_1, \ldots, X_n, Y_1, \ldots, Y_m : \text{Variable and} \\
& \quad \quad C_1 \neq C_2 \text{ or } n \neq m \\
& \quad \quad \forall C_1(X_1, \ldots, X_n) \equiv C_2(Y_1, \ldots, Y_m) \supset \bot \\
\text{(CET4)} & \quad \{ T_e : \text{Term}; \ \text{let} \ X : \text{Variable and } X \in \mathcal{V}(T_e) \} \quad \forall X \equiv T_e \supset \bot
\end{align*}

**Proposition 1 (Minimal Model)** Let $P$ be a normal logic program. Then any model $M$ for $\text{Comp}(P) \land \text{CET}$ is also a model of $P$.

The well-definedness of CET has been conjectured in [Kun87] and formally shown in [Mah88]. Since the 1980’s, the LP framework has found successful applications in many areas of software engineering and AI such as relational databases, mathematical logic, natural language understanding, design automation, symbolic solving of equations, diagnosis, configuration, and biochemical structure analysis. From this background, many state-of-the-art programming environments, such as CHIP [DHS’88], ECLIPSE [MS92], and Oz [Smo95], have emerged. Can we transfer this appealing paradigm to agent design, in particular to the construction of hybrid agents?

### 4.2 Cognitive Robotics

A first-order variant (Figure 21) has been introduced by [FK97] upon completed clausal programs, i.e., by relying on equivalence definitions and disjunctive goals. During completion, clauses that represent facts melt into existentially quantified positive literals including equality statements. Furthermore, integrity constraints are introduced which are universally quantified implications. The computational service that is modelled with this logic is to verify for given $P : \text{Program}; \ \Delta : \text{Facts}; \ G : \text{Goal};$ and IC : Constraints the entailment of the goal by the completion of program and facts $\text{Comp}(P \land \Delta) \land \text{CET} \models \exists G$\textsuperscript{10} and in addition the theoremhood of integrity: $\text{Comp}(P \land \Delta) \land \text{CET} \models G$\textsuperscript{11}. Throughout this thesis, we abbreviate these conditions

\textsuperscript{10}$\text{Comp}$ can be straightforwardly extended to equivalence definitions and facts.

\textsuperscript{11}Another possibility to treat integrity constraints would be to check their consistency. Theoremhood of constraints turns out to be semi-decidable, while consistency is not [FK97].
SubGoal ::= ⊤ | Literal ∧ SubGoal
Facts ::= ⊤ | Constant(Term*) ∧ Facts
Goal ::= ⊥ | SubGoal ∨ Goal
Definition ::= ∃(Constant(Variable*)) ≡ Goal
Program ::= ⊤ | Definition ∧ Program
Constraint ::= ∀Facts ⊨ Goal
Constraints ::= ⊤ | Constraint ∧ Constraints

Figure 21: First-Order Equivalence Definitions with Constraints

to P, IC, ∆ |= G.
Kowalski & Sadri [KS96b] propose this logic as an appropriate foundation to transfer the features of logic programming to the design of agents. They pin down this claim to the question of an agent’s having both to act deliberatively as the result of tracing evidences back to a background theory of the world (by the logic program) as well as to act reactively as the result of trying to maintain its mandatory integrity (by the constraints stating, e.g., ‘never bump into a wall’). Although a plausible argument, this is too general for situated agents: Just as we would not describe an agent as a Turing machine, but as a specific program running upon it, it is necessary to have a closer look at a logical agent’s background theory, i.e., its logic program, in order to determine its model of the world more precisely (Figure 22).

Figure 22: Cognitive Robotics in Hybrid and Unified Agents

There is a substantial amount of research devoted to finding such declarative foundations of situated representation and reasoning. Although the umbrella title Cognitive Robotics [LLL+94, Bow87] has been coined in the early 90’s, these works can be traced back to the very fundamental ideas of McCarthy & Hayes in the late 50’s [McC58, McC63, MH69]. Back then, McCarthy & Hayes proposed to introduce a notion of time into logic in order to describe how the state of the world (in the form of information particles, called fluents) evolves as being caused by actions. By axiomatising these concepts, an agent is able to logically trace or explain the frequent observations about the world that it is perceiving and to logically anticipate or plan the future state of affairs including its own actions.
It was not until the publication of [Rei91] that the fundamental frame problem posed back in [MH69] has found a first satisfying solution in terms of a first-order theory (Subsection 4.2.1). This has raised the interest in Cognitive Robotics and led to a number of alternative formalisms for realising the McCarthy & Hayes postulate. Today, researchers tend to generalise their ideas about state constraints, side-effects, continuous trajectories, natural actions, etc. across those core calculi. Current implementations show a considerable expressiveness and performance when reasoning about partially observable blocks worlds [Rei99] or robot navigation [Sha97a].

So why should we bother about Agent Engineering at all if there already exists a prototyping methodology for agents? The answer is: because Cognitive Robotics is yet incomplete. As conceptually clean as the separation of declarative theory and computational inference is, it is not enough to derive concrete and implemented agent systems running, e.g., in the Automated Loading Dock and the RoboCup simulation. The more practical agent design is based on the pragmatic and operational guidelines of hybrid architectures and computational models.

So why should we care about Cognitive Robotics at all if we concentrate on traditionally engineered agents? The answer is: because it provides the most convenient supplement when it comes to specify the inner part of primitive modules, i.e., to specify the reasoning processes inside an operational agent framework (Figure 22). For both a unified agent, say a decision maker situated in a dynamic environment, as well as a particular module, say the local planning process operating inside the hybrid InteRRaP-R agent, the same aspects of situated representation and reasoning are highlighted: For both the agent and a process, the world (including other agents and processes) is a partially observable and dynamic environment that is to be rationally explained and controlled. This shows the intimate relation between Cognitive Robotics and Agent Engineering and motivates a common logic framework.

The road-map of the present and the following section is to define such a theory and its underlying inferences respectively which can be applied in a unified decision making agent as well as in a decision making module of a hybrid agent. Concentrating on planning, for the moment, this does not mean that other InteRRaP-R functionalities cannot be handled by this logic-based approach. We will elaborate that, in the end, every process within our hybrid agent model can be expressed as a well-defined sub-theory and an associated sub-inference of the complete logic framework.

4.2.1 The State-Based Situation Calculus

The first approach to use a predicate logic formalisation for representing action and change in a situated agent (called reasoning program or advice taker, back then) has been given by McCarthy & Hayes [McC58, McC63, MH69]. Fluent predicates are annotated with additional situation arguments in order to trace their validity over time $\text{at(box}_1, \text{truck}, s_0)^{12}$. An implicit temporal relation between situations is given by a function $\text{do}$ which maps situations to successor situations that have been caused by the execution of actions $\text{do(pickup(rob}_1, \text{box}_1), s_0)$. Change is expressed as an implication of the applicability of actions, i.e., the validity of their preconditions:

\footnote{We use lower-case letters to distinguish individual constants $\text{box}_1$ from individual variables $\text{Box}_1$.}
\[ \forall\text{holding}(Box, Rob, do(pickup(Rob, Box), S)) \subseteq \exists\text{ahead}(Rob, Box, S) \]
\[ \land \ \text{at}(Box, Area, S) \]
\[ \land \ \text{handempty}(Rob, S) \]

\[ \text{(SIT)} \]

Given a description of an initial situation \( I : \text{Facts} \), such as

\[ I := \text{ahead}(rob_1, box_1, s_0) \land \text{at}(box_1, truck, s_0) \land \text{handempty}(rob_1, s_0) \]

and a goal \( G : \text{Goal} \), such as \( G := \text{holding}(box_1, rob_1, S) \), this Situation Calculus is able to reason about the connection of a situation with a goal, i.e., it can both analyse and synthesise plans: \( I \land \text{SIT} \models \exists G \). This early formalisation has been implemented by Green [Gre69] and, as shown by [GLR91], its expressiveness exceeds the one of typical planning algorithms of today [FN71, BF95, KS96a]. For example, it is possible to reason about partial initial situations as well as conditional and universal effects of actions. At the same time, a very principle problem behind the Situation Calculus has been revealed [MH69] that is the problem of determining persistent facts (non-effects) which do not change when applying an action, for example, the location of other boxes, the category of their content, etc. In the Situation Calculus, these frame fluents have to be treated just as the changing fluents by additional axioms (FRA):

\[ \forall\text{at}(Box_1, Area, do(pickup(Rob, Box_2), S)) \subseteq \exists\text{at}(Box_1, Area, S) \]
\[ \land \neg Box_1 \rightleftharpoons Box_2 \]

\[ \text{(FRA)} \]

\[ \forall\text{category}(Box_1, Cat_1, do(label(Rob, Box_2), S)) \subseteq \exists\text{at}(Box_1, Area, S) \]
\[ \land \neg Box_1 \rightleftharpoons Box_2 \]
\[ \forall\text{category}(Box_1, Cat_1, do(pickup(Rob, Box_2), S)) \subseteq \exists\text{category}(Box_1, Cat_1, S) \]

This frame problem is nowadays well-recognised as one of the classical problems of AI. Besides its philosophical aspect, it has great engineering repercussions: For specifying a problem domain such as the Automated Loading Dock in the Situation Calculus, it is a tedious task to specify all the non-effects in the form of separate axioms, i.e., one for each fluent and each action. Small changes in fluent and action representation amount to great changes in the axiomatisation. In order to make the logic-based approach to decision making practical, a different formalisation has to be found in which the concise specification of effects implicitly also determines the non-effects. Such a solution to the frame problem should possibly not restrict expressiveness as done in traditional planning algorithms.

Equivalences, such as used in the Clark completion, play an important role in the calculus proposed by Reiter [Rei91]. By combining all the explicit evidences for a fluent being changed into a single definition, we derive Successor-State-Axioms (SSA). From these equivalences, the independence of fluents and actions can then be logically derived, such as the persistence of category over any pickup action:

\[ \forall\text{category}(Box, Cat, do(A, S)) \equiv \exists A \rightleftharpoons \text{label}(Rob, Box, Cat) \]
\[ \forall\exists\text{category}(Box, Cat, S) \]
\[ \land \neg \exists A \rightleftharpoons \text{label}(Rob, Box, Cat) \]

\[ \text{(SSA)} \]
The formulation of Reiter is the basis of the GOLOG language [LLL+94]. However, it has the drawback of not separating its basic reasoning principle from the domain representations of fluents and actions. In SSA, both aspects are intermingled. To enable the extraction of such a domain-independent logic program, we have to switch from a fluent representation by means of predicates to a fluent representation by means of manipulatable objects, hence terms of our theory. The appropriate technical notion is called reification and has been applied by Kowalski [KS94] to obtain a variant of the Situation Calculus (SITK) which looks like a domain-independent version of SSA:

$$\forall holds(F, do(A, S)) \equiv \exists initiates(A, F, S)$$

(SITK)

$$\forall holds(F, S)$$

$$\wedge \neg terminates(A, F, S)$$

In SITK, the holds predicate is introduced to describe whether a given fluent, now as an element of the universe, is true in a particular situation. We can now separate an initial situation description

$$I ::= holds(holding(rob_1, box_1, do(pickup(rob_1, box_1, s_0))))$$

and a goal $$G ::= holds(holding(rob_1, box_1, do(pickup(rob_1, box_1, s_0))))$$ from the background theory SITK and a domain description DOM. DOM determines the positive and negative effects of domain actions by means of the predicates initiates and terminates.

$$\forall initiates(A, F, S) \equiv \exists F \models holding(Rob, Box)$$

$$\wedge A \models pickup(Rob, Box)$$

$$\wedge holds(at(Box, Area), S)$$

$$\wedge holds(holding(rob_1, box_1, s_0))$$

$$\wedge holds(holding(rob_1, box_1, s_0))$$

$$\wedge holds(category(box_1, toys), s_0)$$

$$\wedge holds(category(box_1, toys), s_0)$$

$$\wedge holds(handempty(rob_1), s_0)$$

$$\wedge holds(handempty(rob_1), s_0)$$

$$\wedge holds(holding(rob_1, box_1, s_0))$$

$$\wedge holds(holding(rob_1, box_1, s_0))$$

$$\wedge holds(handempty(rob_1), s_0)$$

(DOM)

$$\forall terminates(A, F, S) \equiv \exists F \models at(Box, Area)$$

$$\wedge A \models pickup(Rob, Box)$$

$$\wedge holds(at(Box, Area), S)$$

$$\wedge holds(holding(rob_1, box_1, s_0))$$

$$\wedge holds(holding(rob_1, box_1, s_0))$$

$$\wedge holds(category(box_1, toys), s_0)$$

$$\wedge holds(category(box_1, toys), s_0)$$

$$\wedge holds(handempty(rob_1), s_0)$$

$$\wedge holds(handempty(rob_1), s_0)$$

$$\wedge holds(holding(rob_1, box_1, s_0))$$

$$\wedge holds(holding(rob_1, box_1, s_0))$$

$$\wedge holds(handempty(rob_1), s_0)$$

$$\wedge holds(handempty(rob_1), s_0)$$

$$\wedge holds(holding(rob_1, box_1, s_0))$$

$$\wedge holds(holding(rob_1, box_1, s_0))$$

$$\wedge holds(handempty(rob_1), s_0)$$

$$\wedge holds(handempty(rob_1), s_0)$$

This gives us the desired framework SITK $\land$ DOM $\land$ I $\models \exists G$ (short notation: DOM $\land$ I $\models_{SITK} \exists G$). In recent years, the reification technique has been extended to also cover possible combinations of fluents in partial situation descriptions [HS90, Thi99]. Their Fluent Calculus uses a particular equational theory (the multi-set theory $AC^1$ [GHS+92]) to axiomatise changes in partial situations using State-Update-Axioms (SUA). It can be shown that this treatment allows for computational advances when inferring the frame.
4.2.2 The Narrative-Based Event Calculus

State-based approaches to Cognitive Robotics, such as the Situation Calculus, are characterised by their implicit notion of time and their explicit focus on global states. It has been argued, especially in the context of natural language systems and narrative understanding [All84, KS86], that this is a major reason for the frame problem to appear — states enforce the distinction of what is relevant for the reasoning from what is not. Furthermore, they are a cognitively non-plausible representation for a human hearer or reader: In narratives and discourse, seldom an overall description of the initial world state is given and hardly a complete sequence of actions is told. Rather, the important parts of the story are introduced piecewise and presented with incomplete temporal annotations ("first, there was a box labelled with ‘toys’ standing on the truck ... one robot picked it up ... guess what its category was after the other robot labelled it with ‘guns’."). The hearer or reader of the story then has to reason under the assumption that all the relevant information has been given to him. Sometimes, he has to withdraw wrong conclusions when getting more information (non-monotonic reasoning).

The role of an interactive hearer or reader is a natural picture for a situated agent within a multi-agent system, too. The agent cannot perceive every detail of the world, but is frequently gathering bits of information whose temporal ordering could be unclear. From these bits, the agent must derive preliminary conclusions and decisions. Hence, the agent is not able to project a complete state representation of the world into past and future, but only the relevant parts of its vague estimation thereof. That is why narrative-based logics of action, which were originally developed in the discourse understanding and temporal database background to avoid global states, turn out as useful formalisms for Cognitive Robotics, too.

One of these formalisms is the Event Calculus which has been introduced in [KS86] and brought into a form quite similar to SITK by [Sha89, KS94]  

\[ \text{ECK} \equiv \text{ECK1} \land \text{ECK2}, \text{ECK3} \land \text{ECK4} \land \text{ECK5}. \]

\[ \tilde{\text{holds}}(F, T_1) \equiv \tilde{\text{happens}}(E, A, T_2) \land \text{initiates}(A, F, T_2) \land T_2 \leq T_1 \land \neg \text{clipped}(F, T_2, T_1) \]  

\[ \tilde{\text{clipped}}(F, T_1, T_2) \equiv \tilde{\text{happens}}(E, A, T_3) \land \text{terminates}(A, F, T_3) \land T_1 \leq T_3 \leq T_2 \]

\[ \forall T_1 < T_2 \land T_2 < T_3 \supset \exists T_1 < T_3 \]  

\[ \forall T_1 < T_1 \supset \exists \bot \]

\[ \forall \tilde{\text{happens}}(E, A_1, T_1) \land \tilde{\text{happens}}(E, A_2, T_2) \supset \exists A_1 \equiv A_2 \land T_1 \equiv T_2 \]

The ontological entities in ECK are fluents, events (as unique tokens of a certain type of action), and time points. Similar to Kowalski’s approach in SITK, there exists a holds predicate which denotes that a certain fluent is valid at a particular point in time. The axiom of change ECK1 realises a restricted version of the law of strict inertia: A fluent
holds at a particular point in time if and only if there exists an event that happened (the `happens` predicate) at earlier in time (the before relation $\prec$ in infix notation; $T_1 \leq T_2$ is an abbreviation for $T_1 \prec T_2 \lor T_1 = T_2$) and that has successfully initiated the fluent — unless the fluent ceased to persist in the meantime (it is clipped: $ECK2$) as the result of being terminated by some other event. $ECK3$ and $ECK4$ are the background constraints to obtain temporal order as a transitive and anti-symmetric relation. $ECK5$ describes events to be unique and instantaneous action appearances over time.

Given an initial situation\(^{13}\) and a narrative

$$I := \text{holds(on(box1, truck), } t_0) \land \text{holds(category(box1, toys), } t_0)$$

$$\Delta := \text{happens(e1, label(rob2, box1, guns), } t_1) \land t_0 < t_1 \land \text{happens(e2, pickup(rob1, box1), } t_2) \land t_0 < t_2 \land t_1 < t_3 \land t_2 < t_3$$

and the identical domain description $\text{DOM}$ as in the SITK case\(^{14}\), we could now infer $ECK1 \land ECK2 \land \text{DOM} \land I \land \Delta, ECK3 \land ECK4 \land ECK5 \models \exists \text{holds(category(box1, guns), } t_3)$

(short notation: $\text{DOM} \land I \land \Delta \models_{ECK} \exists \text{G}$).

This result is due to the completion of the situation $I$ and the narrative $\Delta$ that was not mandatory in the Situation Calculus. In SITK, a closed-world assumption can connect partial states to global situations, but is not able to deal with incomplete temporal information. Quite as the Situation Calculus is regarded as the theory behind state-space planners [McC85], the completion of $\prec$ into a partial order thus closely relates the Event Calculus to algorithmic partial-order planning [Esh88, Mis91, Sha97a]. However, the notion of a correct plan in $ECK$ is different from the common intuition. Typically, a solution plan is one which satisfies the goal in all of its linearisations, i.e., its extensions to totally ordered plans. By minimising the $\prec$ relation, $ECK$ already demonstrates the validity of effects under the existence of a single successful linearisation; Suppose we add another action and some initial facts

$$\Delta := \text{happens(e3, pickup(rob2, box1), } t_4) \land t_0 < t_4 \land t_1 < t_3$$

$$I := \text{holds(handempty(rob1), } t_0) \land \text{holds(handempty(rob2), } t_0) \land \text{holds(ahead(rob1, box1), } t_0) \land \text{holds(ahead(rob2, box1), } t_1)$$

we then infer $G := \exists \text{holds(holding(rob1, box1), } t_3) \land \text{holds(holding(rob2, box1), } t_3)$

which is not intuitive.

For partial-order planning with the Event Calculus, an alternative formalisation $ECS := ECK1 \land ECK1 \land ECK2, ECK3 \land ECK4 \land ECK5$ has been proposed by [Sha89, Mis91, Sha95]. Instead of qualifying persistence-destroying events inside the persistence interval, they are now required not to happen outside the interval bounds.

\[
\tilde{\text{clipped}}(F, T_1, T_2) \equiv \exists \text{happens(E, A, } T_3) \\
\land \text{terminates(A, } F, T_3) \\
\land \lnot \text{out}(T_3, T_1, T_2)
\]

\(^{13}\)According to $ECK1$, each `holds` expression must have an associated initiator. In the Event Calculus, the initial situation is thus normally described by a particular 'dummy' event in $\Delta$ and $\text{DOM}$ which introduces all the initial fluents. We have omitted this for the purpose of simplification.

\(^{14}\)The correspondence of situations and time points has been used to compare $ECK$ and SITK [KS94].
\( \overline{ECS} \) \( \overline{\text{out}}(T_3, T_1, T_2) \equiv \overline{\exists} T_3 < T_1 \overline{\vee} \exists T_2 < T_3 \)

\( \overline{ECS} \) restricts its models in such a way that a solution plan has to be correct in all of its linearisations. In the absence of relevant temporal information, such as in our previous example, \( \overline{ECS} \) would not predict that the box is kept by any of the robots — this is what we expect from any hearer that requires more information in order to resolve a story. But this restriction comes at the high price of a computationally intractable semantics! For our example, we can construct two minimal \( \overline{ECS} \) models which differ in the validity of statements: one in which \( \textit{rob}_1 \) is successfully picking \( \textit{box}_1 \), thus rendering the action of \( \textit{rob}_2 \) non-effective, and one in which the opposite is the case. To give this a semantical basis, the notion of three-valued models (Definition 7) has been introduced by [Kun87]. The minimal three-valued \( \overline{ECS} \) model of our example hence leaves the truth values for preconditions and effects of both \textit{pickup} actions ‘undefined’ (0.5).

**Definition 6 (First-Order Three-Valued Structure)** A first-order three-valued structure \( M = (U, IF, IP) \) consists of a universe \( U \), a functional interpretation \( IF : \text{Constant} \times \mathbb{N} \to (U^* \to U) \) and a relational interpretation \( IP : \text{Constant} \times \mathbb{N} \to (\mathcal{P} U^* \to \{0, 0.5, 1\}) \), such that for all \( C : \text{Constant}; \ n : \mathbb{N} \), \( IF(C, n) \in (U^* \to U) \) and \( IP(C, n) \in (\mathcal{P} U^* \to \{0, 0.5, 1\}) \).

**Definition 7 (First-Order Three-Valued Model)** We define three-valued assignments, three-valued valuations \( \models_{\overline{\text{3}}} \), and three-valued models \( \models_{\overline{\text{3}}} \) identical to two-valued assignments, \( \models_{\overline{\text{2}}} \), and \( \models_{\overline{\text{2}}} \) in Definitions 2 and 3.

**Proposition 2 (Two-Valued and Three-Valued Models)** Every first-order two-valued model of a formula is also a first-order three-valued model of that formula.

**Proposition 3 (Two-Valued Models and Undefinedness)**

Let \( M_1 = (U, IF, IP_1) \) and \( M_2 = (U, IF, IP_2) \) be two two-valued models for a formula \( F : \text{Wff} \). Then there exists a three-valued model \( M_3 = (U, IF, IP_3) \) of \( F \), such that

\[
IP(C, n)(U_1, \ldots, U_n) = \begin{cases} 
0.5, & \text{if } IP_1(C, n)(U_1, \ldots, U_n) \neq IP_2(C, n)(U_1, \ldots, U_n) \\
IP_1(C, n)(U_1, \ldots, U_n), & \text{else}
\end{cases}
\]

Undefinedness gives a natural interpretation to the \( \overline{ECS} \) behaviour. Nevertheless, it is computationally intractable: In a minimal three-valued model, the conditions for \( \models_{\overline{\text{1}}} \) and \( \models_{\overline{\text{0}}} \) turn out to be computable, but \( \models_{\overline{\text{0.5}}} \) describes the case in which an inference procedure cannot decide and does not halt. In other words, inference procedures will steadily loop (‘flounder’) between the minimal two-valued models. Especially during planning within ignorant agents, such as the forklifts in the loading dock, such cases could appear rather often and ‘paralyse’ the agents forever.

Different semantics, such as stable models [GL88] and well-founded models [GRS88], have been proposed to allow for more useful inferences, at the same time keeping the expressiveness of the LP framework. We could adopt such semantics for \( \overline{ECS} \) as well. Since this would require special inference procedures, this would restrict the range of implementability with respect to standard platforms for logic programming, such as constraint-based languages.
Instead, we have taken in [JFB96a] the pragmatic approach to refine the calculus in order to allow for unique two-valued models, again. At first sight, this is in conflict with a purist view on Cognitive Robotics. It is however justified as long as the calculus keeps its intuitive form, i.e., the extensions have a declarative reading. This argument will be used again when talking about representational extensions in the following subsection.

The crucial observation of [JFB96a] was that, instead of running into mutual dependencies, some sort of pessimistic worst-case analysis has to be performed by the calculus, i.e., to apply the most conservative notion of a partially specified planning solution that is available. A first approach is thus to omit the precondition checks invoked by the clipped axioms. This way, any action, even if its preconditions are not valid, could threat the persistence of some fluent and requires efforts from the agent in order to re-establish the wanted effect. Such efforts could be to strengthen temporal constraints or to insert repair actions. This scheme does however not allow to incorporate immediate counter-measures to 'neutralise' adversary actions in advance. These are highly necessary means in non-cooperative multi-agent systems [EM91].

For this purpose, the calculus

\[
ECJ ::= ECJ1 \land \ldots \land ECJ4 \land ECS3, ECK3 \land \ldots \land ECK5
\]

has been presented which just focuses its worst-case analysis on mutual dependencies, thus is able to reason about the preconditions of persistence destroyers as well. ECJ predicates, such as holds, are extended to keep book about the visited events in a causal chain C (using a list representation, e.g., \(C\modelscons(e_1, cons(e_2, \ldots ))\)), the current worst case B, and the event E that is currently under consideration:

\[
\forall holds(F, T_1, C, B, E) \equiv \exists member(E, C) \land B\models\top
\]

\[
\forall member(E, C)
\]

\[
\land \exists happens(E_2, A, T_2)
\]

\[
\land \exists initiates(A, F, T_2, cons(E, C), B, E_2)
\]

\[
\land T_2 \lt T_1
\]

\[
\land \exists \text{flip}(B, B_2)
\]

\[
\land \neg \text{clipped}(F, T_2, T_1, C, B_2, E)
\]

\[
(\text{ECJ1})
\]

\[
\forall clipped(F, T_1, T_2, C, B, E) \equiv \exists happens(E_2, A, T_3)
\]

\[
\land \text{terminates}(A, F, T_3, cons(E, C), B, E_2)
\]

\[
\land \neg \text{out}(T_3, T_1, T_2)
\]

\[
(\text{ECJ2})
\]

\[
\forall \text{flip}(B_1, B_2) \equiv \exists B_1 \models \top \land B_2 \models \bot
\]

\[
\land \exists B_1 \models \bot \land B_2 \models \top
\]

\[
(\text{ECJ3})
\]

\[
\forall \text{member}(E, C) \equiv \exists C \models cons(E, C_2)
\]

\[
\land \exists C \models cons(E_2, C_2)
\]

\[
\land \exists member(E, C_2)
\]

\[
(\text{ECJ4})
\]

\[ECJ\] reasons similar to \(ECS\) unless trying to prove the precondition of some event \(E\) in \(ECJ1\) which has already been entered into that list (the member predicate in \(ECJ4\)). Then, we have detected some causal cycle and a worst case assumption must
be applied: The worst case is indicated by the additional parameter $B$ which can take any of the values 0 and 1. For example, the worst case for wanting to demonstrate the validity of an effect is that the precondition of its initiator does not hold (0). For example, the worst case for demonstrating the persistence of some fluent is of course that a possible destroyer is successfully terminating that fluent (1). Hence, $B$ is flipped (ECJ3) each time it crosses a negation in the calculus. The ultimate goals for ECJ start with an empty causal chain nil and refer to a ‘dummy’ consumer $E$, e.g., $holds(category(box, guns), t_5, nil, 0, E)$. Also the domain description DOM is correspondingly extended:

\[
\forall \text{initiates}(A, F, T, C, B, E) \equiv \exists F \models holding(Rob, Box) \\
\land A \models \text{pickup}(Rob, Box) \\
\land holds(at(Box, Area), T, C, B, E) \land \ldots
\]  

(DOM)

\[
\forall \text{terminates}(A, F, T, C, B, E) \equiv \exists F \models at(Box, Area) \\
\land A \models \text{pickup}(Rob, Box) \\
\land holds(at(Box, Area), T, C, B, E) \land \ldots
\]

We shall now prove the well-definedness of ECJ and use the following argumentation: Any undefined value in a minimal three-valued ECJ model can only affect the defined predicates $holds$, $clipped$, $initiates$, and $terminates$ and results in an infinite sequence of undefined $holds$ values that incrementally build up a causal chain (Proposition 4). For any given narrative, this chain then must have a cycle. From the definition of the calculus, it follows that the appropriate $holds$ value must be either 1 or 0 (Proposition 5). Since this prohibits any proper minimal three-valued model for ECJ, we can derive the uniqueness of an appropriate minimal two-valued model (Theorem 1). Using a similar argumentation, Theorem 2 shows that any statement valid in the worst case (0) is also valid in the optimistic case (1). Some of the proofs can be found in Appendix B.

**Proposition 4 (Existence of Infinite Sequences in ECJ)** Let $M$ be a minimal three-valued (Herbrand) model for ECJ under $I$, $\Delta$, DOM:

\[
M \models \exists Comp(ECJ1 \land \ldots \land ECJ4 \land ECS3 \land \Delta \land I \land DOM) \land \\
CET \land ECK3 \land \ldots \land ECK5
\]

For all $C : \text{Constant}$; $n : \mathbb{N}$, it holds $0.5 \in \text{ran} IP(C, n)$ if and only if there exists an infinite sequence $i : \mathbb{N}$; $U_{i,1}, \ldots, U_{i,6} : U$ such that $IP(holds, 5)(U_{i,1}, \ldots, U_{i,5}) = 0.5$, $IP(happens, 3)(U_{i,5}, U_{i,6}, U_{i,2}) = 1$, and $U_{i+1,3} = IF(\text{cons}, 2)(U_{i,5}, U_{i,3})$.

**Proof.** see Appendix B.

**Proposition 5 (Three-Valued Minimal Models of ECJ)** Any minimal three-valued (Herbrand) model $M$ of ECJ is already a two valued model of ECJ.

**Proof.** see Appendix B.
Theorem 1 (Unique Minimal Two-Valued Model of ECJ) ECJ has a unique minimal two-valued (Herbrand) model

\[ M \models_2 \text{Comp(ECJ1 } \land \ldots \land \text{ECJ4 } \land \text{ECS3 } \land \Delta \land I \land \text{DOM}) \land \text{CET } \land \text{ECK3 } \land \text{ECK4 } \land \text{ECK5} \]

Proof. Suppose that there are two-valued (Herbrand) models \( M_1, M_2 \) which differ in the truth value of some \( IP(C,n)(U_1, \ldots, U_n) \). Then by Proposition 3, we could construct a three-valued (Herbrand) model \( M_3 \) with \( IP(C,n)(U_1, \ldots, U_n) = 0.5 \). This contradicts Proposition 5. □

Theorem 2 (Treatment of Worst Case in ECJ) Let \( M \) be the minimal (Herbrand) model of ECJ:

\[ M \models \forall \text{holds}(F, T, C, \hat{0}, E) \supset \text{holds}(F, T, C, \hat{1}, E) \]

Proof. see Appendix B. □

Due to its expressiveness and computational properties, ECJ has been successfully applied in the context of the original InTeRRAp architecture and the Automated Loading Dock by standard LP techniques [JFB96a]. Especially the ability to treat partially-ordered multi-agent plans has been a key requirement to encode the delivery tasks and the necessary coordination between forklifts. [Sha97a] has shown that abductive inferences with the Event Calculus closely mirror the behaviour of partial-order planning algorithms, giving a declarative meaning to concepts such as protected links, threats, clutters, and the promotion and demotion of clutters. In recent years, several alternative narrative-based formalisms have been developed for dealing with the frame problem. The Temporal Action Language (TAL) [DGKK98, San94], for example, grew out of an evaluation framework for action logics. It is currently applied in the off-line verification of an unmanned airborne vehicle. But, it has not yet been integrated into on-line decision making.

4.3 Abstraction In The Event Calculus

With the core formalisms of SSA, SUA, ECJ, and TAL, the practical impact of Cognitive Robotics has been sufficiently demonstrated and the frame problem seems to be solved today. Research now focuses on other aspects, such as indeterminate effects [Sha97b, BT97, Lin95], simultaneous actions [Sha97c, BT94, LS95], the modelling of continuous actions [Sha90, HT96], and the incorporation of state-constraints and side-effects of actions (the ramification problem [Th97, KM97a]). These extensions develop increasingly sophisticated, thus increasingly expensive reasoning machines without worrying about the foremost requirement of situatedness both for agents as well as for particular reasoning modules inside agents: the need for doing early and approximate decisions. Our experiments in [JFB96a], for example, have demonstrated that an ECJ-based planner is able to navigate a forklift’s BBL, but only if the timing requirements are not too tight. Otherwise, the planner takes too long at computing future details, such as complete navigation paths, for influencing the fast BBL reactions in time.
Instead of being occupied with details, a reasoner should be able to first treat the important issues of the problem, hence to solve its problem approximately. Later, this solution sketch is to be refined into a detailed result. This is the idea of anytime algorithms [BD94]. In a logic-based setting, abstract representations are an intuitive means to indicate which features of the original problem specification are most important and to hide other information for later incorporation [tTvH98]. For planning systems, this has been most reasonably argued by [Sac74]. Because abstract representations are organised in a decomposition hierarchy, we often speak of hierarchical planning. In hierarchical planning, abstraction can be applied to fluents (situation abstraction) and narratives (action abstraction). The latter subsumes the former if regarding initial situations and goals as 'dummy' actions with no preconditions or no effects, respectively. Abstraction planning is useful for interleaving planning and action in real-time architectures [WHR96]. Figure 23 shows an extract of a forklift's representation hierarchy in which two transport actions are performed concurrently. From an abstract viewpoint, transport is defined as an opaque action with preconditions and effects that describe the movement of robot and delivered box. Hereby, transport looses information about particular fluents which have to do with the robot's positioning (areas of the loading dock, their reachability, etc.) and with the robot's ability to pick and drop a box. The transport macro also looses information about its complex temporal sub-structure that consists of two sequential sub-actions which are macros by themselves (search the box and deliver it to a free destination, searchFree).

transport allows to quickly connect a delivery goal with the current situation. Using this decision as a kind of 'promise' for being able to solve the goal, a planner could already commit to certain actions, e.g., by influencing a forklift's BBL to move the robot to the initial area of the box, while still refining transport on the next level of representation, e.g., to insert pickup and drop actions and to develop a complete navigation.
path to the destination.
Thus, both for a planning module inside InteRRaP-R and for a single decision-making agent, abstract representations are a useful tool. Put in a more general context, any rational agent and any situated reasoning process must always be aware of its representations naturally being abstractions of the real world. To cater for this aspect, a declarative foundation for abstraction hierarchies in Cognitive Robotics has to be found. One prerequisite, the composition of primitive actions into macro actions, has already been discussed for most of the core calculi [LRL97, San94, Dav96, EHT96]. In these extensions, macros are not allowed to have effects by themselves. Causal reasoning is still performed at the most concrete level of representation. Shanahan [Sha97a] goes further by introducing effect axioms also for macro events. Still, his macros are not to be called abstract, since their effects must be logically equivalent to the lower level axiomatisation. By this design, macros do not really loose information which gives no advantage for enabling approximate reasoning.
It is the loss of information that makes real abstractions a non-trivial concept for logic-based treatment. In the example of Figure 23, the conclusion \textit{at}(\textit{Box}_1, \textit{Area}_2) is provable at a high level of abstraction. But this conclusion cannot be necessarily made at the next lower level of abstraction, since, e.g., the delivering robot could already be occupied with some other box (\textit{\neg holds}(\textit{handempty}(\textit{Rob}_1), \ldots) alternatively written as the \textit{dual fluent holds}(\textit{\neg handempty}(\textit{Rob}_1), \ldots)) which we have not taken into account before and which requires additional efforts, e.g., to drop the carried box, in order to install the wanted result. Hence, treating macros by purely semantical or inferential means, such as above approaches promote to preserve their minimal ontology, would require some sort of non-monotonic reasoning principle.
Now we return to our previous argument in the context of \textit{ECJ}. Why not extend the calculus in order to explicitly deal with abstractions if this allows for an intuitive construct (accessible by an agent programmer) and at the same time for a broader implementability because of standard interpretations?
The contribution of this section is to introduce causally-effective macros at separate levels of abstraction into a logic theory of action and time which we call the \textit{Hierarchical Event Calculus (HEC)}. We chose the Event Calculus, in particular \textit{ECJ}, as the basis because of positive experience with its narrative-based reasoning in multi-agent settings. It will turn out that, similar to the relation between Event Calculus and partial-order planning, we can install a one-to-one correspondence between \textit{HEC} inferences and hierarchical partial-order planning.

4.3.1 Prerequisites

Representing macros and levels of abstraction in the Event Calculus needs a few prerequisites which we would like to discuss before giving their formalisation. From these, it will be apparent that \textit{HEC} keeps an intuitive reading, moreover unveils and addresses a deeper problem in reasoning about causality that is also inherent to single-level approaches, such as \textit{ECS}.

\textbf{Duration} In \textit{ECK}, \textit{ECS}, and \textit{ECJ}, events are ideally regarded as instantaneous. When switching to macro actions, such as \textit{transport}, this idealisation does not hold anymore.
Since macros are complex compositions of temporal substructures, e.g., they are possibly long-lasting configurations of underlying reactive processes, they must have a positive duration. Therefore, events must be assigned a time interval consisting of a start time point and an end time point. The end time is greater or equal to the start time.

**Preconditions** In ECK, ECS, and ECJ, preconditions are valid iff they are provably present at the start time of the respective instantaneous event which is equal to its end time. In HEC, events represent opaque substructures with duration. Thus, it is not possible to prove preconditions just at the start of some action, such as to check $\text{free}(\text{Area}_2)$ just at the beginning of a transport.

Worst-case assumptions are the right tool to deal with the absence of further information at this level of reasoning: In the worst case, preconditions are needed by some sub-event of the macro which is located quite at the end (searchFree in transport). Hence, it is safe to speak of a valid precondition iff it has been demonstrably initiated before the start of the macro and is not clipped until its very end. For example, we need to ensure that until the end of transport, no concurrent activity is able to put a different box to the last free space of the envisaged shelf, hence does not terminate $\text{free}(\text{Area}_2)$.

**Effects** When do effects become visible? Similar to the consumption of a precondition, the effect of a macro (at($\text{Rob}_1, \text{Area}_2$) in transport) could be produced by some sub-event relatively late with respect to the overall duration (here: searchFree). Thus, we can take effects not for granted until the very end of some action.

On the other hand, effects could as well be caused by some sub-event rather early in the course of the macro, such as $\text{at}(\text{Rob}_1, \text{Area}_0)$ being terminated by search. Therefore, the persistence of preconditions is violated right from the beginning of some initiating action. Vice versa, terminating effects violate the persistence of preconditions right from the beginning of a destroyer event. Using these conservative rules, we take as much as possible care of the further refinement of an abstract plan.

**Causality** Interestingly, a special version of the above worst-case assumptions has already been present in the ECK and ECS calculi. ECK and ECS state that initiators have to happen before ($<$) the consumption of their effects while destroyers already influence simultaneous settings ($\preceq$).

The inherent possibility of running into causal cycles with that design leads to the computational intractability of ECS by partially undefined minimal models. A possible fix is the requirement that no two actions can happen simultaneously [KS94]. For HEC, this is too heavy a restriction, since actions have durations and could happen interleaved (Figure 24).

Hence, we take over the solution of ECJ not as a purely technical issue to reinstall well-definedness, but also as a deeper question with respect to the applied causality principle: What ECJ already anticipated and what is taken over to HEC is, in a nutshell, the naive physical stance that excludes any effect from altering its own cause, any event to influence the validity of its own preconditions.
Dual Fluents  Relying on the completion of partial information and worst-case analyses, our calculus distinguishes between not being able to demonstrate the validity of a fluent (¬holds(at(Rob1, Area0), t, . . .)) and being able to demonstrate its not being valid (the dual fluent holds(at(Rob1, Area0), t, . . .)). It is sometimes convenient to talk about the latter case in preconditions, thus we extend the calculus to reify duals and to treat them symmetrically. For example,

¬holds(at(Rob1, Area0), t, . . .) ∧ ¬holds(at(Rob1, Area0), t, . . .)

should be satisfiable as a matter of ignorance, while

holds(at(Rob1, Area0), t, . . .) ∧ holds(at(Rob1, Area0), t, . . .)

should not.

Level of Abstraction  So far, we concentrated on durable and information-loosing macros. Once obtained, the representation of levels of abstraction nearly comes for free: Predicates are simply annotated with abstraction-level terms, for example one term referring to transport and corresponding fluents, one level referring to search, searchFree, pickup, and drop and their respective fluents, etc. In this way, we can express fluents which are valid at a particular level of abstraction (holds(at(Box2, Area2), t, . . ., l2)) where this does not necessarily imply their being valid at a different level (holds(at(Box2, Area2), t, . . ., l3). The reasoning at different levels is however not completely separated: An operation which performs the (de-)composition of representations is added and installs the connection between abstract macros and primitive sub-events, between high-level fluents and more concrete state descriptions. This (de-)composition performs bidirectionally, hence serves as a declarative foundation for decomposing approximate plans into refined decisions and for reconstructing high-level intentions from piecewise observations.

4.3.2  The Hierarchical Event Calculus

We now incrementally formalise the Hierarchical Event Calculus

HEC ::= HEC1 ∧ . . . ∧ HEC5 ∧ ECJ3 ∧ ECJ4,
In the following HEC1 definition, holds takes seven arguments which denote the envisaged fluent, two subsequent time-points between which we would like the fluent to persist, a causal chain, the worst case flag, the event whose preconditions are currently under consideration, and the current level of abstraction. It is to read as follows: the fluent holds at a particular level of abstraction immediately before the beginning of the indicated interval and it is exclusively touched by the event under consideration throughout the whole interval. HEC1 provides a special interface to an initial situation I by using the predicate initially (see, e.g., [Sha97a]). Since we assume the initial situation to happen at the very earliest time-point in the narrative, a special version of persistence (isclopped) is used. The effects of actions are introduced by a single predicate (causes) that is defined in the domain axiomatisation DOM. Both initially and causes operate on fluents and dual fluents.

\[
\forall \text{holds}(F, T_1, T_2, C, B, E, L) \equiv \\
\exists T_1 \leq T_2 \land \text{member}(E, C) \land B \equiv 1 \\
\exists T_1 \leq T_2 \land \neg \text{member}(E, C) \\
\land \text{initially}(F, L) \\
\land \text{flip}(B, B_2) \\
\land \neg \text{isclopped}(F, T_2, C, B_2, E, L) \\
(HEC1) \\
\forall \exists T_3 \leq T_2 \land \neg \text{member}(E, C) \land \\
\lor \text{happens}(E_i, E, A_i, T_3, T_4, L) \\
\land T_3 < T_1 \\
\land \text{causes}(A_i, F, T_3, T_4, \text{cons}(E, C), B, E_i, L) \\
\land \text{flip}(B, B_2) \\
\land \neg \text{isclopped}(F, T_3, T_2, C, B_2, E, L)
\]

The clipped predicate in HEC2 is also extended by the current level of abstraction L. Since it is defined over fluents and dual fluents, a destroyer is now identified by its causing the dual fluent — the dual predicate defined in HEC3 uses the function symbol not to switch between the two fluent versions — and by its not being disjoint (the disjoint predicate defined in HEC4) with the proper persistence interval. Since any event should not be able to alter its own preconditions, a destroyer furthermore must be different from E. This coincides with our above remark about holds in which only E, if any event, is able to touch the fluent throughout the persistence interval.

\[
\forall \text{clipped}(F, T_1, T_2, C, B, E, L) \equiv \\
\exists \text{happens}(E_i, A_i, T_3, T_4, L) \\
\land \neg E_i \equiv E \\
\land \text{dual}(F, F_-) \\
\land \text{causes}(A_i, F_-, T_3, T_4, \text{cons}(E, C), B, E_i, L) \\
\land \neg \text{disjoint}(T_1, T_2, T_3, T_4) \\
(HEC2) \\
\forall \text{dual}(F, F_-) \equiv \\
\exists F \equiv \text{not}(F) \\
\forall \exists F_- \equiv \text{not}(F) \\
(HEC3) \\
\forall \text{disjoint}(T_1, T_2, T_3, T_4) \equiv \\
\exists T_2 \leq T_3 \\
\land \exists T_4 < T_1 \\
(HEC4) \\
\]
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HEC5 defines $i$clipped which checks the defect of persistence between the very beginning of the narrative and any time-point $T_1$. The temporal constraints in HEC2 simplify in this case to a destroyer’s not starting after $T_1$.

$$
\exists \text{icli}pped(F, T_1, C, B, E, L) \equiv \exists \text{happens}(E_t, A_t, T_3, T_4, L) \\
\land \neg E, \equiv E \\
\land \text{dual}(F, F_-) \\
\land \text{causes}(A, F, T_3, T_4, \text{cons}(E, C), B, E_t, L) \\
\land \neg T_1 < T_3
$$

(HEC5)

The following axioms (HEC6 – HEC9) relate neighbour levels of abstraction. We assume that there exist (de-)composition operations $\text{decomposeMacro}$ and $\text{decomposeHolds}$ which are defined in DOM and which describe the correspondence of higher-level representations (macro actions and abstract fluents) with more primitive occurrences (sub-events and more concrete fluents). Intuitively, there should be an equivalence between $\text{happens}$ and $\text{decomposeMacro}$ which we do not immediately express as a definition. Rather, we use two separate constraints (HEC6 and HEC8) for ‘maintaining the integrity’ of the given abstraction hierarchy. This will turn out to be useful in the next section. Abstract $\text{holds}$ statements are subject to information loss. Hence, lower-level fluents will imply the occurrence of higher-level ones (HEC9), but not vice versa. For the opposite direction, we determine a weaker relation (HEC7) which just focuses on the initial situation $I$ and requires a $\text{decomposeInitially}$ definition in DOM quite analogous to $\text{decomposeHolds}$.

(HEC6) \hspace{1cm} \forall \text{happens}(E, A, T_1, T_2, L) \supset \exists \text{decomposeMacro}(E, A, T_1, T_2, L)

(HEC7) \hspace{1cm} \forall \text{initially}(F, L) \supset \exists \text{decomposeInitially}(F, L)

(HEC8) \hspace{1cm} \forall \text{decomposeMacro}(E, A, T_1, T_2, L) \supset \exists \text{happens}(E, A, T_1, T_2, L)

(HEC9) \hspace{1cm} \forall \text{decomposeHolds}(F, T_1, T_2, \text{nil}, 0, E_1, L) \supset \\
\exists \text{holds}(F, T_1, T_2, \text{nil}, 0, E_2, L)

Finally, we add three constraints HEC10, HEC11, and HEC12 which state that each event has a positive duration and is unique with respect to its action type, its duration, and its level of abstraction, and that the initial situation must be consistent with respect to dual fluents. The background theory of $<$ is lend from ECK (ECK3 and ECK4).

(HEC10) \hspace{1cm} \forall \text{happens}(E, A, T_1, T_2, L) \supset \exists T_1 \leq T_2 \\
\hspace{2cm} \forall \text{happens}(E, A_1, T_1, T_2, L_1) \land \text{happens}(E, A_2, T_3, T_4, L_2) \supset \exists A_1 \neq A_2 \\
\hspace{3cm} \land T_1 \leq T_3 \\
\hspace{3cm} \land T_2 \leq T_4 \\
\hspace{3cm} \land L_1 \neq L_2

(HEC11) \hspace{1cm} \forall \text{initially}(F, L) \land \text{initially}(F, L) \land \text{dual}(F, F) \supset \exists \bot

(HEC12) \hspace{1cm} \forall \text{initially}(F, L) \land \text{initially}(F, L) \land \text{dual}(F, F) \supset \exists \bot
4.3.3 Domain Representation and (De-)Composition

A narrative in HEC (see our example in Figure 23) is a set of facts of the form

\[ \Delta \triangleq \text{happens}(e_1, \text{transport}(\text{rob}_1, \text{box}_1, \text{parking}, \text{truck}, \text{shelf}_5), t_1, t_2, l_2) \land \\
\text{happens}(e_2, \text{transport}(\text{rob}_2, \text{box}_2, \text{parking}, \text{shelf}_1, \text{truck}), t_3, t_4, l_2) \land \\
\text{happens}(e_3, \text{search}(\text{rob}_1, \text{box}_1, \text{parking}, \text{truck}), t_5, t_6, l_3) \land \ldots \land \\
t_1 \leq t_2 \leq t_3 \leq t_4 \leq t_5 \leq t_6 \leq \ldots \land \]

Where we had to encode the initial situation \( I \) within the narrative and the domain description \( DOM \) before, this is now much easier to realise using the \textit{initially} predicate:

\[ I \triangleq \text{initially}(\text{at(box}_1, \text{truck}), l_2) \land \text{initially}(\text{at(rob}_1, \text{park}), l_2) \land \\
\text{initially}(\text{free(shelf}_3), l_2) \land \text{initially}(\text{at(box}_1, \text{truck}), l_3) \land \\
\text{initially}(\text{handempty(rob}_1), l_3) \land \ldots \]

Domain-dependent situation abstraction is encoded by means of the following definition of \textit{decomposeHolds} (and an analogue definition of \textit{decomposeInitially}) in DOMSAB. It relates particular fluents at higher levels of abstraction to fluents within a more primitive or even the same level of abstraction. For example, the occupancy of areas within the loading dock can be inferred from more concrete positioning data with respect to landmarks \( \text{atPos} \). For example, \textit{ahead} can be derived from positioning and orientation. The decomposition of most primitive fluents is simply \( \top \).

\[
\forall \text{decomposeHolds}(F, T_1, T_2, C, B, E, L) \equiv \\
\exists L \triangleq \text{at(Object, truck)} \\
\land \text{happens(atPos(Object, 1, 1), T_1, T_2, C, B, E, l_4)} \\
(DOMSAB) \\
\forall \text{atPos}(\text{Rob, Box}) \land X_1 \equiv X_2 \land Y_2 \equiv (Y, 1) \\
\land \text{happens(orient(Rob, north), T_1, T_2, C, B, E, L)} \\
\land \text{happens(atPos(Box, X_2, Y_2), T_1, T_2, C, B, E, L)} \\
\ldots 
\]

As for HEC’s ancestor calculi, \( DOM \) contains the causal effects of actions \textit{DOMCAU}. These are defined through a single \textit{causes} predicate which assigns both fluents \( \text{at(Bo}, Area_1 \}) \) and dual fluents \( \text{not(at(Rob, Area_0))} \) as the result of executing an action under particular (positive or negative) preconditions. \textit{causes} distinguishes actions according to different levels of abstraction, i.e., the same action type, such as \textit{pickup}, could have more abstract preconditions and effects at a higher level than at a lower level of abstraction, such as the \textit{atPos} fluent which does not become apparent until level \( l_4 \).
\[ \forall \text{causes}(A, F, T_1, T_2, C, B, E, L) \equiv \]
\[ \exists L \models l_2 \]
\[ \wedge A \models \text{transport}(\text{Rob, Box, Area}_0, \text{Area}_1, \text{Area}_2) \]
\[ \wedge F \models \text{at}(\text{Box, Area}_2) \]
\[ \wedge \text{holds}(\text{at}(\text{Rob, Area}_0), T_1, T_2, C, B, E, L) \]
\[ \wedge \text{holds}(\text{at}(\text{Box, Area}_1), T_1, T_2, C, B, E, L) \]
\[ \wedge \text{holds}(\text{free}(\text{Area}_2), T_1, T_2, C, B, E, L) \]
\[ \forall \exists L \models l_2 \]
\[ \wedge A \models \text{transport}(\text{Rob, Box, Area}_0, \text{Area}_1, \text{Area}_2) \]
\[ \wedge \neg \text{Area}_0 \models \text{Area}_1 \]
\[ \wedge F \models \text{not}(\text{at}(\text{Rob, Area}_0)) \]
\[ (\text{DOMCAU}) \]
\[ \wedge \ldots \]
\[ \exists L \models l_3 \]
\[ \wedge A \models \text{pickup}(\text{Rob, Box}) \]
\[ \wedge F \models \text{holding}(\text{Rob, Box}) \]
\[ \wedge \text{holds}(\text{at}(\text{Box, Area}), T_1, T_2, C, B, E, L) \]
\[ \wedge \text{holds}(\text{handempty}(\text{Rob}), T_1, T_2, C, B, E, L) \]
\[ \wedge \text{holds}(\text{ahead}(\text{Rob, Box}), T_1, T_2, C, B, E, L) \]
\[ \forall \exists L \models l_4 \]
\[ \wedge A \models \text{pickup}(\text{Rob, Box}) \]
\[ \wedge F \models \text{not}(\text{atPos}(\text{Box, X}_1, Y_1)) \]
\[ \wedge \text{holds}(\text{atPos}(\text{Box, X}_1, Y_1), T_1, T_2, C, B, E, L) \]
\[ \wedge \ldots \]

The final task of DOM is to encode abstraction within the temporal narrative by defining the decomposeMacro predicate (DOMAAB). A successful decomposition of a macro is most straightforwardly described as the occurrence (happens) of corresponding sub-events at the next level of abstraction and the validity of temporal constraints between their duration. In our example, the transport macro decomposes into a sequence, i.e., a completely ordered set, of sub-actions. It is possible that actions just decompose into more refined versions of themselves, such as it is the case for pickup and drop from level \( l_3 \) to \( l_4 \).

\[ \forall \text{decomposeMacro}(E, A, T_1, T_2, L) \equiv \]
\[ \exists L \models l_2 \wedge A \models \text{transport}(\text{Rob, Box, Area}_0, \text{Area}_1, \text{Area}_2) \]
\[ \wedge \text{happens}(E_1, \text{search}(\text{Rob, Box, Area}_0, \text{Area}_1), T_1, T_3, l_3) \]
\[ \wedge \text{happens}(E_3, \text{searchFree}(\text{Rob, Area}_1, \text{Area}_2), T_4, T_2, l_3) \]
\[ (\text{DOMAAB}) \]
\[ \exists L \models l_3 \wedge A \models \text{pickup}(\text{Rob, Box}) \]
\[ \wedge \text{happens}(E_1, \text{pickup}(\text{Rob, Box}), T_1, T_2, l_3) \]
\[ \exists L \models l_4 \wedge A \models \text{drop}(\text{Rob, Box}) \]
\[ \wedge \text{happens}(E_1, \text{drop}(\text{Rob, Box}), T_1, T_2, l_4) \]
\[ \ldots \]

Using the expressiveness of first-order logic, the (de-)composition predicates can be converted into a powerful description tool. For example, arbitrarily interleaved activities, such as the two delivery macros in Figure 23, can be described in DOMAAB by
loose temporal relations

\[ \exists \text{happens}(E_1, \text{transport(\ldots)}, T_3, T_4, l_2) \land \text{happens}(E_2, \text{transport(\ldots)}, T_5, T_6, l_2) \land T_1 \leq T_3 \leq T_4 \leq T_2 \land T_1 \leq T_5 \leq T_6 \leq T_2 \]

As [Dav96] has shown, DOMAAB implements the fundamental concepts of a procedural programming language including concurrent statements, sequential statements, recursion, and even conditionals. For example, the search macro can be procedurally refined as

\[ \exists \text{holds}(\text{at}(\text{Rob}, \text{Area}_1), T_1, T_2, l_3) \land \text{holds}(\text{ahead}(\text{Rob}, \text{Box}), T_1, T_2, l_3) \land \text{happens}(E_1, \text{moveArea}(\text{Rob}, \text{Area}_1), T_1, T_3, l_4) \land \text{happens}(E_2, \text{look}(\text{Rob}, \text{Box}, \text{Area}_0, \text{Area}_1), T_4, T_2, l_5) \land T_1 \leq T_3 \leq T_4 \]

where \text{moveArea} and \text{look} are lower-level navigation ‘routines’.

This property of DOMAAB, namely the treatment of plans or narratives as procedures, is the key to specify the complex intentions of agents. This is of course not too surprising, since the definitions just lift the expressiveness of underlying logic programming. One may argue that the use of HEC is therefore a trivialisation to the general application of logic programming to agent design. As already argued in [McC63], the difference is that a logic ‘procedure’ and a logical ‘application of the procedure’ are now represented as refined terms of our theory of time and action and hence subject to ongoing reasoning about explicit causal and temporal relationships. This holds for the prediction of abstract situations from given observations such as needed to build a knowledge base module. This holds for the task of a planning module to synthesise an intention from designer-given pieces of behaviour. And this holds for the plan’s on-line interpretation in interaction with the environment within intention execution modules. The final part of a HEC specification are the overall goals to be achieved which are defined as a set of conservative \text{holds} expressions (sceptical mode 0, causal chain nil, ‘dummy’ consumer \(E_1, E_2\)) referring to different levels of abstraction

\[ G ::= \text{holds}(\text{at}(\text{box}_1, \text{shelf}_3), t_7, t_8, \text{nil}, \hat{0}, E_1, l_2) \land \text{holds}(\text{at}(\text{box}_5, \text{shelf}_3), t_7, t_8, \text{nil}, \hat{0}, E_2, l_3) \]

We then derive the framework \(\text{DOM} \land I \land \Delta \models_{\text{HEC}} \exists G\).

4.3.4 Well-Definedness and Other Properties

As we have demonstrated in the case of ECJ, it is important to establish the computational tractability of HEC with respect to partially undefined models. Since the technique of dealing with mutual dependencies has been carried over to HEC, the arguments and proofs that partially moved into Appendix B are similar, if not identical. First, we show that undefined predicates result in an infinite sequence of undefined \text{holds} values incrementally building up a causal chain. The events referred in that sequence are introduced via \text{happens} facts in the narrative \(\Delta\) (Proposition 6). Then, the appearance of a causal cycle and the definedness of some intermediate \text{holds} value, hence the collapse of the infinite sequence can be shown.
This construction also carries over to the worst-case behaviour of HEC (Theorem 4) from which we finally derive in Theorem 5 that dual fluents are treated as intuitively expected: It is not possible to demonstrate the persistence of both a fluent and its dual within the same pessimistic context.

**Proposition 6 (Existence of Infinite Sequences in HEC)** Let $M$ be a minimal three-valued (Herbrand) model for HEC under $I, \Delta, \text{DOM}$:

$$M \models_3 \text{Comp}(\text{HEC}1 \land \ldots \land \text{HEC}5 \land \text{ECJ}3 \land \text{ECJ}4 \land \Delta \land I \land \text{DOM}) \land \text{CET} \land \text{ECK}3 \land \text{ECK}4 \land \text{HEC}6 \land \ldots \land \text{HEC}12$$

For all $C : \text{Constant}$; $n : \mathbb{N}$, it holds $0.5 \in \text{ran IP}(C,n)$ if and only if there exists an infinite sequence $i : \mathbb{N}; U_{i,1}, \ldots, U_{i,8} : U$ such that $\text{IP}(\text{holds},7)(U_{i,1}, \ldots, U_{i,7}) = 0.5$, $U_{i+1,4} = \text{IF}(\text{cons},2)(U_{i,6},U_{i,4})$, and $\text{IP}(\text{happens},5)(U_{i,6},U_{i,8},U_{i,2},U_{i,3},U_{i,7}) = 1.0$.

**Proof.** see Appendix B.

**Proposition 7 (Three-Valued Minimal Models of HEC)** Any minimal three-valued (Herbrand) model $M$ of HEC is already a two valued model.

**Proof.** see Appendix B.

**Theorem 3 (Unique Minimal Two-Valued Model of HEC)** $\text{HEC'}$ has a unique minimal two-valued (Herbrand) model

$$M \models_2 \text{Comp}(\text{HEC}1 \land \ldots \land \text{HEC}5 \land \text{ECJ}3 \land \text{ECJ}4 \land \Delta \land I \land \text{DOM}) \land \text{CET} \land \text{ECK}3 \land \text{ECK}4 \land \text{HEC}6 \land \ldots \land \text{HEC}12$$

**Theorem 4 (Treatment of Worst Case in HEC)** Let $M$ be the minimal (Herbrand) model of HEC:

$$M \models \exists \text{holds}(F, T_1, T_2, C, \hat{0}, E, L) \supset \text{holds}(F, T_1, T_2, C, \hat{1}, E, L)$$

**Theorem 5 (Treatment of Dual Fluents)** Let $M$ be the minimal (Herbrand) model of HEC:

$$M \models \exists \text{holds}(F, T_1, T_2, C, \hat{0}, E, L) \land \text{Dual}(F, F_-) \supset \neg \text{holds}(F_-, T_1, T_2, C, \hat{0}, E, L)$$

**Proof.** see Appendix B.

### 4.4 Bottom Line

A common declarative framework for describing the reasoning of unified agents as well as of particular processes inside a hybrid agent has to care about the representation of fluents, time, actions, and their inherent causal relationships possibly in an "executable" first-order logic. This section developed the Hierarchical
Event Calculus as an expressive theory that is derived from the narrative-based formalisms of [KS86, Sha97a, Dav96]. Like the calculi of [LRL97, Sha97a, Dav96], HEC reifies a procedural sub-language which is able to synthesise and analyse the complex intentions of agents, such as behaviours, plants, and protocols. Unlike [LRL97, Sha97a, Dav96], HEC explicitely deals with multiple levels of abstraction that incorporate macro events with own duration, own effects, and own preconditions. This is to address the foremost requirement of situatedness which is the making of approximate inferences and decisions.

For this purpose, HEC relies on standard logic programming for broad implementability and exhibits useful properties, such as well-definedness, in reasoning about incomplete information. Just as SC is regarded as the theory behind state-space planning, just as the Event Calculus has been shown to declaratively mirror the computation of partial-order planning à la UCPOP [Wel94], HEC provides a formal basis for expressing the abstraction planning of, e.g., Hierarchical Transition Networks [EHN94], and, in general, for expressing all the InteRRApR processes, such as mental model, reflex, and protocol execution in an inferential setting. A suitable inference framework for HEC shall be developed in the following.

5 Inference: ALP

Model theory is the prime tool for designing and analysing logic specifications such as the Hierarchical Event Calculus. Computational logics also rely on their proof-theoretic, inferential semantics that describes how to trace consequences and explanations of a given theory in a systematic fashion, e.g., how to 'execute' HEC for realising various reasoning processes. Proof theory has even been propagated as a partial substitute for model theory [Kow95]. Usually, however, proof and inference procedures are evaluated with respect to soundness and completeness for a given model theory; sound procedures only accept statements which are valid in the model-theoretic sense. Complete procedures are able to eventually derive all valid statements.

5.1 Logic Programming and SLDNF

The problem of determining the satisfiability of a first-order formula, i.e., to derive whether for a given \( F : Wff \) there exists a model \( M \) and an assignment \( V \) such that \( M, V \models F \), is semi-decidable: We can only give procedures which terminate if a formula is unsatisfiable or valid, but do not necessarily halt if the formula is satisfiable and not valid. Early proof procedures by Davis & Putnam [DP60] and Robinson [Rob65] were building on the work of Herbrand [Her67] who showed remarkable connections between syntactical manipulations on first-order formulae and their semantics.

It was especially due to the resolution principle of Robinson that the automation of first-order logic became an attractive and fruitful field of research. Resolution can be coded as a relation \( \vdash : Wff \leftrightarrow Wff \) that describes a set of possible computation steps starting from an initial formula \( F : Wff \) and successfully ending if \( F \vdash^* \bot \land F_1 \) where the transitive hull \( \vdash^* \) enumerates all derivations that are according to the resolution principle. Resolution incorporates the following particular inference steps AND + FAL + TRU + RES + EXI + ALL which partially substitute the quantified variables.
(Definition 8). For reasons of simplicity, we have omitted to establish the associativity and commutativity of \( \lor \) and \( \land \).

**Definition 8 (Substitution)** A substitution \( \sigma : \text{Variable} \rightarrow \text{Term} \) is a mapping from variables to terms. The application of a substitution \( \sigma \) to a term \( T_e \), \( T_e \sigma \), is inductively defined for all \( V_a : \text{Variable} \); \( C : \text{Constant} \); \( T_{e_1}, \ldots, T_{e_n} : \text{Term} \) as

\[
V_a \sigma = \sigma(V_a) \quad \text{ and } \quad C(T_{e_1}, \ldots, T_{e_n}) \sigma = C(T_{e_1} \sigma, \ldots, T_{e_n} \sigma)
\]

\[
\frac{(\neg(F_1 \lor F_2) \lor F_3) \land F_4}{(-F_1 \lor F_3) \land (-F_2 \lor F_3) \land F_4} \quad \text{AND} \quad \frac{(\exists V.a. F_1 \lor F_2) \land F_3}{(F_1(V \rightarrow C) \lor F_2) \land F_3} \quad \text{EXI}
\]

\[
\frac{(-\exists V.a. F_1 \lor F_2) \land F_3}{(-\exists V.a. F_1 \lor F_2) \land (\neg F_1(V \rightarrow T_e) \lor F_2) \land F_3} \quad \text{ALL}
\]

\[
\frac{(\bot \lor F_1) \land F_2}{F_1 \land F_2} \quad \frac{F_1 \land F_2}{\bot} \quad \text{FAL} \quad \text{TRU}
\]

\[
\frac{(V \land C_i(T_{e_{i_1}}, \ldots, T_{e_{i_n}}) \lor F_1) \land (V \land C_i(T_{e_{i_1}}, \ldots, T_{e_{i_n}}) \lor F_2) \land F_3}{(V \land C_i(T_{e_{i_1}}, \ldots, T_{e_{i_n}}) \lor F_1) \land (V \land C_i(T_{e_{i_1}}, \ldots, T_{e_{i_n}}) \lor F_2) \land (F_1 \lor F_2) \land F_3} \quad \text{RES}
\]

Resolution is a sound refutation procedure. If \( \bot \) appears in the top-level conjunct of a derived formula, we know that it is unsatisfiable, hence this must hold for all intermediately computed formulae and thus the initial formula, too. To demonstrate that a particular statement is valid, we demonstrate the unsatisfiability of its negation by using the resolution principle. Resolution is a complete refutation procedure by eventually deriving \( \bot \) from any unsatisfiable formula [Fir90].

But these are just in-principle statements because \( \vdash \) does not immediately lead to a deterministic algorithm. One measure for improvement is to switch to a unification-based approach {Rob65, Sie89, LMM88} which delays the non-deterministic choice of the right variable replacement in ALL until it is really needed to perform RES. An unification algorithm is deployed to derive the most general unifier that renders two literals dual and enables the application of the RES step. First-order unification is decidable; early algorithms were specified recursively with exponential complexity. Recent developments have shown that it can be done in quasi-linear time [MM82].

Another measure is to choose more convenient canonical representations, such as normal logic programs, and more appropriate inference services, such as the checking of entailment \( P \models \exists G \). For example, if we restrict to positive literals in the body of clauses and the goal (definite logic programs), all rewritings can fully concentrate on the goal expression \( \vdash_{+} : \text{Program} \rightarrow \text{Goal} \leftrightarrow \text{Goal} \) and can be captured within a single inference step. In the following, we abbreviate \( \vdash_{+} (P) \) to \( \vdash_{+} P \), let \( \sigma : \text{Variable} \rightarrow \text{Term} \) be a most general unifier, and suppose \( \pi(P) \) to be a variant of the program \( P \) that is an equivalent formula, but has all variables ‘renamed apart’.

\[
\frac{C(T_{e_1}, \ldots, T_{e_n}) \land G_1 \quad \pi(P) \models \exists V C(T_{e'_1}, \ldots, T_{e'_n}) \subset \exists G_2 \quad T_{e'} \sigma = T_{e} \sigma}{G_2 \sigma \land G_1 \sigma} \quad \text{SLD}
\]
This principle is called SLD (Linear Resolution with Selection Function on Definite Clauses) and is due to [KK71]. It is a sound specialisation of a unification-based RES step trying to refute \( P \land \neg \exists G \). When deriving \( G \vdash^*_P \top \), we know that \( P \land \neg \exists G \) is not satisfiable, hence \( P \models \exists G \).

By embarking the possible derivations, not every SLD-step eventually leads to the \( \top \) goal, anymore. A complete SLD algorithm therefore has to simultaneously trace several optional rewritings \( G_1 \lor \ldots \lor G_n \) that are scheduled by a search rule and build a search tree quite similar to our construction of inference processes from Section 3. SLD has been shown complete if it either terminates or its search rule eventually rewrites all the available options. Then, it is called semi-fair. This is independent of the computation rule that chooses the sub-goal to rewrite within the selected search option. We speak of fairness if the derivation terminates or the computation rule eventually rewrites all the literals. For these concepts, see, e.g., [Llo87].

The practical aspect of SLD comes at the price of expressiveness, here: the abandonment of negated literals. SLD has been extended to cover normal logic programs by treating negated literals in the goal as finite failures of embedded resolution proofs. ‘Negation-as-Failure’ (NF) that is safe for ground literals, i.e., those containing no variables, has been theoretically investigated by Clark [Cla78] in connection with the already presented completion semantics. In the following, \( \vdash^*_P \) captures all derivations of length \( n : \mathbb{N} \).

\[
\begin{align*}
\frac{\neg C(Te_1, \ldots, Te_n) \land G_1 \quad C(Te_1, \ldots, Te_n) \vdash^*_P \{ \bot \land \ldots \} \quad \forall \langle Te_j \rangle = \emptyset}{G_1} & \quad \text{NF1} \\
\frac{\neg C(Te_1, \ldots, Te_n) \land G_1 \quad C(Te_1, \ldots, Te_n) \vdash^*_P \top \quad \forall \langle Te_j \rangle = \emptyset}{\bot} & \quad \text{NF2}
\end{align*}
\]

SLDNF:=SLD+NF1+NF2 has been shown sound with respect to inferring entailment from \( \text{Comp}(P) \land \text{CET} \) [Cla78]. Given fairness, [CL89] also demonstrated its completeness under strict queries for which, alternatively, a three-valued fix-point semantics has been given by [Kum87]. In contrast to SLD, semi-fairness is no longer enough for building a complete algorithm: We could imagine computation rules which hinder the construction of finite failures, hence the existence of a finite depth of the nested proof.

The expressiveness of normal logic programs under SLDNF matches the one of Turing machines. This has rendered SLDNF the prime inference principle for logic programming. It has been practically applied to a range of applications, especially in prototyping problem solving for, e.g., databases, linguistics, scheduling, and configuration applications that are beyond the scope of traditional imperative or object-oriented programming. It has initiated a highly active and influential field of research that investigates the trade-off between first-order expressiveness and effectiveness.

### 5.2 Abductive Logic Programming and IFF

In several problem solving areas, such as diagnostics, two particular drawbacks of NF are its closed-world assumption and its rigid safety condition. For example, we do not always want to minimise lacking information within the system, such as observable symptoms and their medical reasons. Rather we would like to derive all diagnoses
that lead (inter alia) to the observed symptoms. Some of these are minimal and trivial, but some of these could be complicated and serious. Moreover, we do not want the inference procedure to get stuck because of being ignorant about the colour of the patient’s rash. Instead we would like to gain a proposed instantiation of the colour depending on the current hypothesis, such as “Influenza is one possible diagnosis, if the rash is not red.”

An inference service that extends the completion entailment of normal logic programs is the ‘Abductive Logic Programming’ (ALP) framework of [KKT93]. So far, we dealt with deductive inferences demonstrating that some formula \( G \) logically follows from a background theory: \( \text{Comp}(P) \land \text{CET} \models \exists G \). Abduction additionally looks for possible factual extensions \( \Delta \) of the background theory which explain the desired or observed goal: \( \text{Comp}(P \land \Delta) \land \text{CET} \models \exists G \). It can be shown that abductive assumptions about a limited set of predicates, so-called abducibles, are just a special version of a closed-world assumption [TK95] and can be realised using ordinary SLDNF. This form of ALP is closely related to the minimisation policies of default logics [Rei80].

In order to have a direct access to hypotheses and to cater for non-ground negative literals, special ALP procedures have been developed [CDT91, DS92, JFB96a]. The perhaps most comprehensive account that is based on the clausal, factual, and constraint representation of Figure 21 is given by the IFF proof procedure [FK97]:

\[
\begin{align*}
\text{SMP1} & \quad \forall (F_1 \land \neg \exists G) \supset F_2 \\
\text{SMP2} & \quad \forall (F_1) \supset (F_2 \lor \exists G) \\
\text{SMP3} & \quad \forall (F_1 \land F_2) \supset F_3
\end{align*}
\]

\[
\begin{align*}
C(Te_1, \ldots, Te_n) \land F_1 \ldots \pi(P) \exists \forall C(X_1, \ldots, X_n) \equiv \forall (\exists G_i) \quad X_j \sigma = Te_j \\
\forall (G_i \land F_1) \\
\end{align*}
\]

\[
\begin{align*}
\forall (C(Te_1, \ldots, Te_n) \land G) \supset F_2 \\
\forall C(X_1, \ldots, X_n) \equiv \forall (\exists G_i) \quad X_j \sigma = Te_j \\
\end{align*}
\]

\[
\begin{align*}
\forall (\forall (G_i \land G) \supset F_2) \\
(\forall (\forall \forall (S_i \supset Te_j \land G) \supset F_4)) \land (F_1 \land F_2) \\
\forall F_3 \\
\end{align*}
\]

\[
\begin{align*}
\forall (\exists G \supset (\exists C(Te_1, \ldots, Te_n) \land F_1) \land F_2) \land F_3 \\
\forall (\forall F_1 \land F_2) \land F_3 \\
\forall (\forall G \supset F_1) \land F_2 \\
\forall F_3 \\
\end{align*}
\]

\[
\begin{align*}
(\forall (\forall \forall (S_i \supset Te_j \land G) \supset F_4)) \land (F_1 \land F_2) \\
\forall F_3 \\
\end{align*}
\]

\[
\begin{align*}
(C(Te_1, \ldots, Te_n) \land F_1) \land F_2 \\
F_1 = C(S_1, \ldots, S_n) \land F_3 \\
\end{align*}
\]

\[
\begin{align*}
C(Te_1, \ldots, Te_n) \land F_1 \land (\forall \forall (S_i \supset Te_j \land G) \supset F_4) \\
(\forall (\forall \forall (S_i \supset Te_j \land G) \supset F_4)) \land (F_1 \land F_2) \\
\forall F_3 \\
\end{align*}
\]

Starting from an initial formula \( G \land IC \), IFF applies a number of equivalence rewritings \( \forall, G_i \land \Delta_i \land IC_i \supset p, \forall, G_i \land \Delta'_j \land IC_j \). These include simplification (SMP), the unfolding (resolving) of goals and constraint bodies (UNF1 and UNF2), the ‘propagation’ of information into constraints (PRP), the splitting (‘firing’) of constraints (FIR), and the condensation of facts through factoring (FCT). Related to the ‘Negation-as-Inconsistency’ principle of [GS86], SMP1 transforms negated goals \( \neg \exists G \) into a particular type of constraints \( \forall G \supset \exists \bot \) that are elaborated interleaved to the other formulae.
IFF also employs a constraint-sensitive version (EQU) of the unification mechanism of [MM82] of which we leave out some of the details. IFF additionally introduces a case analysis (CAS) of the equalities appearing in constraint bodies:

\[
\frac{Te = Te \land F_1 \ldots}{F_1 \ldots} \quad \text{EQU1} \quad \frac{C(Te_1, \ldots, Te_n) = C(S_1, \ldots, S_n) \ldots}{\land_{j \in \{1, \ldots, n\}} Te_j = S_j \ldots} \quad \text{EQU2}
\]

\[
\frac{(X \equiv Te \land F_1) \lor F_2}{(X \equiv Te \land F_1) \lor F_2} \quad \text{EQU3}
\]

\[
\frac{(\forall (G \land X \equiv Te) \supset F_1) \land F_2}{(\forall G \supset F_1) \land X \equiv Te \land F_2} \lor (\neg \exists X \equiv Te \land F_2) \lor F_3 \quad \text{CAS}
\]

A successful derivation \( G \land IC \vdash^p \left( \land_j X_j \equiv Te_j \land \Delta' \land IC' \right) \lor F \) produces a disjunct in which, besides a set of equalities and constraints, only positive abducibles \( \Delta' : \text{Fact} \) (the so-called residue) appear. From such a disjunct, an answer hypothesis \( \sigma; \Delta \) can be constructed as follows: Let \( \sigma \) be a substitution such that \( \land_j X_j \sigma = Te_j \) hold, such that the inequalities in \( IC' \) (constraints of the form \( \exists X \equiv Te \supset \exists X \mid \downarrow \)) are implied and such that \( \sigma \) assigns ground terms (\( \forall (Te) = \emptyset \)) to all variables in \( \Delta' \). We then let \( \Delta = \Delta' \sigma \) and write \( \vdash^p_{\sigma, IC} G \). This construction can be generalised to any intermediate state of a proof:

**Definition 9 (Intermediate Substitutions and Hypotheses)** Let

\[
F := \bigwedge_j S_j \equiv Te_j \land IC \land \Delta \land G
\]

be an intermediate disjunct derived by IFF. We define corresponding sets of intermediate substitutions \( S(F) \) and intermediate hypotheses \( H(F) \) as

\[
S(F) := \{ \sigma \mid \sigma \land CET \models IC \bigwedge_j S_j \equiv Te_j \land \Delta \sigma \}
\]

\[
H(F) := \bigvee_{\sigma \in S(F)} \Delta \sigma
\]

**Proposition 8 (Monotonicity of Intermediate Hypotheses)** For all \( t : \mathbb{N} \) such that \( G \land IC \vdash^p \left( G' \land \Delta' \land IC' \right) \lor F_1 \) and \( (G' \land \Delta' \land IC') \vdash^p \left( G'' \land \Delta'' \land IC'' \right) \lor F_2 \), it holds that \( S(G'' \land \Delta'' \land IC'') \subseteq S(G' \land \Delta' \land IC') \) and \( H(G'' \land \Delta'' \land IC'') \models H(G' \land \Delta' \land IC') \).

**Proof.** This can be seen from the way that IFF is treating abducibles. New abducibles can be added according to FIR and UNF, hereby extending the predecessor hypotheses. Two abducibles can only be merged (FCT) by establishing new equalities. \( \square \)

IFF is sound in that it does not change the satisfiability of a formula according to three-valued completion semantics and the theoremhood of integrity. Moreover, IFF rewrites the formulae equivalently under the given background program and hence improves the completeness results of earlier proof procedures [CDT91, DS92, JFB96a]. Completeness for abductive inferences is reasonably restricted to the generation of ‘plausible’ or ‘minimal’ hypotheses. This is because we do not want to generate every possible diagnosis to a given observation: there are infinitely many of them which distinguish in fully problem-irrelevant details. Instead, for every possible diagnosis, we like to find at least one representative explanation that is a valid hypothesis by itself and, at the same time, comprises a subset of the original assumptions. This coincides with the philosophical stance of *Okham’s Razor* and is technically realised in the following theorem (where substitutions and residues are sets of literals):
Theorem 6 (Soundness and Completeness of IFF) The IFF procedure is sound and complete with respect to the three-valued completion semantics, i.e., for all $P : \text{Program and } IC : \text{Constraints}; \ G : \text{Goal}$, it derives $\vdash_{P,IC}^{\sigma,\Delta} G$ only if $P, IC, \Delta \models G\sigma$. For all $\sigma, \Delta'$ such that $P, IC, \Delta' \models G\sigma$, there exists a $\Delta \subseteq \Delta'$ such that $\vdash_{P,IC}^{\sigma,\Delta} G$.  

Proof. see [Fun96].

We recognise that IFF is as close to a traditional proof procedure as to a logic programming service. This is due to its rich language, the expressive power of ‘Negation-as-Inconsistency’, and the reintegration of all inference options into a single equivalence transformation. As such, some of the IFF steps can result in explosive operations, such as unfolding. IFF also keeps some of the problems related to negation and unfairness. For particular programs and constraints, appropriate selection rules can be given which, e.g., postpone explosive steps as long as possible, while still retaining fairness, hence completeness. Then, IFF can be practically realised upon standard LP. IFF has already been used for semantic query optimisation, for deductive database view updates, for constraint programming, and even for planning. Especially in the latter context, ALP and IFF exhibit some outstanding feature for turning an inference service into a situated reasoning process. As a by-product of abductive completeness, IFF allows the incremental specification of problems, that is, at any time during a proof and for any valid hypothesis, we can find an intermediate result that is extendible to the hypothesis (Proposition 9). It follows that, even if we extend the problem specification by establishing new constraints, new goals, new instantiations, and new abducibles, completeness is not affected (Theorem 7). We will elaborate in the rest of this section that this property renders ALP and IFF a flexible basis for ‘executing’ a theory of time and action, such as HEC, within hybrid InteRRaP-R.

Proposition 9 (Existence of Intermediate Hypotheses) If $P \land \Delta, IC \models G\sigma$, then for each $t : \mathbb{N}$ there exists $G \land IC \vdash^{p}_{s} (G' \land \Delta' \land IC') \lor F$ such that $\sigma \in S(G' \land \Delta' \land IC')$ and $\Delta \models \mathcal{H}(G' \land \Delta' \land IC')$.

Proof. Suppose a $t : \mathbb{N}$ such that $G \land IC \vdash^{t}_{s} \lor F$, and $\Delta \not\models \mathcal{H}(F)$ or $\sigma \not\in S(F)$. Then, by Proposition 8, this also holds for all $t' > t$. Because of Theorem 6, however, there must be some $t'' : \mathbb{N}$ and $F$ such that $\mathcal{H}(F) \subseteq \Delta$, $S(F) = \{\sigma\}$, and for all $t'' > t$ there exists a $F''$ such that $G \land IC \vdash^{t''}_{s} F \lor F''$. This derives a contradiction.

Theorem 7 (Incrementality of IFF) For any $t : \mathbb{N}$ and $P \land \Delta \land \Delta', IC \land IC' \models (G \land G')\sigma$, there is $\Delta \land G \land IC \vdash^{p}_{s} (\Delta'' \land G'' \land IC'') \lor F$ such that $\sigma \in S(\Delta'' \land G'' \land IC'')$ and $\Delta \land \Delta' \models \mathcal{H}(\Delta'' \land G'' \land IC'')$.

Proof. First, we note that for any $\Delta$, the procedure $\Delta \land G \land IC \vdash^{p}_{s}^{\sigma,\Delta \land \Delta'}$ is sound and complete with respect to inferring $\sigma, \Delta'$ such that $P \land \Delta \land \Delta', IC \models G\sigma$. This is because we could reduce its inference steps to those of the procedure $G \land IC \vdash^{p}_{s}^{\sigma,\Delta \land \Delta'}$ for which, by Proposition 9, intermediate hypotheses compatible with $\Delta$ exist (1).

Within a minimal model, the monotonicity of logic consequence still holds. Hence we have that $P \land \Delta \land \Delta', IC \land IC' \models (G \land G')\sigma \models G\sigma$ and furthermore $P \land \Delta \land \Delta', IC \land IC' \models G\sigma$ implies $P \land \Delta \land \Delta', IC \models G\sigma$. Thus, $\Delta \land \Delta'$ is a
solution to the restricted problem for which, by (1), compatible intermediate results in $\Delta \land G \land IC \vdash_\rho$ exist.

5.3 Local Planning: On-line Decision Making by ALP & HEC

To realise agent systems with the presented inferential LP machinery, Cognitive Robotics provides us with particular logic programs to be 'executed' (the core calculi) and particular data structures to be handled (e.g., fluents, events, and time). For example, using the Situation Calculus $SitK$ as the logic program for deductive SLDNF — $\vdash_\sigma^{SitK}$ $G$ — gives us a provably sound and complete algorithm for both analysing and synthesising linear plans. In this framework, fluents, situations, and plans are manipulated terms of the first-order language. The type of service, i.e., prediction versus planning, smoothly varies with the degree of instantiating $G$ through the answer substitution $\sigma$. The resulting algorithm which we note as $I \land DOM \vdash_\sigma^{SitK}$ $G$ can easily imitate the behaviour of traditional state-space planners, such as STRIPS [McC85].

Using the Event Calculus $ECJ$ under SLDNF — $I \land DOM \land \Delta \vdash_\sigma^{ECJ}$ $G$ — establishes a sound and complete algorithm for analysing non-linear narratives according to the restrictive interpretation of partially-ordered solutions. For both calculi, we recognise that LP introduces a programmable, verifiable, and flexible logic surface (including, e.g., conditional and universal effects, partial specifications, deduced fluents, etc.) while bridging the gap to algorithmic issues.

Because plans in the Event Calculus are formulae, not terms, a decision making agent, such as the one in the right part of Figure 25, cannot be purely based on deductive inferences. Rather, its planning requires to make hypotheses $\Delta$ about the future course of the world. Similarly, perceptual observations $G'$ do not immediately tell the agent what its environment is like, rather represent symptoms from which the agent must predict, how the world has been in the past and what it looks like presently. This is a quite diagnostic setting and, subsequently, the ALP framework has been proposed in [Esh88, Sha89, JFB96a] to execute Event-Calculus-style calculi, such as $I \land DOM \vdash_\sigma^{ECJ}$ $G'$, for obtaining sound and complete partial-order planning procedures à la UCPOP [Wel94]. This considerably extends the range of the above deductive and situation-based approach [KS94].

Figure 25 illustrates that there is even a more fundamental motivation for using ALP-
based agent inferences: Other agents and environmental processes perform actions and inferences by themselves which leads to a stream of new observations and goals. These have to be incorporated in order to continuously derive rational and consistent commitments. Therefore we are also in a quite interactive setting and consequently, [KS96b] proposed the incremental IFF to handle the commitments and observations of a situated ALP-agent as on-line abducibles.

Equipped with a particular variant of the Event Calculus that is able to represent macro events [Dav96], Kowalski & Sadri's ALP-agent has been made programmable at the level of plans. Similar to the GOLOG approach [LRL97], the employed background theory however abolishes any proper axiom of causality to trace means and ends which is why the resulting agents primarily execute macros and do not really plan them. The rationale behind this simplification is to avoid the otherwise too complex logic reasoning for simultaneously predicting, planning, and executing within a dynamic environment.

The purpose of this section is to reinstall the full potential of Cognitive Robotics even for the case of broad agents. This is possible by our HEC theory supporting approximate reasoning about causality on several levels of abstraction. This is moreover possible by describing the overall agent not as a single proof procedure, but as a set of independent, but interacting inference processes. Each of those processes focuses on a particular prediction, planning, or execution task within a vertically modularised layer. Each of those layers focuses on a particular temporal and representational spectrum within the horizontally modularised agent.

The local planning process developed in this subsection serves as a prototype to obtain all other agent processes in Subsection 5.4, such as knowledge base processes and intention execution processes. In Subsection 5.5, we will then discuss the mainly representational issues which allow to distinguish BBL, LPL, and SPL of InteRRaP-R.

5.3.1 Hierarchical Partial-Order Planning

The encoding of planning problems into the Event Calculus comprises an initial situation \( I \), a domain axiomatisation \( DOM \), a goal expression \( G \), and a plan representation \( \Delta \) that includes happens and \(<\) facts and should be the residue of an abductive proof procedure.

In the Hierarchical Event Calculus, all of these formulae now contain expressions that refer to various levels of abstraction. To define what constitutes an Abstraction Planning Problem (APIP) in our formal language along [Sac74], we use the notation \( F(\{l_0, \ldots, l_n\}) \) to extract those definitions and facts out of a formula \( F \) which refer to a particular set of level of abstraction: We are then interested in a sequence of incrementally refined plans down to the most concrete level of representation, but not necessarily starting with the most abstract level, all of which solve intermediate planning problems, i.e., the related goals logically follow from an appropriate portion of the initial situation, the domain description, and HEC. To this end, we chose \( PIHEC := HEC \setminus \{HEC8, HEC9\} \) as the sub-theory of HEC that focuses on refinement, not the construction of abstractions and otherwise keeps all the properties shown in Section 4.
Definition 10 (APIP) Let $\mathcal{L} := \{l_0, l_1, \ldots, l_n\}$ be a set of incremental levels of abstraction. Let $I, DOM, G$ be an initial situation, a domain axiomatisation, and a goal. The Abstraction Planning Problem $\text{APIP}(I, DOM, G, \mathcal{L})$ is the problem of finding an $i : \mathbb{N}$ with $i \leq n$ and a series of incrementally refined plans and substitutions $\{(\Delta_i, \sigma_j) \mid i \leq j \leq n\}$. For all $i \leq j < n$, it must hold that $\sigma_i$ is identical to $\sigma_{i+1}$ restricted to variables in $G(\{l_0, \ldots, l_j\})$ and $\Delta_{j+1}(\{l_0, \ldots, l_j\}) = \Delta_{j}(\{l_0, \ldots, l_j\})$. Moreover, it holds

$$I(\{l_0, \ldots, l_j\}) \land DOMCAU \land \Delta_j \land \Phi(\{l_j\}) \models_{PHEC} G(\{l_i, \ldots, l_j\})\sigma_j$$

where $\Phi$ is the set of all 'decomposeInitially' and 'decomposeMacro' literals such that $I \land DOMSA\land DOMAAB \land \Delta_n \models \Phi$.

The APIP is said to be solved completely if for all $\{(\Delta_i, \sigma_j) \mid i \leq j \leq n\}$ which solve the APIP, we can find a solution $\{(\Delta_j, \sigma_j)\}$ such that $\Delta_j(\{l_j\}) \subseteq \Delta_j(\{l_j\})$ and $\sigma_j = \sigma_j'$.

In order for a particular level of abstraction to be consistent with $\text{HEC}6$ and $\text{HEC}7$, the conditions of the corresponding $\text{decomposeMacro}$ and $\text{decomposeInitially}$ operations on the next level of abstraction have to be valid, too. Hence, Definition 10 regards an abstract plan as correct if we can show the entailment of goals given all those literals in $\Phi(\{l_j\})$.

Using the IFF proof procedure as $\models_{PHEC}$ immediately gives us a sound Abstraction Planning Algorithm (APIA). This and the following results hold if either employing the three-valued or the two-valued completion semantics in Definition 10. This is because both coincide in the $\text{HEC}$ case according to Theorem 3.

Theorem 8 (Sound APIA) $I \land DOM \models_{PHEC} G$ is a sound Abstraction Planning Algorithm (APIA) for solving an APIP $(I, DOM, G, \mathcal{L})$.

Proof. In Definition 10, let $i = 0$. From the soundness in Theorem 6, we know that $I \land DOM \land \Delta \models_{PHEC} G\sigma$ (1), and hence $I \land DOM \land \Delta$ entails all the constraints in $PHEC$ (2).

For all $j \leq n$, we let $\Delta_j := \Delta(\{l_0, \ldots, l_j\})$ and $\sigma_j$ be $\sigma$ restricted to variables in $G(\{l_0, \ldots, l_j\})$. Then we have $\Delta_{j+1}(\{l_0, \ldots, l_j\}) = \Delta_j = \Delta(\{l_0, \ldots, l_j\})$ and $\sigma_{j+1}$ is identical to $\sigma$ on variables from $G(\{l_0, \ldots, l_j\})$ which is in turn identical to $\sigma_j$ on variables from $G(\{l_0, \ldots, l_i\})$.

In order for $\text{decomposeInitially}$ and $\text{decomposeMacro}$ literals to be true, they have to maximally refer to valid abducibles and facts on the next level of abstraction. By (2), we know that $I(\{l_0, \ldots, l_j\}) \land DOMCAU \land \Delta_j \land \Phi(\{l_j\})$ entails all constraints in $PHEC$, in particular $\text{HEC}6$ and $\text{HEC}7$ (2).

From the construction of $\text{HEC}$, we know that a $\text{holds}$ goal on a particular level of abstraction can be derived purely by $\text{happens}$, $<$, $\text{initially}$ statements on the same level, hence by (1) and (3):

$$I(\{l_0, \ldots, l_n\}) \land DOMCAU \land \Delta_j \land \Phi(\{l_j\}) \models_{PHEC} G(\{l_i, \ldots, l_j\})\sigma_j$$

Completeness does not hold, because there may be solutions starting with $i > 0$, but none with $i = 0$. In this case, some upper level of abstraction is not solvable at all,
while more concrete ones are. Hence, the inferential service of Theorem 8 would not produce any result. More general, although we could be able to generate all the solutions starting with \( i = 0 \), this does not necessarily enumerate all the solutions starting at level \( l_1 \), \( l_2 \), etc., at the same time. The question is whether we could characterise settings in which this implication holds, hence when our inference service is complete. In [Yan90], two APIP properties are defined that relate the solutions on neighbour levels of abstraction. The **Downward Solution Property** (DSP) states that each abstract solution is always refineable to a more concrete solution. The **Upward Solution Property** (USP) states that each concrete solution always has a more abstract version that also solves the more abstract problem. Their formalisation can now be restated within our logic.

**Definition 11 (Downward Solution Property)** The Downward Solution Property (DSP) holds for an APIP\((I, \text{DOM}, G, \mathcal{L})\) if and only if for all \( l, l' : \mathcal{L} \); \( \Delta \); \( \sigma \) with \( l \) and \( l' \) subsequent levels of abstraction and \( I \land \text{DOM} \land \Delta \models_{\text{PHIEC}} G(\{l\})\sigma \), there are \( \Delta' \); \( \sigma' \) such that \( I \land \text{DOM} \land \Delta' \models_{\text{PHIEC}} G(\{l', l\})\sigma' \), \( \Delta'(\{l_0, \ldots, l\}) = \Delta(\{l_0, \ldots, l\}) \), \( \Delta'(\{l', \ldots, l_n\}) \supseteq \Delta(\{l', \ldots, l_n\}) \), and \( \sigma' \) restricted to variables in \( G(\{l_0, \ldots, l\}) \) is identical to \( \sigma \).

**Definition 12 (Upward Solution Property)** The Upward Solution Property (USP) holds for an APIP\((I, \text{DOM}, G, \mathcal{L})\) if and only if for all \( l, l' : \mathcal{L} \); \( \Delta \); \( \sigma \) with \( l \) and \( l' \) subsequent levels of abstraction and \( I \land \text{DOM} \land \Delta \models_{\text{PHIEC}} G(\{l'\})\sigma \), there exist \( \Delta' \); \( \sigma' \) such that \( I \land \text{DOM} \land \Delta' \models_{\text{PHIEC}} G(\{l, l'\})\sigma' \), \( \Delta'(\{l_0, \ldots, l_n\}) = \Delta(\{l_0, \ldots, l_n\}) \), \( \Delta'(\{l', \ldots, l\}) \supseteq \Delta(\{l', \ldots, l\}) \), and \( \sigma' \) restricted to variables from \( G(\{l', \ldots, l\}) \) is identical to \( \sigma \).

The Downward Solution Property is useful for improving the selection of available options. If we are just interested in finding any solution, then we can fully commit to the assumptions, i.e., plans, that are created at an upper level of abstraction, because these are guaranteed to be refineable to a concrete solution (by induction over the levels of abstraction and using Definition 11). We will come back to the issue of selection in a minute.

For obtaining completeness, the Upward Solution Property is much more important since ensuring that any solution plan to the APIP is extendible into one that starts from \( i = 0 \). IFF then generates a minimal hypothesis that is provably contained within the full plan and hence satisfies the conditions of Definition 10.

**Theorem 9 (Complete APIA)** If the APIP\((I, \text{DOM}, G, \mathcal{L})\) exhibits the USP, then \( I \land \text{DOM} \models_{\text{PHIEC}} G \) is a complete APIA.

**Proof.** Suppose, we have a solution \( \{(\Delta_j, \sigma_j) | i \leq j \leq n\} \) to the APIP. Then, by Definition 10, \( \Delta_n(\{l_0, \ldots, l_j\}) = \Delta_j(\{l_0, \ldots, l_j\}) \) and \( \sigma_n \) restricted to variables from \( G(\{l_0, \ldots, l_j\}) \) is identical to \( \sigma_j \). Furthermore, we know that \( I \land \text{DOMCAU} \land \Delta_n \models \Phi \) and \( \Phi \supseteq \Phi(\{l_j\}) \), hence \( I \land \text{DOM} \land \Delta_n \models_{\text{PHIEC}} G(\{l_1, \ldots, l_n\})\sigma_n \models G(\{l_j\})\sigma_n \). We can now repeatedly apply Definition 12 (with \( l' = l_i, l_{i-1}, \ldots, l_0 \) and arrive at some \( \Delta', \sigma' \) such that \( I \land \text{DOM} \land \Delta' \models_{\text{PHIEC}} G\sigma', \Delta'(\{l_i, \ldots, l_j\}) = \Delta_n(\{l_i, \ldots, l_j\}) = \Delta_j(\{l_i, \ldots, l_j\}) \), and \( \sigma' \) restricted to variables from \( G(\{l_i, \ldots, l_j\}) \) identical to \( \sigma_n \), thus \( \sigma_j \).
By the completeness of IFF that we have stated in Theorem 6, we are then able to derive \( I \wedge DOM \vdash_{\text{PIPEC}}^{\sigma_n} G \) such that \( \Delta'' \subseteq \Delta' \) and \( \sigma'' = \sigma' \). According to Theorem 8, this constructs a solution \( \{\Delta''_i, \sigma''_i\}_{i \leq j \leq n} \) to the APIP(\( I, DOM, G, \mathcal{L} \)), where \( \Delta'' := \Delta''({\{l_0, \ldots, l_j\}}) \) and \( \sigma''_i \) is identical to \( \sigma'' \) restricted to variables in \( G({\{l_0, \ldots, l_j\}}) \). Furthermore, it holds that \( \Delta''_j({\{l_j\}}) = \Delta''({\{l_j\}}) \subseteq \Delta'({\{l_j\}}) = \Delta_n({\{l_j\}}) = \Delta_j({\{l_j\}}) \) and \( \sigma''_j \) restricted to variables in \( G({\{l_j\}}) \) coincides with \( \sigma'' \). Since \( \sigma' \) coincides with \( \sigma_n \) upon variables from \( G({\{l_j\}}) \) and since \( \sigma_n \) coincides with \( \sigma_j \), we have shown completeness according to Definition 10.

Human-inspired abstraction hierarchies, which are useful to approximate decisions, necessarily lose information. This makes DSP and USP hard to guarantee. While other macro formalisations, such as the one of [Sha97a], stick with the expressiveness (and even less) of Theorem 8, it is one of the achievements of HEC and Definition 10 that we do not rely on these properties.

For establishing a complete planning process in the absence of USP, the crucial observation is that failures on some high level of abstraction hinder the service of Theorem 8 to find a proper concrete solution. Such as in algorithmic approaches to hierarchical planning, the idea is to interleave ‘planning from scratch’ on a lower level of abstraction with the decomposition of results from the upper level. This is straightforwardly expressible in HEC and leads to a provably sound and complete APIA independently of the domain.

**Theorem 10 (Sound And Complete APIA)** \( I \wedge DOM \vdash_{\text{PIPEC}, \mathcal{L}} \forall_{\mathcal{L}} G({\{l, \ldots, l_n\}}) \) is a sound and complete APIA for solving an APIP \( I, DOM, G, \mathcal{L} \).

**Proof.** Soundness follows the proof of Theorem 8 by showing that any result \( \Delta; \sigma \) solves at least one of the disjuncts, hence \( \Delta_j = \Delta({\{l_0, \ldots, l_j\}}) \) and \( \sigma_j \) identical to \( \sigma \) restricted to variables from \( G({\{l_0, \ldots, l_j\}}) \) comprises a solution to the APIP starting at some level \( l \).

Completeness follows from the fact that any solution \( \Delta_j \); \( \sigma_j \) starting with level \( l \) satisfies \( I \wedge DOM \wedge \Delta_n \models_{\text{PIPEC}} G({\{l, \ldots, l_n\}}) \sigma_n = \forall_{\mathcal{L}} G({\{l, \ldots, l_n\}}) \sigma_n \) for which, by the completeness of IFF in Theorem 6, we can derive some \( \Delta' \); \( \sigma' \) with \( \Delta'({\{l_j\}}) \subseteq \Delta_n({\{l_j\}}) = \Delta_j({\{l_j\}}) \) and \( \sigma' \) restricted to variables from \( G({\{l_j\}}) \) is identical to \( \sigma_n \) which in turn coincides with \( \sigma_j \) upon those variables.

We have now derived a sound and complete APIA from IFF and HEC which provides for declaratively ‘programmable’ representations \( I \) and \( DOM \). Algorithmic partial-order planning concepts such as causal links, threats, promotion, and demotion come as a by-product of the inferential semantics of the Event Calculus [Sha97a].

**HEC** extends this coincidence to techniques known from HTN planning [EHN94], such as sharing: Early sub-optimal APIAs decomposed distinct macros into disjoint sub-events. For example, if a forklift performs two sequential deliveries, one from the truck to a shelf and one in the opposite direction, the movement to the shelf should not be planned twice being already part

---

\(^{15}\) HEC9 is weaker than the USP because allowing for ‘phenomenal’ higher-level fluents without a proper decomposition. These are needed for, e.g., imposing an absolute coordinate system onto the Automated Loading Dock — see Subsection 5.5 and Section 7.
Figure 26: Shared Memory and Signalling between Abductive Inference Processes

of the first delivery. Under IFF, sharing is a most natural consequence of the FCT step unifying abducibles $happens(E_1, moveArea(rob_1, shelf_3), T_1, T_2, l_1) \land happens(E_2, moveArea(rob_1, shelf_3), T_3, T_4, l_1)$ from different transport macros. Due to its incrementality (Theorem 7), this abductive planner furthermore nicely coincides with the continuous process model of COOP by identifying $\triangleright (\text{local}_\text{planning}) ::= \triangleright_{\text{PIHEC}}$ (Figure 26). The state of the resulting planning process corresponds to a formula derived by IFF under PIHEC, I, and DOM. Different Options of the process state correspond to the disjuncts of the intermediate formula. The Program part of each process option consists of the residue, i.e., a narrative of happens, and $<$ facts, in the corresponding disjunct. Its Goal part is comprised by the rest of the disjunct, in particular by holds statements and substitutions that describe partial world situations in past, present, and future.

Accordingly, signals and shared memory exchanged between this planning process and other processes during runtime bidirectionally transmit abducibles, situation requests, and substitutions. But note that the (logic) separation into Program and Goal is orthogonal to the (functional) separation into agent believes and agent goals: Believes can be transferred both by Program in terms of made observations and in fixing a particular Goal in terms of unavoidable situations or predictions. Agent goals can be specified both by Goal in terms of desired situations and by Program in the form of committed occurrences of actions. This means that the input streamed into our logic-based planning process covers goal requests and state information, at the same time observed and predicted actions and conditions. Its output covers solution plans and at the same time instantiations and sub-services that the planner requests to be solved externally on its behalf.

Although compatible in form, this does not mean that our logic-based planner already behaves reasonably as a continuous process that produces decisions for, e.g., forklift robots in the Automated Loading Dock. From any such computation within InteRRaP-R, we expect interactivity with its environment and other processes: It must be able to issue approximate solutions rather early, such as the planning process
outputting an abstract transport intention right after receiving a delivery goal. It must realise this approximation in a persistent manner not changing its commitments too often, for example, by steadily switching the order of delivery tasks. At the same time, any process must be able to frequently integrate the actual effects of its own decisions (the robot leaves the initial area), the decisions of other processes (the robot reactively dodges because of heading an obstacle), and the decisions of other agents (another robot takes the envisaged box). This cannot be purely addressed at the declarative surface.

5.3.2 Making Persistent, Approximate Decisions

IFF requires fair selection in order to establish completeness in deterministic settings. In its equivalence transformations, the search rule corresponds to the selection of the next non-success and non-failure disjunct to rewrite (success disjuncts satisfy the condition of successful derivations, failure disjuncts can be simplified to $\perp$). The computation rule corresponds to the choice of the sub-formula of the selected disjunct that should be the subject of the next step of inference.

Fairness can be formalised by attaching indices to the literals of a formula and by introducing a system clock that measures the length of derivations. After each inference step, the clock is increased and newly introduced literals are annotated by increasing the maximal annotation of their selected predecessors. For example, we call the procedure semi-fair if and only if for all $F: Wff$, either $F \vdash^* \text{terminates or}$

$$\lim_{i \to \infty} \min \{i \mid F' \text{ a non-success disjunct such that } F \vdash F' \lor F'' \text{ and } i = \max \{j \mid j \text{ the index of a literal in } F'\}\} = \infty$$

Fairness is not enough for an abstraction planning algorithm: Our presented inference process is able to issue output (signals carrying abducibles, such as $\text{happens}(e_1, \text{transport}(\text{rob}o_1, \text{box}_1, \text{parking, truck}, \text{shelf}_3), t_1, t_2, l_2)$) as soon as it has solved one particular level of abstraction. However, the specification of PIHEC does not determine which goals at which levels of abstraction are to be resolved first. Using, e.g., a detailed navigation path to build up a transport macro may be a good idea for plan recognition (see Subsection 5.4), but not for quickly arriving at decisions.

Moreover, when looking at the inference service of Theorem 10, we would like to delay planning from scratch as long as possible: Hierarchical approaches (also: 'planning from second principles') are able to pull the planning complexity down to be exponential in the amount of abstraction levels rather than the greater, overall size of the narrative [RN95]. Hence, even if the convenient solution properties of Definitions 11 and 12 are not exhibited by the domain, starting with goals on higher levels of abstraction and incrementally working downwards, is a reasonable heuristics.

Practical agents must have relatively persistent believes, goals, and intentions. Hence, this must hold for their computations, too. In that respect, having search and computation rules that steadily switch options and priorities is certainly not a good idea. For example, a planning process that has proposed some abstract solution, such as first putting box$_1$ on the shelf and afterwards loading box$_2$ onto the truck, should stay with that commitment as long as possible in order to not confuse the connected execution process. Moreover, it is known in the planning literature that loosing a clear focus in elaborating conjunctive goals (unloading box$_1$, loading box$_2$) immediately blows up
the search space. LIFO-strategies (last-in, first-out) has been empirically confirmed as an appropriate counter-measure [GS96]. A rule which addresses these aspects in a logic-based setting is traditional depth-first selection, such as used in PROLOG.

However, depth-first selection sometimes leads to explosive proof trees while there would exist other selections which do not so. Typically, a least-commitment strategy is advisable for exponential problems: Simple, information-increasing steps in the proof, such as \{FCT, PRP, EQU, CAS, SMP, FIR\} or such as resolving ground member literals, which eventually have to be done are selected before any explosive UNF operation. Depth-first also tends to unfairness, especially with respect to interleave planning from scratch with planning from second principles, since the the existence of a solution plan at a single level of abstraction is already undecidable. A good intermediate choice to uphold fairness, but to stay as persistent as possible is the iterative-deepening approach. The idea is to use a depth-first search rule, but with a bound on the annotation of the selected literals. This bound is then iteratively increased. Initially invented as a tool to diminish memory consumption, we use it as a tool to gain persistency while upholding completeness.

How could such bounds be designed in the case of ALP and HEC? In Theorem 3, we have shown the well-definedness of HEC that avoids ‘floundering’ of deductive inferences. This should now be investigated more closely within the abductive setting: Given a bound on the intermediate residues and provided a least-commitment strategy, IFFF terminates upon PIHEC (Proposition 10).

Residue bounds have an intuitive interpretation in terms of the plausibility of a hypothesis. Usually, we are interested in the most plausible hypothesis, here a cost-effective plan. Hence, we can use such measures in a straightforward way to steer the selection of disjuncts, i.e., to realise the search rule. From the termination of IFF & PIHEC upon bounds and the existence of intermediate hypotheses (Proposition 9), it follows that any semi-fair least-commitment rule has some interpretation in the form of plausibility and vice versa, using plausibility to steer the selection amounts to a semi-fair and complete procedure (Theorem 11).

**Proposition 10 (Termination)** Let \( \mathcal{C} : \Delta \rightarrow \mathbb{N}^\omega \) be a strictly monotonic cost function on abducibles, i.e., \( \Delta_1 \models \Delta_2 \) only if \( \mathcal{C}(\Delta_1) \geq \mathcal{C}(\Delta_2) \) and \( \Delta_1 \models \Delta_2 \) only if \( \mathcal{C}(\Delta_1) = \mathcal{C}(\Delta_2) \). Then for any \( I; \ DOM; \ G \), any search rule that never select disjuncts such that \( \mathcal{C}(\mathcal{H}(F)) > k \in \mathbb{N} \) and any least-commitment computation rule that delays UNF until all other steps including the unfolding of member literals, \( I \land DOM \vdash_{PIHEC} G \) terminates.

**Proof.** see Appendix B.

**Theorem 11 (Selection Strategy)** Let \( \mathcal{C} \) be any strictly monotonic cost function on abducibles, then any least-commitment APIA of Theorem 10 is semi-fair if and only if the APIA terminates or \( \lim_{n \to \infty} \min \{ \mathcal{C}(\mathcal{H}(F)) \mid F \) a non-success disjunct \( \in \text{ran } \vdash' \} = \infty (1) \). Any semi-fair least-commitment APIA of Theorem 10 is complete (2).

**Proof.** (1, only if): Suppose the least commitment APIA being semi-fair and non-terminating. Each non-success disjunct is then eventually selected for an infinite
amount of times. Because of Proposition 10, there cannot exist any upper bound on the cost of any disjunct. Hence the minimum of the residue costs must diverge. (1, if) On the other hand, we know that any unfair search rule allows for a non-failure and non-success disjunct not being selected for an infinite amount of times which also implies its finite residue costs being constant. This gives an upper bound for the minimal residue costs.

(2, terminating case) By Proposition 9, we know that for any solution to the APIP, there must exist a compatible intermediate hypothesis in a non-failure node at any time during the proof. If the APIA terminates, there are only success and failure nodes left. Hence there must be some success node that comprises a compatible result according to Definition 10.

(2, non-terminating case) In the case of semi-fairness and non-termination, the minimal residue costs diverge over time (by 1). Hence, there is some point in time at which there exist no more non-failure and non-success nodes with a residue cost that is less or equal to the cost of any solution to the APIP. Proposition 9 then implies that there must be at least one success node at that time which is compatible with the solution and constructs a minimal hypothesis according to Definition 10.

In the InteRRaP-R decision making processes, we chose a least-commitment, otherwise depth-first approach that iteratively deepens a domain-dependent cost measure $C$ in favour of abstraction, i.e., macros are cheaper than their decomposition. A further strategic issue has to do with unfolding the bodies of constraints, such as the clipped goals realising the persistence checks in HEC, because they could generate numerous options due to splitting (FIR) afterwards. In general, it is advisable to delay unfolding these constraints with respect to unfolding ordinary goals, since the latter centrally introduces new evidence. This evidence can be propagated into various constraints and hence restricts their possibilities. In partial-order planning, this is closely related to the LIFO-strategy trying to keep separate 'threads' of the plan independent.

5.3.3 Making Ego-Centred, Future-Oriented Decisions On-line

Approximate and persistent decisions is just one aspect of a local planning process whose results are concurrently executed by plan execution processes located at the same agent layer and simultaneously to whose processing, other agents and other, e.g., behavioural processes are computing and acting in the environment, thus changing the status of its companion mental model process (see Subsection 5.4). We require such a continuous planner to incrementally cope with new input in the form of COOP signals and shared memory operations. Such input covers observations $\Delta'$ and constraints $IC'$ which come through dynamic changes of the world. Such input also covers additional goals and instantiations $G'$ appearing during the course of planning.

ALP is an attractive device for this kind of situated reasoning because it does not rely on a closed world assumption with respect to abducibles $\Delta'$. Theorem 7 has demonstrated that the incrementality of IFF moreover covers additional goals $G$ and constraints $IC'$. Hence, we can frequently incorporate signals and shared memory operations by extending the intermediate residues $\Delta$, constraints $IC$, and goals $G$ just as illustrated in Figure 26. This does not affect completeness, i.e., incompatible options will rewrite to $\bot$ while the extendible ones are kept.
The HEC surface does not distinguish between future decisions for the agent’s own actions and past explanations for other agents’ activity. It does not discriminate between wanted goals and unavoidable states. This is useful for allowing a flexible treatment of the above on-line phenomena. This is painful, on the other hand, because of denying an ego-centred and future-oriented decision making in the first place. We will now discuss how to trade off these aspects by operational considerations.

**Integrating On-line Observations** Useful observations $\Delta'$ incorporated during planning are the (macro) actions that the agent has actually executed itself. For example, a plan execution process of a forklift robot already starts decomposing a planner-committed transport macro by moving the robot towards the truck while the local planner is still computing landmarks towards the shelf. It is important that the planner is up-to-date with the commitments that the executor does, hence is reported $\Delta' := \text{happens}(e_1, \text{moveArea}(\text{rob}_1, \text{truck}), t_1, t_2, l_4)$. In general, useful observations are all changes in the agent’s believes which are relevant to the planning problem. Notice that, up to now, the initial situation $I$ is fixed throughout the whole planning problem. Indeed, the fact that the agent believed in a certain fluent being valid, such as the location of $\text{box}_1$ on the truck, does not become invalid ever. Rather, the agent, or better the mental model process, has gained additional evidence, such as the other robot having already taken the box or being in the course of doing so. Getting signalled $\Delta' := \text{happens}(e_2, \text{pickup}(\text{rob}_2, \text{box}_1), t_3, t_4, l_3)$ influences the planner’s prediction of present and future world states and forces it to adapt its decisions accordingly.

**Integrating On-line Goals & Surprises** Given new evidence, the mental model could also signal new goals. For example, a forklift’s local planning process is able to adopt the command to deliver a particular box to the truck as the additional goal $G' := \text{holds}(\text{at}(\text{box}_3, \text{truck}), t_5, t_6, \text{nil}, 0, E, l_2)$. Since goals and abducibles are logically coupled, the transmission of $G' := \text{holds}(\text{not}(\text{at}(\text{box}_1, \text{truck}))), t_7, t_8, \text{nil}, 0, E, l_3)$ is an alternative to sending a proper observation: Such a surprise forces IFF & PIHEC to find a diagnosis in the past, such as the $\Delta' := \text{happens}(e_2, \text{pickup}(\text{rob}_2, \text{box}_1), t_3, t_4, l_3)$ from the previous paragraph, which in turn adapts the future projection accordingly.

**Integrating Miracles** Diagnosis, here plan recognition, is an as expensive problem as planning and should be reasonably restricted to knowledge base processes. Its input to the planner should thus be given as a combination of $\Delta', G'$ in order to provide ready-to-propagate goals $G'$, at the same time reduce the effort for hypothesising an explanation $\Delta'$. Since agents are seldom to be equipped with a complete domain description, some evolutions rather appear as miracles which they cannot explain, but which they must face. A pragmatic miracle formalisation is to introduce, in advance, for each relevant fluent an instantaneous dummy action type that unconditionally causes the fluent. Adding changes in the form of temporally annotated miracles $\Delta'$, we gather a redirected search without putting too much effort into explanations. Miracles should not be accessible to decision making, hence not be a subject to proper abduction. This is accomplished
by an operational restriction of the FCT step that enforces the unification of newly introduced miracles with already introduced ones.

**Integrating Constraints for Future-Orientation** In a continuous planner, the initial situation $I$ always refers to the past. Hence, IFF & PIHEC allow for unrealistic agents that try to make decisions about the past. To synchronise the reasoned time-points with the external system clock, we assume both to be represented by the same logic vocabulary (for which we give a reasonable implementation in the next section). At time points $t_i$, we then add the additional constraint $IC^i := \forall \text{happens}(E, A, T_1, T_2, L) \supset t_i \leq T_1$. This constraint must distinguish between past observations and future decisions by a corresponding restriction of PRP.

**Ego-Centreing** An additional operational asymmetry helps to establish a more ego-centred perspective for the planning process: The current formalisation takes a rather objective stance making decisions for other agents, too. This is needed to infer multi-agent plans which can be communicated, negotiated, and cooperatively executed. On the other hand, we want the agent to take over responsibility for its own capabilities. One effective measure is to let the residue costs $C$ penalise other agent’s actions, such as $\text{pickup}(\text{rob}_2, \text{box}_3)$ being more expensive than $\text{pickup}(\text{rob}_1, \text{box}_1)$. This is reasonable in terms of the implicitly present coordination efforts — see Subsection 5.5.3.

**Handling Inconsistent and Unreachable Goals** The incremental IFF deals with a major part of intermediate inconsistencies that are unavoidable in situated reasoning. Because of undecidability, it cannot detect inconsistent goals that steadily contribute to the residue and prohibit a proper solution. It does also not identify generally unreachable goals which must be abandoned in order to recover the inference process. With a bit of additional operational machinery, however, the most common cases can be handled at the level of COOP (section 3). If a forklift is asked to cancel a previously commanded delivery, its logic-based planning process can be recovered by using exception handling: Whenever goals are incorporated into the planning process, an additional exception is created whose continuations contain rolled-up problem descriptions.

A rolled-up problem consists of deleting non-committed abducibles, compiling the residue into a new initial situation $I$, and deleting several predecessor goals. Cancelling a goal can then be done by adding the constraint $IC^i := \forall \text{holds}(\text{at}(\text{box}_1, \text{shelf}_3), t_1, t_2, \text{nil}, 0, E, l_2) \supset \bot$ which immediately fails all the inconsistent options and invokes exception handling.

Thanks to an explicit representation of time, we reach a similar recovery effect by detecting open goals whose deadline has been past and by rewriting them to $\bot$.

**Roll-Up and Hypothesising the Initial State** Although on-line signals and shared memory operations enlarge the inference state at the first sight, we have documented that, provided some operational means, new evidence can focus situated search as to be similarly effective as traditional abstraction planning algorithms.

The roll-up mechanism plays an important role, because it does not only compile incremental specifications into computationally more handler descriptions, but allows
the agent to forget about past and future occurrences, about intermediate observations and goals. Without such a frequently applied ‘mental garbage collection’, agents and processes with life-cycles in the range of minutes, hours, days, and weeks would not be constructible.

Due to the incomplete temporal information that the agent accumulates, the roll-up of initial situations \( I \) must be necessarily incomplete, too. In general, we cannot expect to equip agents with a complete description at startup, such as the forklift robots with the complete state of the loading dock.

It is hence convenient to relax the closedness of \( I \) by making initially abducible, hence a part of \( \Delta \). This does not affect the theoretical properties of the APIA and of the upcoming processes. Rather, by the help of integrity constraints \( HEC7, HEC9, \) and \( HEC12, \) it allows forklift robots to search for a box, which they temporally assume to be located on the shelf, until they notice the contrary. Within a given domain, this activity is restricted to dedicated types of fluents, for example, an agent should not ‘invent’ arbitrarily many helping partner agents.

### 5.4 LPL: Vertically Interacting Processes

The preceding subsection developed an on-line decision procedure from ALP & \( HEC \) that comprises the local planning process of InteRRaP-R. We have presented operational restrictions which allow the otherwise too general logic to run practically and focused on a particular abstraction planning functionality.

With respect to a perception-action cycle, such as InteRRaP-R’s LPL performs (Figure 27), planning is just an intermediate computation: Before the agent knows its present situation and what its current planning goals are, there must be first some computation which predicts the state of the world from made perceptions — the mental model process \( \vdash \) (\textit{mental\_model}).

And after the planner has outputted some approximate and abstract decision, there must be some computation which interprets those decisions, i.e., decomposes them into primitive actions — the plan execution processes \( \vdash \) (\textit{plan\_execution}). We will give ALP & \( HEC \) specifications of those functionalities in the following.

As Figure 27 illustrates, the resulting logic-based LPL hence simultaneously builds up several partial models of the world each by taking a different ‘direction’ of reasoning (from past to future or vice versa, from abstract to concrete or vice versa). The
interaction between the responsible inference processes via COOP signals and shared memory interfaces and adapts these partial models in order to jointly maintain a possibly consistent picture. This threefold design resembles bidirectional search, a quite traditional technique known to damp the complexity of combinatorial problems. From the logic perspective, the benefits of vertical modularisation and encapsulation can now be remotivated: Independence in state avoids the multiplication of inference options which would occur when simultaneously and always consistently trying to explain the past, form the present, and plan the future. Independence in computation avoids the sup-optimal and sticky behaviour of inferences and selection rules which dive into one of these functionalities in order to produce a persistent output.

5.4.1 Mental Model: On-line Prediction using ALP & HEC

Declaratively, the task of a knowledge base relies on the same theoretical background as decision making, hence can be based on a variant of HEC. Inherently, its function (the following Abstraction Prediction Problem, APrP, builds on traditional plan recognition [KP88]) is complementary: We are no longer trying to generate incrementally refined ego-centred plans \( \Delta_i \) to enable wanted goals \( G \). Rather, we are speculating all (incrementally more abstract) effects \( G_i \) of environmentally-invoked observations \( \Delta \). For this purpose, we identify \( PrHEC ::= HEC \setminus \{ HEC5, HEC7 \} \) as the well-defined part of HEC that is concerned with building macro representations from primitives.

**Definition 13 (APrP)** Let \( L ::= \{ l_0, l_1, \ldots, l_n \} \) be a set of incremental levels of abstraction. Let \( I, DOM, \Delta \) be an initial situation, a domain axiomatisation, and a narrative of observations.

The Abstraction Prediction Problem \( APrP(I, DOM, \Delta, L) \) is the problem of finding an extension of the narrative \( \Delta' \supseteq \Delta \) and a series of incrementally more abstract goals and substitutions \( \{(G_i, \sigma_j) \mid n \geq j \} \) such that \( I \land DOM \land \Delta' \vdash_{PrHEC} G_j \sigma_j \in G_j(\{l_0, \ldots, l_j\}) \sigma_j \supseteq G_{j+1}(\{l_0, \ldots, l_j\}) \sigma_{j+1} \), and \( \sigma_{j+1} \) is identical to \( \sigma_j \) restricted to variables in \( G_j \). Moreover, it holds

\[
\Phi(\{l_0, \ldots, l_j\}) \subseteq G_j \sigma_j
\]

where \( \Phi \) is any conjunction of ground holds literals that refer to \( \Delta' \) and that have at most one duplicate entry in their causal chain such that \( I \land DOM \land \Delta' \vdash_{PrHEC} \Phi \).

The APrP is said to be solved completely if for all \( \Delta'' \); \( \{G_i, \sigma_j' \mid n \geq j \geq 0\} \) which solve the APrP, we can find a solution \( \Delta' \); \( \{(G_i, \sigma_j)\} \), such that \( \Delta' \subseteq \Delta'' \) and \( \sigma_j' = \sigma_j \).

We could use IFF for that purpose if systematically guessing the goals \( G_i \) and applying the proof procedure with initial hypotheses \( \Delta \) afterwards. But this is computationally intractable, because there are infinitely many choices for \( G_i \) which fail after an expensive amount of computation. Following the same argumentation, we cannot simply reverse the derivation relation of IFF, since this requires to invent hypotheses \( \Delta' \) and constraints in advance.

**Forward-Chaining Deduction: DLS & DLSF** The stated functional complementarity actually needs a complementary definition of the inferences which traditionally, such as in the case of SLD, SLDNF, and IFF, elaborate programs in a backward-chaining manner (from a definition’s head to its body; from goals to preconditions). If
maintaining a database, for example, many users or processes are able to pose queries not known in advance of which many subproblems are redundant. To optimise responses, forward-chaining procedures have been developed that compile the conclusions of a database with respect to a background program ahead of time.

This database-driven approach is a quite natural specification of the initial part of an agent’s perception-action cycle: Agents cannot behave purely goal-driven, because they first need a prime means, their knowledge base process, for deriving these goals from the environmental stimuli. Rule-based production systems have been successfully applied in this context, such as in the ACT-R architecture [And93] and the MAGSY system [Fis93a].

Complementary to backward-chaining, forward-chaining starts with an empty database (T). It subsequently fills the database with consequences by feeding its intermediate results into the bodies of clausal definitions. An example is the following DLS step which builds the complement to SLD (letting Li: Literal):

\[
\frac{G_1 \land G_2 \quad \pi(P) \ni (\forall L_i \subseteq \exists \bar{G}) \quad G_1 \sigma = G\sigma}{L_i \sigma \land G_1 \land G_2} \text{ DLS}
\]

Answers can be extracted out of each intermediate database T \vdash \pi \rightarrow G by generating all substitutions \sigma of free variables. If fairness is established in the selection of clauses and goals, we derive a sound and complete procedure for generating all the conclusions of a definite program. At the first sight, DLS is not close to an implementation, because it does not prevent multiple derivations of the same goals. Moreover, the matching of conjuncted goals within multiple clauses is more complicated than unifying literals.

To avoid redundancies, pattern-matching algorithms, such as RETE [For82], have been employed that only propagate the deltas of the the database.

Trying to find a forward-chaining basis for normal logic programs, i.e., for deriving negated literals, is not quite as straightforward. The point in complementing SLDNF is to build up negative consequences interleaved with the positive literals. The following FN step arguments over the completion of the program: A negated literal can be derived if, for all relevant clauses in the program, at least one literal in the body appears negated (\overline{G} denotes the set of dual literals) in the predecessor database. Fair selection presumed, we thus gain a sound and complete DLSFN := DLS + FN procedure. DLSFN is closely related to the fix-point semantics of [Kun87].

\[
\frac{G \quad \pi(P) = \bigwedge_i \forall L_i \subseteq \exists \bar{G}_i \land G_i \quad L_i \sigma \neq \bar{L}_i, \sigma \quad \text{or} \quad (\bigwedge_i G_i \land \overline{G_i})\sigma \subseteq G\sigma}{\neg L_i \sigma \land G} \text{ FN}
\]

**Forward-Chaining Abduction: FFI** In [BGLM92], a compositional fix-point semantics for definite programs, Open Logic Programming (OLP), is given which has some relations to Abductive Logic Programming. There have been efforts to connect forward-reasoning procedures with assumption-based truth maintenance systems (ATMS) [FDC87, OI92] from the background of default logics [Rei80]. We will now transfer the basic principle behind these approaches to equivalence programs with integrity constraints to obtain the forward-chaining variant of IFF, FFI: Instead of incrementally extending a database of pure literals, FFI maintains a set of range-restricted clauses \(K := \bigwedge (G_1 \supset G_1 \land G_2) \) with \( \forall(G_2) \subseteq \forall(G_1) \). Each range-restricted clause determines (positive and negative) hypotheses \( G_1 \) and their (positive and negative) consequences \( G_1 \land G_2 \) with respect to \( P \). Range-restricted clauses
are generalisations of integrity constraints: By ‘firing’ their consequences into \( P \), we eventually arrive at clauses whose conditions only refer to abducibles and equalities: \( \Delta' \wedge \neg \Delta' \wedge X_i \equiv \neg X_i \wedge \neg \Delta' \supset G \). Given any \( \sigma \) that satisfies the equalities and inequalities and that leads to \( \Delta' \sigma \cap \Delta' \sigma \cup \), we gain answers \( \Delta', \sigma, G \) for which holds \( \Delta' \sigma \vdash G \).

The main step of FFI is ‘folding’ (FFI1). Hereby, the conclusion of a range-restricted clause is partially matched (modulo abducible expressions \( \Delta \) and \( \Delta' \)) against a conjunct in the body of a program definition. This derives a new clause that combines the preconditions of its predecessor with the non-matched abducibles in the definition’s body that collectively imply the defined literal, the abducibles, and the former consequences. Similarly, we can fold negated literals (FFI2) by finding in each disjunct of a definition at least one literal that appears dual in the range-restricted clause (or that can be abduced as invalid). For reasons of simplicity, we have omitted to make (dis-)unification explicit in FFI.

\[
\frac{(G_1 \supset G_2) \wedge K \quad \pi(P) \not\exists (\forall Li \equiv \exists G_3 \lor G_4)}{(G_1 \wedge \Delta \wedge \Delta' \supset G_2 \wedge \Delta \wedge \Delta' \wedge Li) \sigma \wedge (G_1 \supset G_2) \wedge K} \quad \text{FFI1}
\]

\[
\frac{(G_1 \supset G_2) \wedge K \quad \pi(P) \exists (\forall Li \equiv \exists G_1 \lor G_4)}{(G_1 \wedge \Delta \wedge \Delta' \supset G_2 \wedge \Delta \wedge \Delta' \wedge \neg Li) \sigma \wedge (G_1 \supset G_2) \wedge K} \quad \text{FFI2}
\]

By requiring FFI1 and FFI2 to match maximal subsets of conditions, FFI builds up minimal hypotheses and recognises dead ends during a proof due to redundant clauses (the following PMS simplification). Redundant clauses contain inconsistent conclusions due to dual literals or failed dis-unification.

\[
\frac{(G_1 \supset (Li \wedge \neg Li \wedge G_2)) \wedge K}{K} \quad \text{PMS1}
\]

\[
\frac{(G_1 \supset (\neg Te \equiv Te \wedge G_2)) \wedge K}{K} \quad \text{PMS2}
\]

Integrity constraints are a means to restrict the ‘hypothetical models’ generated by FFI. This is realised by the following integrity analysis step (ITA). Since a complete set of consequences is built within the conclusions of the range-restricted clauses, ITA frequently tries to match constraint conditions there. ITA then introduces successor clauses with possibly extended conditions and consequences that reinstall integrity. ITA furthermore contains a version of case analysis by which the integrity of a constraint is also preserved, if the relevant parts of the clause can be dis-unified.

\[
\frac{(G_1 \supset G_2) \wedge K \quad \pi(\beta IC) \not\exists (\forall G_3 \supset V_i \exists G_i) \quad G_3 \sigma \subseteq G_2 \sigma \quad V_j \neg X_j \equiv \neg Te_j \Rightarrow \neg \sigma \wedge L_i (G_1 \wedge G_1) \supset (G_2 \wedge \neg X_i \equiv \neg Te_i) \sigma \wedge (G_1 \wedge G_1) \sigma \wedge K}{\Lambda_i ((G_1 \wedge \neg X_i \equiv \neg Te_i) \supset (G_2 \wedge \neg X_i \equiv \neg Te_i)) \Lambda_i ((G_1 \wedge G_1) \supset (G_2 \wedge G_1)) \sigma \wedge K} \quad \text{ITA}
\]

The requirements triggered by ITA on the left-hand side of range-restricted clauses do not only cover (dis-)equalities and abducibles, but defined literals as well. Up to now, these will not be resolved. In order to re-establish the canonical form of clauses, we introduce unfolding steps (FNU1 and FNU2) which are quite similar to unfolding of constraints in IFF, but also operate on negated literals. Unfolding enables FFI to be incremental with respect to additional goals \( \beta' \).

\[
\frac{(Li_1 \wedge G_1 \supset G_2) \wedge G_1 \quad \pi(P) \not\exists (\forall Li_2 \equiv \exists G_3 \wedge G_1) \quad Li_1 \sigma = Li_2 \sigma}{\Lambda_i (G_1 \wedge G_1 \supset G_1 \wedge G_2) \sigma \wedge G_3} \quad \text{FNU1}
\]
\[(L_i \land G_1 \supset G_2) \land G_3 \quad \pi(P) \equiv (\forall \overline{L_i} \equiv \forall_i \overline{G}_i) \quad L_i = L_i \sigma\quad \text{FNU2}\]

FFI starts with the initial clause \(K := \forall \Delta \supset \Delta\) and by verifying that it performs equivalence transformations under \(P\), we gain soundness and completeness for deriving answers \(\Delta'; \sigma; G\). This means that even infinite sets of consequences \(G\) are appropriately approximated in the fix-point. We will not give a formal proof of this result, here. Rather, we immediately turn to \(PrHEC\) where we postulate FFI to install a sound and complete algorithm for solving the APrP.

**Theorem 12 (Sound And Complete APrA)** \(I \land \text{DOM} \vdash_{\text{PrHEC}}^{\sigma;G} \Delta\) is a sound and complete Abstraction Prediction Algorithm (APrA) for solving an APrP(I, DOM, \(\Delta\), \(\mathcal{C}\)).

**Proof.** Similarly to planning with IFF in Theorem 9, soundness and completeness of FFI carry over to the prediction task. In contrast to Theorem 9, this result does not rely on any solution properties, because of the definition of the prediction task. \(\Box\)

In the following, we will look at operational issues which turn FFI & \(PrHEC\) into an interactive prediction framework.

**Making Persistent and Past-Oriented Predictions On-line** FFI and \(PrHEC\) comprise InteRRAp-R's mental model process, \(\leftarrow(\text{mental model}) \vdash_{\text{PrHEC}}\), in which each Option corresponds to a range-restricted clause, its Program containing the left-hand side of the clause and its Goal containing the right-hand side. Moreover, FFI and \(PrHEC\) provide a suitable on-line interface: Intermediate solutions can be extracted which fully predict particular levels of abstraction and can be committed by sharing and signalling its parts, e.g., to the local planning process, to plan execution processes, and to other knowledge base processes (see Subsections 5.3.3, 5.4.2, and 5.5). In addition, FFI upholds the same degree of incrementality as IFF with respect to hypotheses \(\Delta'\), goals \(G'\), and constraints \(IC'\) that are reported to the mental model process, i.e., we can extend any intermediate clause \(\forall \Delta \land G_1 \supset G_2\) to \(\forall \Delta \land \Delta' \land G_1 \land G' \supset \Delta' \land G_2 \land G'\) and constraints \(IC\) to \(IC \land IC'\) in order to redirect the inference.

As for local planning, operational design must be added to make the abductive prediction framework running in practice. The FFI selection strategy solidifies in the selection of range-restricted clauses (search rule) and definition matches (computation rule). Least-commitment in FFI means to always choose new and maximal matches (keep \(\Delta\) and \(\Delta'\) in FLD as minimal as possible), to perform ITA, PMS, and FNU before any FLD step, and to only member literals whose lists exclusively refer to events from the residue and have at most one duplicate entry. The well-definedness of HEC gives also in this forward-chaining case a terminating procedure for generating the finitely many effects of a bounded residue, hence a complete prediction procedure by iterative-deepening. The cost measure \(\mathcal{C}\) is chosen to first recognise detailed occurrences and afterwards turn to the more abstract ones, i.e., macros are more expensive than their decomposition.

As a by-product of prediction, the mental model determines future goals \(G\) of the agent from to the given environmental stimuli. We realise such intrinsic 'desires' as the mandatory integrity of the mental model, thus as constraints and definitions of the following form:
\[
\forall\text{unloadDesire}(\text{Box, Shelf}, T_1, T_2, E) \equiv \\
\exists T_3 \leq T_2 \wedge \text{holds}(\text{unloadCommand}(\text{Box}), T_1, T_3, \text{nil}, 0, E, l_2) \\
\land \text{holds}(\text{category}(\text{Box, Cat}), T_1, T_3, \text{nil}, 0, E, l_2) \\
\land \text{holds}(\text{category}(\text{Shelf, Cat}), T_1, T_3, \text{nil}, 0, E, l_2)
\]

(DES1)

\[
\forall\text{unloadDesire}(\text{Box, Shelf}, T_1, T_2, E) \supset \\
\exists \text{holds}(\text{at}(\text{Box, Shelf}), T_3, T_2, \text{nil}, 0, E, l_2) \\
\land \text{holds}(\text{at}(\text{Box, Shelf}), T_3, T_2, \text{nil}, 0, E, l_3) \\
\lor \exists \text{holds}(\text{at}(\text{Box, Shelf}), T_3, T_2, \text{nil}, 0, E, l_3)
\]

(DES2)

Whenever FFI predicts the situation defined in DES1, the constraint DES2 is fired by ITA and adds its conclusions into the left-hand side of the selected range-restricted clause. These are abstraction planning goals according to Theorem 10 and will be signalled to (or better, requested from) the planner. In doing so, a particularly persisting situation is not allowed to spawn arbitrarily many goals:

\[
\forall \neg\text{disjoint}(T_1, T_2, T_3, T_4) \\
\land \text{unloadDesire}(\text{Box, Shelf}, T_1, T_2, E_1) \\
\land \text{unloadDesire}(\text{Box, Shelf}, T_3, T_4, E_2) \supset \exists E_1 \equiv E_2 \wedge T_1 \equiv T_2 \wedge T_3 \equiv T_4
\]

(DES3)

FFI has in principle the possibility to elaborate such goals by FNU, i.e., to perform planning. Complementary to the partially suppressed explanation facilities of the local planning process, the mental model just speculates about effects of, e.g., observed intentions, but does not issue decisions by itself. Therefore, FNU is restricted not to elaborate goals whose interval begins after the current time point \(t_\ell\). Moreover, it is enforced to unify abduced actions of its proper agent (\text{pickup(rob1, box1)}) with commitments that have been reported by planner and executor.

Miracles are useful to provoke and explain ad-hoc updates in the knowledge base, such as partial observations of object movements and unexpected robot displacements, which have none or only expensive diagnoses, otherwise. Miracles are not used in the regular course of prediction; they are associated a quite high cost \(C\) that is traded off against the expense of inferences that are needed to explain the observation regularly. When applying miracles to explain some low-level of abstraction, FFI and PrHEC nevertheless recognise regular higher-level narratives, e.g., intentions of other agents which cannot be immediately perceived, but could be communicated, from their abstract effects.

When minimising persistence perturbations in the past, the mental model generates partially-instantiated \(\neg\text{happens}\) abducibles. This is reasonable, since new evidence always leads to back-dating explanations and requires to invalidate some of these hypothesised persistencies. On the other hand, it is not plausible to let these activities range arbitrarily far into the past. We thus strengthen the inferential power of the knowledge base by stating that all furtherly abduced events must not have happened after \(t_{i-\epsilon}\)

\[
(\mathcal{I}C) := \forall T_1 \leq t_{i-\epsilon} \supset \neg\exists \text{happens}(E, A, T_1, T_2, L)
\]

where \(\epsilon\) is the layer- and domain-dependent roll-up interval (Subsection 5.5).

Exception handling and roll-ups in the mental model operate on the level of range-restricted clauses to keep a compact and tractable representation and to recover from
incorporating inconsistent information, e.g., wrong hypotheses and unsatisfiable requests. A roll-up at time \( t_i \) compiles the predicted effects of time \( t_{i-\varepsilon} \) into a new initial situation \( I \), forgets hypotheses and goals before that time, and removes several of the upcoming goals and observations. Usually, the incomplete \( I \) must be a subject to (reasonably domain-restricted) abduction, too, which is straightforwardly expressible in FFI and \( PrH EC \).

### 5.4.2 Plan Execution: On-line Decomposition by ALP & \( H EC \)

Plan execution processes complete the LPL’s perception-action cycle by mediating between the complementary functions of mental model and local planning. Their input consists of abstract intentions \( \Delta' \) decided by the planner and a temporal trace of believed situations \( G \) predicted by the mental model, e.g.,

\[
\Delta' ::= \text{happens}(e_1, \text{transport}(\text{rob}_1, \text{box}_1, \text{parking}, \text{truck}, \text{shelf}_3), t_1, t_2, t_2)
\]
\[
G ::= \text{holds}(\text{atPos}(\text{rob}_1, \hat{0}, \hat{2}), t_1, t_4, \text{nil}, \hat{0}, E, t_4) \land \ldots
\]

Their output consists of a decomposition \( \Delta \) of the given intentions, for example \( \Delta ::= \text{happens}(e_2, \text{moveArea}(\text{rob}_1, \text{truck}), t_1, t_3, t_4) \land \ldots \), which is in concordance with the given situation trace. Since conflicts between high-level intentions should have been resolved or will be resolved concurrently by the local planning process, their separation into separate and newly initialised execution processes avoids the combinatorics inherent to optional decompositions and allows for a quick and interactive inference.

In Section 4, we have demonstrated that \( H EC \) contains a sub-theory that comprises an ‘interpreter’ for a macro language that includes primitive statements, test actions, sequential and interleaved compositions, disjunctive choices, and finally procedural abstraction by the instrument of \( DOMAA B \). The respective sub-theory, \( ExHEC ::= HEC6 \land HEC10 \land HEC11 \land ECK3 \land ECK4 \), purely relies on constraints maintaining the decomposition of macros, the uniqueness and duration of events, and their partial temporal ordering. The Abstraction Execution Problem (AExp) formalised in Definition 14 is thus solved soundly and completely by using IFF inferences \( \vdash_{E HEC} \) (Theorem 13).

**Definition 14 (AExp)** Let \( \mathcal{L} ::= \{l_0, l_1, \ldots, l_n\} \) be a set of incremental levels of abstraction. Let \( DOM, \Delta', G \) be a domain axiomatisation, an abstract commitment, and a situation trace.

The Abstraction Execution Problem AExp\((DOM, \Delta', G, \mathcal{L})\) is the problem of finding a series of incrementally refined plans and substitutions \( \{(\Delta_j, \sigma_j) \mid 0 \leq j \leq n\} \) such that \( \Delta_j(\{l_0, \ldots, l_j\}) = \Delta_{j+1}(\{l_0, \ldots, l_j\}) \), \( \Delta_j \supseteq \Delta'(\{l_0, \ldots, l_j\}) \), and \( \sigma_{j+1} \) is identical to \( \sigma_j \) restricted to variables in \( G(\{l_1, \ldots, l_n\}) \). It must hold

\[
G \land \Delta_j \land \Phi(\{l_j\}) \models_{E HEC} \sigma_j
\]

where \( \Phi \) be the set of ground decomposeMacro literals such that \( DOMAB \land \Delta_n \models \Phi \). The AExp is said to be solved completely if for all \( \{(\Delta'_j, \sigma'_j) \mid 0 \leq j \leq n\} \) which solve the AExp, we can find a solution \( \{(\Delta_j, \sigma_j)\} \) such that \( \Delta_j(\{l_j\}) \subseteq \Delta'_j(\{l_j\}) \) and \( \sigma_j = \sigma'_j \).
Theorem 13 (Sound and Complete AExA) \( \Delta' \land \text{DOMAAB} \land G \models_{\text{AEHC}}^\Delta \) is a sound and complete Abstraction Execution Algorithm (AExA) to solve an AExP(DOM, \( \Delta' \), G, L).

Making Persistent and Present-Oriented Execution On-Line Incremental IFF & ExHEC even provide on-line execution processes, i.e., besides early outputting portions of the decomposed plan \( \Delta \) (ranging through all necessary levels of abstraction), they are able to integrate new situation information \( G' \) as well as concurrently refined planner commitments \( \Delta' \) both transmitted through the mental model on the fly. To decompose a reasonable initial portion of the plan, a similar selection to the one of Subsection 5.3.2, but with higher preference to expressions with a due time close to the current clock. This can be reflected by looking at the \( \prec \) abducibles (and the more practical temporal representation discussed in the next section). For example, it is not necessary to get muddled by doing things too early, hence restricting our further possibilities for pursuing other goals and for refining the already made commitments. On the other hand, we should not wait too long, since any perturbation could render the execution impossible. The strategy therefore depends on the likelihood of interruptions and the usefulness of idle time in the domain.

LPL plan execution processes have to decompose particular multi-agent plans, such as two forklift’s mutual exchange of a box \( \text{happens}(e_1, \text{exchange}(\text{rob}_1, \text{rob}_2, \text{box}_1, \text{shelf}_3), t_1, t_2, l_2) \). Hereby, those those parts of the multi-agent macro must be decomposed in which the agent has an active role, while passively waiting for contributions of other agents being reported as new evidences \( \Delta' \) by the mental model. Hence, HEC6 is operationally restricted to macros with arguments referring to, e.g., \( \text{rob}_1 \).

On the most primitive level of abstraction, selected actions will be ‘time-stamped’ by extending the current substitution with \( T_i \approx t_i \). Usually, such primitive actions are signalled to an external environment (the agent’s body) which reports, e.g., end times and status information back. Since LPL actions represent parameterisations of BBL computation, they rather invoke updates \( \Delta', G' \) and feedback within the world model by way of the mental model (see the following subsection). From the logic perspective, this does however not make any difference.

Test actions which have been decomposed into \( \text{holds} \) statements are reported to the mental model as requests. Looking up particular situation features on-demand saves a lot of bandwidth in contrast to letting the mental model advertise its complete content to all execution processes. Hence, the executor temporarily assumes particular unknown occurrences while proceeding with its decomposition. If such assumptions, similar to awaited cooperative actions of other agents, turn out to be inconsistent, the selected execution option fails, invokes exception handling and roll-up, i.e., a clean-up of the situation trace and the scheduled events. This treatment will play an important role in the following subsection when realising negotiations between multiple agents at their SPL.

5.5 InteRRaP-R: Horizontally Interacting Layers

The preceding subsection demonstrated the vertical modularisation of a logic-based agent (or LPL) allowing for a simultaneous solution to prediction, planning, and ex-
Figure 28: Inference Processes in the Horizontally Modularised InteRRaP-R

cution problems. Such deliberative capabilities are, but, just one aspect of broad agents which also have to solve the reactive and social instances of these problems. To this end, the InteRRaP-R design additionally envisages a horizontal modularisation into a hierarchy of layers, the LPL being the intermediate one (see Figure 28).

In the following, we will express reactive capabilities in the BBL (Subsection 5.5.1) and social capabilities in the SPL (Subsection 5.5.3) by the same logic instruments used to obtained the LPL. Since uniformly representing complete perception-action mappings, these layers are no longer distinguishable by functional criteria. Instead, their processes are separated by temporal and representational differences which do not differ in their theoretical and inferential background:

\[
\begin{align*}
\triangleright (\text{world\_model}) & = \triangleright (\text{mental\_model}) = \triangleright (\text{social\_model}) \\
\triangleright (\text{reflex}) & = \triangleright (\text{local\_planning}) = \triangleright (\text{social\_planning}) \\
\triangleright (\text{behaviour\_execution}) & = \triangleright (\text{plan\_execution}) = \triangleright (\text{protocol\_execution})
\end{align*}
\]

Instead, layer characteristics are determined by choosing the domain representation \textit{DOM} accordingly. Figure 28 illustrates the meta-control principle of InteRRaP-R in which the representations of an upper layer build on abstractions of the representations of the lower layer. This is quite according to the way that abstraction hierarchies are formalised in \textit{HEC}. In addition, control representations become accessible — abstract resources and their parameterisation — that influence the computation of the underlying layer by means of the computational model, here: dedicated control processes. Subsection 5.5.2 discusses this at hand of the interaction between LPL and BBL.

Meta-control is not to confuse with full-fledged meta-reasoning in which the meta-level possesses the actual computational model of the object-level as its representational basis. Even in the SPL, where some higher-level reflection about the mental model of various agents has to be derived, we do not allow for complete computational introspection because of tractability reasons.
5.5.1 BBL: Behaviour Execution, World Model, and Reflex

A typical reactive control problem of the forklift robots in the Automated Loading Dock is the movement along a marked line by mapping concrete perceptions, e.g., readings from infrared sensors, onto concrete actions, e.g., wheel motor commands (Figure 29). For this purpose, the processes inside their Behaviour-Based Layer must be able to perform computations very quickly within the fraction of a second not to lose sight of the line and not to bump into an obstacle at the same time. Inferences are usually regarded as far too expensive for this task because of tending to elaborate exponentially many options within the problem specification.

Having a closer look at the required reactive fluents (sensor readings, motor status) and actions (sensing and commanding actions), a causal axiomatisation can be quite simple such that HEC and ALP mainly rely on situation abstraction in DOMSAB and action decomposition in DOMAAB. Since these definitions usually introduce just a bounded number of mostly deterministically resolvable options, the above specified prediction, planning, and execution procedures can reasonably operate as a quick, though logically specified BBL. This BBL is very close to the agents of [KS96b, Dav96] and to PRS of [GL87]. Its design is able to master settings, such as the Automated Loading Dock and the Robocup simulation, which are, say, modestly reactive with respect to timing (close-to-real-time) and physics (small number of reliable sensors and effectors).

HEC and ALP surely do not ultimately address issues such as real-time behaviour [AZ87], continuous control [Kha83], uncertainty [DvLV96], sensor fusion [DW88], vision [Mar82], and object recognition [Hum96] to which dedicated research areas in AI exist and for which a final logic treatment, if desirable, is not to be found. However, what we outline in the following is that the declarative boundary can be pushed quite far such that well-defined interfaces to these efforts become apparent.

**Behaviour Execution: Primitive Actions and Active Perception** One focus of the BBL is the quick execution of behavioural ‘routines’ such as the line-following macro \( \text{happens}(e_1, \text{followLine}, t_1, t_2, l_1) \) that invokes concurrent ‘sub-routines’ \( \text{happens}(e_3, \text{followMotor}, t_1, t_2, l_3) \) and
happens(e_2, watchLine(\textit{Val}_1), t_1, t_2, l_6). These, in turn, tail-recursively call sensing actions, such as happens(e_4, readSensor(lineSensor_1, \textit{Val}_2), t_1, t_3, l_7), and motor commands in concordance with test conditions, such as holds(line(left), t_1, t_5, nil, 0, E, l_6) and happens(e_6, setSpeed(motor_1, 3), t_6, t_7, l_7).

The responsible behaviour execution processes \( \tau \) (\textit{behaviour\_execution}) go quite along the lines of Subsection 5.4.2 unless arriving at the most primitive level of abstraction in which they must interact with the environment using particular types of COOP signals. Primitive actions, such as \( \Delta := \text{happens}(e_6, \text{setSpeed}(\text{motor}_1, 3), t_6, t_7, l_7) \), are published to the environment via \textit{ActionSignal}. In return, the environment reports its status via \textit{PerceptionSignal}, e.g.,

\[
G' := t_4 \equiv t_1 \land \text{holds(speed(\text{motor}_1, 3), t_2, t_2, nil, 0, E, l_7)}
\]

From the logic viewpoint, the agent’s body (the forklift robot’s BIOS, in this case) including the access to sensor registers is modelled as an integrative part of the environment. Hence, active perception is modelled by primitive actions \( \Delta := \text{happens}(e_4, \text{readSensor(lineSensor}_1, \text{Val}_2), t_1, t_3, l_7) \) that will be returned a reading \( G' := t_3 \equiv t_1 \land \text{holds(reading(lineSensor}_1, 123), t_3, t_3, nil, 0, E, l_7). \)

The perceived information is signalled to the world model whose predictions in turn steer the decomposition of active behavioural macros.

**World Model: Sensor Fusion and Object Recognition** The second focus of the BBL is the world model that subjects incoming observations (executed actions \( \Delta' \), status reports and sensor feedback \( G' \)) to a prediction process quite along the lines of Subsection 5.4.1. In fact, \( G' \) is not immediately telling the agent what the world looks like, rather it is a sensor-specific symptom caused by sensing actions in \( \Delta' \) under particular environmental conditions. In fact, these environmental conditions stem from the having issued motor commands in \( \Delta' \) which do not immediately change the state of the world, but rather perturb a continuous trajectory of movement in interaction with the trajectories of other agents and objects.

An approach for reasoning about continuous activities [Sha96, San97] could be incorporated into \textit{HEC} in order to connect \( \Delta' \) and \( G' \) by the prediction of the world model. To keep this enterprise simple and effective, however, we can also shift to a discrete level of representation by interchanging the causal role of sensing and acting:

\[
\forall \text{causes(readSensor(Sensor, Val}_1), F, T_1, T_2, C, B, E, l_7) \equiv \\
\exists \text{\hat{F}=?reading(Sensor, Val}_1) \\
\exists \text{\hat{\exists}Val}_1 \equiv \text{\hat{Val}_2} \land \text{\hat{\exists}not(reading(Sensor, Val}_2)) \\
\land \text{\hat{\exists}holds(reading(Sensor, Val}_2), T_1, T_2, C, B, E, l_7)
\]

Using DOMCAU1, the world model now deterministically builds up a history of sensing samples to which situation abstraction can be applied: The stimuli from several line sensors are fused into an estimation of the robot’s position with respect to the observed line at level \( l_6 \):

\[
\forall \text{decomposeHolds(line(left), T}_1, T_2, C, B, E, l_6) \equiv \exists \text{\hat{\exists}Val}_1 \geq \text{\hat{Val}_2} \geq \text{\hat{Val}_3} \\
\land \text{\hat{\exists}holds(reading(lineSensor}_1, \text{Val}_1), T_1, T_2, C, B, E, l_7) \\
\land \text{\hat{\exists}holds(reading(lineSensor}_2, \text{Val}_2), T_1, T_2, C, B, E, l_7) \\
\land \text{\hat{\exists}holds(reading(lineSensor}_3, \text{Val}_3), T_1, T_2, C, B, E, l_7)
\]
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\[ \forall causes(watchLine(Val_1), F, T_1, T_2, C, B, E, l_6) \equiv \\
\exists F=\text{line}(Val_1) \\
\exists \neg Val_1=\text{Val}_2 \land F=\text{not(line(Val_2))} \\
\land holds(\text{line(Val}_2), T_1, T_2, C, B, E, l_6) \]

Already at this level, a feedback loop operating within the fraction of a second is closed, because the world model's prediction of the line status is sent to steer the conditional decomposition of followMotor in a behaviour execution process. Similarly, loosing sight of the line immediately triggers a desire of the form DES1 that is signalled to the reflex process to find some appropriate counter measure, such as the activation of the searchLine behaviour:

\[ \forall holds(\text{line(no)}, T_1, T_2, nil, 0, E_1, l_6) \supset holds(\text{safePos}, T_3, T_4, nil, 0, E_2, l_5) \]

This rapid inference avoids to pursue combinatorially many options and becomes possible by the modelling of independent and reliable sensors. For noisy settings in which various perceptions from different sensors can be caused by exactly the same stimulus, this is not appropriate. The required fusion of sensors is usually performed by Bayesian methods such as they have been introduced into abductive logic by [PK94] and the deductive Situation Calculus by [BHL95]. Although Bayes allows to revert causality, such as we have proposed above, the update of probability distributions within such logics is still rather expensive.

[Sha97b] has proposed to express uncertainty as bounded and equally distributed nondeterminism, i.e., the 'hypothetical' stimuli are supposed to lie within a specified range \( \delta \) from the observed ones. By using compact numerical representations and corresponding background theories (see, e.g., Section 6), the enumeration of inherent options is avoided, nevertheless plausible abstract information can be derived:

\[ \forall decomposeHolds(\text{line(left)}, T_1, T_2, C, B, E, l_6) \equiv \exists Val'_1 \leq Val'_2 \leq Val'_3 \\
\land Val_1 - \delta \leq Val'_1 \leq Val'_2 + \delta \\
\land holds(\text{reading(lineSensor1, Val}_1), T_1, T_2, C, B, E, l_7) \land \ldots \]

For both line-based navigation in the loading dock and landmark-based navigation in the RoboCup, this approach installs a robust low-level of control. Hence, we simply assume failure-safe moving and turning on the next level of abstraction in order to trace the positioning, the orientation, and the surrounding of the robot:

\[ \forall causes(atPos(X_1, Y_1), followLine, T_1, T_2, C, B, E, l_5) \equiv \exists D=\text{west} \\
\land Y_1 = Y_2 \land X_1 = X_2 - 1 \land holds(atPos(X_2, Y_2), T_1, T_2, C, B, E, l_5) \\
\land holds(orient(D), T_1, T_2, C, B, E, l_5) \\
\land holds(\text{freeAhead}, T_1, T_2, C, B, E, l_5) \]

The atPos fluent is an example of a 'phenomenal' fluent which is not immediately grounded in observable primitives, thus without an identifiable 'physical' substrate. Such representations play a major role in philosophical debates about qualia and intentionality. They are technically relevant to connect sub-symbolic values with deliberative representations, e.g., for building coordinate systems, identifying objects, and maintaining and communicating cognitive maps.
This way, but, the world model cannot detect that the robot has lost the line and has recovered at a wrong position. For that purpose, we introduce miracle events which explain the sudden displacements:

\[
(DOMCAU4) \quad \forall \text{causes}(\text{atPos}(X_1, Y_1), \text{displacePos}(X_1, Y_1), T_1, T_2, C, B, E, l_5) \equiv \\
\exists X_1 = X_2 \land \text{holds}(\text{atPos}(X_2, Y_2), T_1, T_2, C, B, E, l_5) \lor \ldots
\]

\[
(DOMCAU5) \quad \forall \text{causes}(\text{orient}(D), \text{displaceOrient}(D), T_1, T_2, C, B, E, l_5) \equiv \ldots
\]

Miracles are annotated with extensive costs. The world model does not use these without getting strong evidences that positioning has gone mad, for example, by unexpectedly arriving at a unique landmark. Because miracles do hardly interact with other actions, the world model simply seeks the most plausible place in the collected history where the displacement could have occurred and re-interprets its prediction.

For practicability purposes, the world model renounces to represent other objects and agents on the same low-level of state and activity. Given the usual small-bandwidth sensors, it is a hard problem to recognise objects and their actions. Hence, we deal with the representation of multiple agents mainly on the basis of communication facilities, e.g., basic behaviours \textit{say}(Ag, W) and \textit{hear}(Ag) and basic fluents \textit{heard}(Ag, W) and \textit{said}(Ag, W) by which agents transmit who and where they are and what they are doing (see Subsection 5.5.3). To enable box recognition in the loading dock, we have added an extra 'virtual' sensor that is communicated the identifications.

Nevertheless, some of these issues can be addressed by the instruments of background knowledge, hypothetical reasoning, and plausibility within our abductive logic. For example, the existence of an object is inferable from scanning proximity sensors (the \textit{watchAhead} behaviour). If an object is not exactly identifiable by a stimulus, the world model introduces an existentially quantified variable for its identity:

\[
(DOMSAB2) \quad \forall \text{decomposeHolds(}\text{ahead(O), T_1, T_2, C, B, E, l_6}) \equiv \\
\exists \text{holds(}\text{reading(proxSensor1, Val1), T_1, T_2, C, B, E, l_7}) \land \ldots
\]

Triggered by this information, a collision-avoidance desire of the form

\[
(DES2) \quad \forall \text{holds(}\text{ahead(X), T_1, T_2, nil, 0, E, l_6}) \supset \\
\text{holds(}\text{freeAhead, T_3, T_4, nil, 0, E_2, l_5})
\]

can invoke some \textit{dodge} behaviour by way of the reflex process. Object positions and movements are even inferable from the agent's own position and status:

\[
(DOMSAB3) \quad \forall \text{decomposeHolds(}\text{atPos(O, X_1, Y_1), T_1, T_2, C, B, E, l_5}) \equiv \\
\exists \text{holds(}\text{ahead(O), T_1, T_2, C, B, E, l_6}) \\
\land \text{holds(}\text{atPos(X_1, Y_1, T_1, T_2, C, B, E, l_5}) \\
\land \text{holds(}\text{orient(D), T_1, T_2, C, B, E, l_5}) \\
\land D = \text{west} \land Y_1 = Y_2 \land X_1 = X_2 - 1
\]

\[
(DOMCAU6) \quad \forall \text{causes(}\text{atPos(O, X_1, Y_1), displacePos(O, X_1, Y_1), T_1, T_2, C, B, E, l_5}) \equiv \\
\exists X_1 = X_2 \land \text{holds(}\text{atPos(Box, X_2, Y_2), T_1, T_2, C, B, E, l_5}) \lor \ldots
\]
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By minimising its predictions, the world model then assumes the most plausible environmental actions that could have occurred in order to consistently explain the current situation in relation to the agent’s history. Using background knowledge, such as about sorts of objects and occupancy restrictions, this is massively simplified. Still, it turns out a demanding enterprise in the case of displacement (loading dock) or many unidentifiable, moving objects (RoboCup). This is why we restrict the world model to a reasonable temporal horizon $\epsilon$ in the range of a few seconds whose imposed roll-ups frequently force to forget about unidentified objects and actions.

**Reflex** Since the reactive control of the BBL is mainly seated within prediction and execution processes, the decision-making reflex process experiences the representationally most restrictive and computationally most focusing variation of functionality by $DOM$: 

\[
\forall \text{causes}(F, A, T_1, T_2, C, B, E, L) \equiv \\
(DOMCAUT) \quad \exists L=l_5 \land F=\text{safePos} \land A=\text{searchLine} \\
\lor \exists L=l_6 \land F=\text{freeAhead} \land A=\text{dodge}
\]

$DOMCAUT$ models very restricted consequences and preconditions of just a few behaviours, such as $\text{searchLine}$ to recover a lost marking line and $\text{dodge}$ to avoid collisions with facing objects. This way, the reflex process does not actually plan action sequences, but quickly activates macros that are deterministically coupled to the low-level goals transmitted from the world model. While the world model traces their execution over sensory sub-routines shared with other behaviours, such as $\text{watchLine}$ shared by $\text{searchLine}$ and $\text{followLine}$, the reflex process cannot causally analyse the necessity of its decisions: It cannot issue, e.g., $\text{turnLeft}$ and $\text{followLine}$ actions by itself. It cannot decide to issue $\text{downArm}$, $\text{openCloseGripper}$, and $\text{upDownArm}$ instead of $\text{dodge}$ in order to pickup an obstacle $\text{Box}$. And finally, it cannot resolve conflicts between, e.g., an active $\text{followLine}$ behaviour which tries to approach an object for picking it up and a $\text{dodge}$ decision.

Indeed, these tasks are delegated to the deliberative control of InteRRAp-R’s LPL that configures the state and the computation of the presented BBL processes.

### 5.5.2 LPL: Abstraction and Abstract Resources

Roughly, the deliberative problem of forklift robots in the Automated Loading Dock consists of performing (joint) delivery tasks. The representations of the inference-based LPL that solves the corresponding (multi-agent) prediction, decision-making, and execution problems have already been extensively discussed in Subsection 5.4 apart from their connection with the just outlined BBL by the coupling of mental model and world model processes.

In the first place, this connection is established by stapling further deliberative levels of representation ($l_2, \ldots, l_4$, roll-up interval $\sim 30$ seconds) on top of the just outlined BBL levels $l_5, \ldots, l_7$ by the instrument of $HEC$ abstraction hierarchies. For example, the distinction of ego-centred and environmental representations, e.g., of $\text{atPos}(6, 2)$ and $\text{atPos}(\text{box}_1, 1, 1)$ and of $\text{upArm}$ and $\text{upArm(rob}_1)$, is released for the sake of an objective multi-agent perspective:
\( \neg \text{decomposeHold}(atPos(O, X_1, Y_1), T_1, T_2, C, B, E, l_4) \equiv \)
\( \exists \text{hold}(atPos(O, X_1, Y_1), T_1, T_2, C, B, E, l_5) \)
\( \lor \exists O \models rob_1 \land \text{hold}(atPos(X_1, Y_1), T_1, T_2, C, B, E, l_5) \)

\( \neg \text{decomposeMacro}(\text{pickup}(O, \text{Box}), T_1, T_2, l_4) \equiv \)
\( \exists O \models rob_1 \land \text{happens}(E_1, \text{downArm}, T_1, T_3, l_5) \)
\( \land \text{happens}(E_2, \text{closeGripper}(\text{Box}), T_4, T_5, l_5) \)
\( \land \text{happens}(E_3, \text{upArm}, T_4, T_5, l_5) \)

As aforementioned, the lifted information from the world model serves to install the agent’s positioning, orientation, and surrounding rather than to recognise hardly perceivable multi-agent interactions. Nevertheless, the mental model is able to resolve displacements and object movements by relying on additional background knowledge in the form of cognitive maps and common-sense:

\( \neg \text{initially}(F, L) \equiv \)
\( \exists F \models \text{category}(\text{box}_1, \text{toys}) \land L \models l_4 \lor \exists F \models \text{at}(\text{box}_1, \text{truck}) \land L \models l_4 \lor \ldots \)

\( \neg \text{decomposeHold}(at(O, \text{truck}), T_1, T_2, C, B, E, l_4) \equiv \)
\( \exists \text{hold}(atPos(O, \hat{1}, \hat{1}), T_1, T_2, C, B, E, l_4) \)

Particular LPL primitives, such as \( \text{pickup}(\text{rob}_1, \text{box}_1) \) at \( l_4 \), are executed in the plan execution processes by procedurally decomposing them into high-level behaviours at \( l_5 \), such as the sequence \( \text{downArm}, \text{closeGripper}(\text{box}_1) \), and \( \text{upArm} \), which could not be decided by the quick, but myopic BBL alone. Respective signals are transmitted through mental and world models to the final behaviour execution processes. This is not sufficient regarding deliberation as a decoupled decision problem to minimise conflicts and optimise the performance of the BBL machinery. For example, the BBL collision-avoidance desire \( \text{DES2} \) is inconsistent with the deliberative goal of approaching another robot for box exchange. For example, tactical soccer actions in the RoboCup simulation are hardly expressible as ordinary abstractions of soccer skills. For this purpose, LPL actions, such as the \( \text{suppressDodging} \) action at \( l_4 \), represent parameterisations of the BBL rather than simply activating BBL behaviours. Abstract resources are the representation device that amalgamates the principle of meta-control with a coherent abstraction hierarchy. Their status, their allocation, and related parameters of the BBL’s control process are maintained quite as regular fluents in the world model. As such they are accessible by the mental model:

\( \text{holds}(\text{resourceValue}(\text{affect, intensity}, 2), T_3, T_4, \text{nil, } \hat{0}, E, l_4) \)

\( \text{holds}(\text{resourceValue}(\text{battery, charge}, 5\text{34}), T_1, T_2, \text{nil, } \hat{0}, E, l_4) \)

\( \text{holds}(\text{resourceAllocation}(\text{reflex, affect, intensity}, 2), T_5, T_6, \text{nil, } \hat{0}, E, l_4) \)

\( \text{holds}(\text{processPriority}(\text{behaviourExecution}(\text{dodgeLeft}), l_6, 0.5), T_7, T_8, \text{nil, } \hat{0}, E, l_4) \)

\( \text{affect} \) is an abstract resource that is consumed by a forklift’s reactive reflex process for deciding about low-level goals. Depending on the selected inference option, e.g., invoking a moderately ‘dangerous’ \( \text{searchLine} \) or a heavily interacting \( \text{dodge} \) behaviour,
a respective amount of its intensity item is consumed. This value is 1 in the case of searchLine and 2 in the case of dodge. The BBL control process acknowledges the consumption of resources by incorporating resourceValue updates into the world model. The history of resources (and other control parameters, such as resourceAllocation and processPriority) is deterministically maintained by the following definition (and analogue definitions for, e.g., changeResourceAllocation and changeProcessPriority):

\[ \forall causes(F, \text{changeResourceValue} \langle \text{Resource}, \text{ResourceItem}, \text{Val}_1 \rangle, T_1, T_2, C, B, E, l_i) \equiv \]

\[ (\text{DOMCAU8}) \quad \exists F = \text{resourceValue} \langle \text{Resource}, \text{ResourceItem}, \text{Val}_1 \rangle \]

\[ \forall \exists Val_1 = Val_2 \land F = \text{not} \langle \text{resourceValue} \langle \text{Resource}, \text{ResourceItem}, \text{Val}_2 \rangle \rangle \land \text{holds} \langle \text{resourceValue} \langle \text{Resource}, \text{ResourceItem}, \text{Val}_2 \rangle, T_1, T_2, C, B, E, l_i \rangle \]

Abstract resources, their allocation, and other control parameters are now subject to regular situation abstraction within the mental model and participate the deliberative reasoning in prediction, planning, and plan execution. By the following axioms, the forklift’s local planning process can decide that, in order to successfully exchange a box, suppressDodging must be invoked which in turn decomposes into an update of the allocation of affect intensity. Then, the BBL reflex process will be able to decide searchLine, but no longer dodge. Since suppressDodging makes safe navigation impossible, the local planner must use the allowDodging action which reinstalls the original allocation before planning any further moveArea macro.

\[ (\text{DOMSAB6}) \quad \forall \text{decomposeHold} \langle \text{safeExchange}, T_1, T_2, C, B, E, l_i \rangle \equiv \]

\[ \exists Val \leq 1 \land \text{holds} \langle \text{resourceAllocation} \langle \text{reflex}, \text{affect}, \text{intensity}, \text{Val} \rangle, T_1, T_2, C, B, E, l_i \rangle \]

\[ (\text{DOMCAU9}) \quad \forall causes(F, \text{suppressDodging}, T_1, T_2, C, B, E, l_i) \equiv \]

\[ \exists F = \text{safeExchange} \lor \exists F = \text{not} \langle \text{safeNavigation} \rangle \]

\[ (\text{DOMAA2}) \quad \forall \text{decomposeMacro} \langle \text{suppressDodging}, T_1, T_2, C, B, E, l_i \rangle \equiv \]

\[ \exists \text{happens} \langle \text{changeResourceAllocation} \langle \text{reflex}, \text{affect}, \text{intensity}, 1 \rangle, T_1, T_2, C, B, E, l_i \rangle \]

5.5.3 SPL: Social Model, Social Planning, and Protocol Execution

In a heterogeneous domain, the social problem of broad agents is not to be defined globally, rather appears as the economical adaption of the agent’s deliberation (Von Neumann and Morgenstern’s theory of games and economic behaviour [vNM44]) to the behaviour and especially to the conversations of other agents and humans (Searle’s speech act theory [Sea69]). Even if restricting to artificial societies [Sin91] with a pre-defined communication language, such as KQML [LF97], this still appears to be an inherently complex exercise involving the prediction of other agent’s state by communicative performatives [CL95], full introspection into deliberative computations [Pet92], and decision-making about performatives [GS90, CP79, PA80]. Although possibly to formalise within a logic, such as BDI [RG91], this will most unlikely be an executable one.
The forklifts in Figure 30 can be seen as a fully collaborative instance of a multi-agent system that needs to maximise deliveries throughout the whole loading dock. In the depicted case, one robot is blocking the other’s path to the shelf and the robots can agree upon a multi-agent plan to exchange the box. This benevolent setting is similarly true for RoboCup, in which the overall aim of the game, to beat the opponent, is specified on the team level and can be reached by having players incarnating particular strategic roles.

In this context, [Müll96] constructed a runnable SPL for forklifts using negotiation protocols [RZ94]. Negotiation protocols, such as the contract net protocol [Smi80], are artificial conventions to coordinate distributed representations, e.g., to reach an agreement upon a multi-agent plan. They pre-structure the otherwise enormous space of possible interactions. Moreover, due to the bounded number and the fixed status of performatives within such a protocol, the modelling of complex communication semantics is largely abandoned.

To revisit all of these issues within the presented inferential framework exceeds the scope of this report and will presumably be a research topic on its own, such as other approaches to the matter demonstrate [DST99]. In the following, we describe the preliminary results that we obtained in ‘emulating’ InteRRaP’s SPL within InteRRaP-R. Our ability to build working teams of agents in loading dock and RoboCup indicates that thinking about social processes in terms of causality may be an adequate enterprise. Indeed, most of the existing research around coordinating multi-agent activities [vM92, DL89, CLL93] relies on narrative-based representations in one or the other way. There is even no sensible alternative to treating other agents via default persistence; more than for regular fluents in the frame problem, the space of options for such ‘mental fluents’ otherwise prevents any reasoning. And finally, if we assume all agents to be InteRRaP-like artifacts, their mental attitudes are subject to causality by design. The rationale behind the resulting ALP & HEC-based SPL condenses into the four following points whose alternatives must be left to future investigations:

**Coordination vs. Cooperation** [MC91] distinguishes between jointly coming to an agreement on doing some action such as exchanging a box — the coordination problem which is doubtlessly the domain of the SPL — and jointly executing the action afterwards — the cooperation problem. In original InteRRaP [Müll96], the latter was
partly addressed in the LPL by means of single-agent plans, but partly also in the SPL\textsuperscript{16} by means of multi-agent plans from which the single-agent plans have been extracted. This complicated design was due to the necessity of coordinating most of the cooperation that a forklift performs. We have demonstrated that this is not the general case: InteRRaP-R's LPL is able to recognise, predict, and assume multi-agent activities without explicit coordination. InteRRaP-R's SPL hence focuses just on coordinating the underlying LPL with those of other agents.

**Reflection and Communication** Allocating abstract resources, such as roles in a soccer team, is one tool to enable the SPL's coordination of the LPL. The other tool is a moderate reflection facility built into situation abstraction (see the paragraph on *The Social Model* below) which allows to create mental fluents, 'snap-shots' of regular fluents, events, and time-points in the LPL of various agents. Mental fluents are the basis for specifying performatives, for tracing social conditions, and for expressing coordination goals — currently under the support of highly domain-dependent background knowledge.

**Flat Coordination** One particular limitation of mental fluents is their not being nested, i.e., they do not range over the agents' social model processes. This is reasonable in terms of practicability, but problematic with respect to expressiveness. As [HM90] and others have elaborated, the 'when' and 'what' to coordinate suffers a severe bootstrapping problem, that is, in order to determine whether the mental states of two agents interact, there must be first some mutual agreement on what their actual mental states are. Similarly, negotiations can fail to reach an absolute consensus for which appropriate social goals ("try to coordinate as much as possible") must be defined on a higher level. Finally, social situations are often symmetrical such that it is not clear which agent should start the coordination.

In practical settings where the depth of the required agreement is bounded, e.g., forklifts should agree upon some joint LPL action, it suffices that agents mutually know a part of their mental models. The bootstrapping problem can then be resolved using an initial (meta-) negotiation about incomplete information (the QUERY protocol in [Mü96]) and election (the election protocol in [CR79]). We will not address reasoning about information exchange, failure of negotiations, and election in this thesis, as it would require another level of reflection (the *Conscious Planning Layer*?). Rather we handle these problems via domain representations that avoid symmetry, divergent negotiations, and lack of information.

**Negotiation Protocols and Strategies** Finally, we introduce SPL negotiation protocols as non-deterministic multi-agent macros built upon communication performatives and LPL-coordination actions by using the action abstraction facilities of *HEC*. By interactively planning and executing these multi-agent macros in the given social setting, the SPL realises agent-specific negotiation strategies. We especially focus on protocols for coordinating plans, such as box exchange, and resources, such as roles.

\textsuperscript{16}This layer was thus called Cooperation Planning Layer (CPL). The above clarification suggests the change of name.
The apparent relation between multi-agent plans and negotiation protocols has already been anticipated in [Müli96] (Chapter 3.6, page 108):

"There are strong parallels between negotiation protocols and joint plans: whereas plans restrict and synchronise the activities of agents in the world, protocols restrict and synchronise the communication process itself; thus, negotiation protocols can be looked upon as meta joint plans whose result is a decision, e.g., about what plan to use."

The Social Model Each time an intermediate solution is found in the mental model process, the social model receives a decoupled 'snap-shot' of several deliberative levels of representation. This is accomplished by a moderate reflection facility which extends first-order logic by (meta-)constants 'x referring to the partial content of a variable X, i.e., the established equalities, orderings, etc., which have been placed onto the variable. This is just one piece of second-order logic [Pet92] to which inference procedures have already been presented [CL94]. We do not discuss theoretical aspects here, rather remark that this is compliant with our (higher-order) implementation platform (see Section 6).

From the SPL perspective, mental believes fluents that are constructed within the following situation abstraction definitions at time $t_i$ can be seen as ordinary terms that reflect the status of regular LPL fluents (holds), events (happens, not(happens)), and time-points $\leq$. We sketch the holds and not(happens) cases with respect to two deliberative levels of abstraction:

$$
\forall \text{decomposeHolds}(\text{believes}(\text{rob}_1, \text{holds}(f', t_1, t_2, e', l)), t_{i-1}, t_i, \text{nil}, \hat{0}, E, l_i) \equiv \\
(DOMSAB7) \\
\exists L \models l_4 \land \text{holds}(F, T_1, T_2, \text{nil}, \hat{0}, E, L)
$$

$$
\forall \text{decomposeHolds}(\text{believes}(\text{rob}_1, \text{not(happens)}(e', a', t_1, t_2, l)), t_{i-1}, t_i, \text{nil}, \hat{0}', e, l_i) \equiv \\
(DOMSAB8) \\
\exists L \models l_5 \land \neg \text{happens}(E, A, T_1, T_2, L)
$$

Tolerating the restricted expressiveness, these definitions do not build up believes in an arbitrarily nested and compositional fashion, e.g., believes about believes or believes about disjunctive formulae. Partly, compositional information is implicitly present in more abstract representations. Partly, conjunctions can be reflected in order to make the mechanisms presented in this subsection more practical, e.g., by coordinating complex plans instead of actions.

We obtain a simple history mechanism of the social model in which updates are modelled via changeBelieve miracles initiating new believes and terminating incompatible ones. incompatible is a rule of thumb which determines what must have changed in the commitments of an agent's mental model, but which is not constructing a necessarily consistent history.

$$
\forall \text{causes}(\text{changeBelieve}(A, F_1), F_2, T_1, T_2, C, B, E, l_i) \equiv \\
\exists F_2 \models \text{believes}(A, F_1) \\
(DOMCAU10) \\
\forall \exists F_2 \not\models \text{not(believes}(A, F_3)) \\
\land \text{holds}(\text{believes}(A, F_3), T_1, T_2, C, B, E, l_i) \\
\land \text{incompatible}(A, F_1, F_3, T_1, T_2, C, B, E)
$$
\[ \text{incompatible}(Ag, F_1, F_2, T_1, T_2, C, B, E) \equiv \]
\[ \exists F_1 \models \text{holds}(F, T_3, T_4, E_1, L) \land F_2 \models \text{holds}(\neg(F), T_5, T_6, E_2, L) \]
\[ \land \text{holds}(\text{believes}(Ag, \prec(T_3, T_5)), T_1, T_2, C, B, E, l_1) \]
\[ \land \text{holds}(\text{believes}(Ag, \prec(T_5, T_3)), T_1, T_2, C, B, E, l_1) \]
\[ \lor \exists F_1 \models \text{happens}(E_2, A, T_3, T_4, L) \land F_2 \models \neg(\text{happens}(E_2, A, T_5, T_6, L)) \]
\[ \land \text{holds}(\text{believes}(Ag, \prec(T_3, T_5)), T_1, T_2, C, B, E, l_1) \]
\[ \land \text{holds}(\text{believes}(Ag, \prec(T_5, T_3)), T_1, T_2, C, B, E, l_1) \]
\[ \lor \exists F_1 \models \prec(T_3, T_4) \land F_2 \models \prec(T_5, T_3) \]

It is to note that our formalism does not introduce mental fluents for goals and intentions. According to BDI logic [RG91] and its Kripke-style semantics, goals are particular 'sub-worlds' of optional beliefs, intentions are sub-worlds of optional goals. By this construction, it can be distinguished between unavoidable situations and future goals, between anticipated occurrences and decided intentions. We cannot uphold this distinction, because beliefs do always refer to one particular option within the mental model. Hence, we could only assume all believes about future events to be the intentions of the agent, about future states to be its goals.

Communication is needed in order to derive mental fluents about other agents’ LPL. Basic communication facilities for perceiving and issuing performative are behaviour execution processes within the BBL (hear(Ag) and say(Ag, W) at level \( l_7 \)). These are allowed to send ActionSignal

\[ \Delta := \text{happens}(\text{say}(\text{rob}_1, \text{tell}(\text{holds}(\text{at}(\text{box}_1, \text{shelf}_3), t_1, ^t_2, e, l_2))), T_3, T_1, l_7) \]

and to receive PerceptionSignal

\[ G' := \text{holds}(\text{heard}(\text{rob}_2, \text{tell}(\text{happens}(\text{e}_3, \text{downArm}(\text{rob}_2), t_5, l_1))), T_7, T_3, E, l_7) \]

to and from the environment. As a short-cut, their results are immediately lifted from the world model into the social model (DOMAAB2 and DOMSAB12) where the causal interpretation presumes benevolence, i.e., a proper belief is the necessary precondition for uttering a tell performative (DOMCAU11).

\[ < \text{DOMAAB2} > \]
\[ \prec \text{decomposeMacro}(\text{hear}(Ag), T_1, T_2, l_1) \equiv \]
\[ \exists \text{happens}(\text{hear}(Ag), T_1, T_2, l_1) \]

\[ < \text{DOMSAB9} > \]
\[ \prec \text{decomposeHolds}(\text{heard}(Ag, W), T_1, T_2, C, B, E, l_1) \equiv \]
\[ \exists \text{holds}(\text{heard}(Ag, W), T_1, T_2, C, B, E, l_1) \]

\[ < \text{DOMCAU11} > \]
\[ \prec \text{causes}(\text{hear}(Ag), \text{heard}(Ag, \text{tell}(F)), T_1, T_2, C, B, E, l_1) \equiv \]
\[ \exists \text{holds}(\text{believes}(Ag, F), T_1, T_2, C, B, E, l_1) \]

Benevolence usually goes further by possibly adopting the thus reported believes, for example by integrating an execution report of a partner agent into the mental model to support cooperative prediction, planning, and plan execution. Another example are user-given delivery commands (\text{tell}(\text{user, unloadCommand(box}_3, l_2))) which we expect to be carried out by the forklifts LPL according to the preceding subsection. But, it is important not to so naively, because partner agents have an as incomplete
view of the world, pursue different goals, and work on possibly inconsistent intentions. Since the social model is decoupled from the LPL, it is however able to force a (non-monotonic) re-orientation of the mental model in order to accept observations, remove goals, and change intentions there.

\( \forall t_i \exists t_{i-1}, t_i, nil, \emptyset, E_1, l_i \land Ag \not\models rob_1 \)

\( (ADOPTE) \land F \models \text{happens}(e_2, \text{downArm}(Ag), t_{i-1}, t_i, [\emptyset], l_i) \supset \exists \text{happens}(E_2, Ag, T_3, T_4, L) \)

To decide what is worth of being integrated and what is not, we again rely on a rule of thumb. The above ADOPTE constraint (and analogues for fluents and time-points) integrates other agents' reported believes about past, present, and future events where the criterion is that each agent is held capable of controlling its own actions. More general incorporation principles could emerge from ongoing research on distributed databases [Sub94].

Equally important to the adoption of information is to forget about mental states over time; the temporal horizon for rolling-up the social model ranges about one minute back and forth. Mental states of agents are likely to change unobservably which somehow stands in contrast to strict inertia. The roll-up mechanism can be thus be understood as a way of circumventing the implausible infinite persistence of any fluent.

**Social Planning: Social Goals and Initiating Negotiation** How to incorporate told information is a fundamental part of the agent’s coordination strategy. When to engage into some communication, which coordination convention (negotiation protocol) to use, and what to say during such a conversation are the other parts. Because of incomplete perception, these decisions can take a complicated shape: To determine that exchanging a box is useful, forklifts usually have to first exchange information about their current environment, their related goals, and their relevant intentions, i.e., they have to coordinate their social models before coordinating their mental models. For that purpose, [Mül96] used an additional level of meta-negotiation (the QUERY protocol) whose formalisation exceeds the expressiveness of mental fluents. Instead, we install desires (DES3) into the forklifts’ SPL which aim at informing (the said fluent) a facing robot of relevant parts of their mental model. By DOMCAU12, the social planner invokes a say action that immediately decomposes into a corresponding BBL activity.

\( \forall t_i \exists t_{i-1}, t_i, nil, \emptyset, E_1, l_i \land rob_2 \models \text{holds}(\text{ahead}(Ag), T_3, T_4, E_1, l_i) \)

\( (DES) \land \text{happens}(\text{at}(Ag, \text{shelf}_3), T_3, T_4, E_1, l_i) \land \text{happens}(\text{free}(\hat{8}, \hat{7}), T_3, T_4, E_1, l_i) \supset \exists \text{said}(Ag, \text{tell}(\text{free}(\hat{8}, \hat{7}), T_3, T_4, E_1, l_i)) \supset \text{happens}(\text{free}(\hat{8}, \hat{7}), T_3, T_4, E_1, l_i) \)

\( \exists \text{causes}(\text{say}(Ag, \text{tell}(W)), \text{said}(Ag, \text{tell}(W)), T_1, T_2, C, B, E, l_i) \equiv \exists \text{happens}(\text{belives}(rob_1, W), T_1, T_2, C, B, E, l_i) \)

By this design and the benevolent incorporation strategy, forklifts are able to complete their social models, at the same time re-orientate their LPL. For example, as soon as the robot delivering the box adopts the reported belief free(\( \hat{8}, \hat{7} \)), its local planning process
refines the transport commitment at level \( l_3 \) (that is dealing with the reachability of areas) with the multi-agent macro \( \text{happens}(\text{exchange}(\text{rob}_1, \text{rob}_2, \text{box}_1, \text{shelf}_5), T_1, T_2, l_3) \).

This is because involving the other agent became less expensive than doing it on its own (where inability amounts to infinite costs).

By comparing its own mental state with the one reported by the partner agent, the delivering forklift then notices that it must reach an agreement about the generated multi-agent plan. These statements are treated at the level of abstraction \( l_0 \). The fluent \( \text{not}(\text{coor}(\text{Ag}_1, \text{Ag}_2, F_1, F_2)) \) (explained by the miracle \text{disCoor} in DOMCAU11) describes that agents \( \text{Ag}_1, \text{Ag}_2 \) exhibit believes \( F_1, F_2 \) which are uncoordinated, such as different opinions about the occurrence of the joint exchange (DOMSAB10). The unique agent \( \text{Ag}_1 \) then initiates the coordination effort by the SPL desire \( \forall \text{holds}(\text{not}(\text{coor}(\text{rob}_1, \text{Ag}, F_1, F_2)), T_1, T_2, \text{nil}, 0, E, l_0) \cup \text{holds}(\text{coor}(\text{rob}_1, \text{Ag}, F_1, F_2), T_3, T_4, \text{nil}, 0, E, l_0) \) and lets the social planning process to enter the coordination protocol \( \text{coorProt}(\text{rob}_1, \text{Ag}_2, F_1, F_2) \) (DOMCAU12).

\[
\forall \text{decomposeHolds}(\text{not}(\text{coor}(\text{Ag}_1, \text{Ag}_2, F_1, F_2)), T_1, T_2, B, E, l_0) \equiv \\
\exists F_1 := \text{happens}(\text{exchange}(\text{Ag}_1, \text{Ag}_2, \text{Box}, \text{Area}), T_3, T_4, l_3) \\
\land \text{holds}((\text{believes}(\text{Ag}_1, F_1), T_1, T_2, C, B, E, l_1) \\
\land \text{holds}((\text{believes}(\text{Ag}_2, \text{not}(F_1)), T_1, T_2, C, B, E, l_1)
\]

\[\text{(DOMSAB10)}\]

\[
\forall \text{causes}(\text{disCoor}(\text{Ag}_1, \text{Ag}_2, F_1, F_2), F, T_1, T_2, C, B, E, l_0) \equiv \\
\exists F := \text{not}(\text{coor}(\text{Ag}_1, \text{Ag}_2, F_1, F_2))
\]

\[\text{(DOMCAU13)}\]

\[
\forall \text{causes}(\text{coorProt}(\text{Ag}_1, \text{Ag}_2, F_1, F_2), F, T_1, T_2, C, B, E, l_0) \equiv \\
\exists F := \text{coor}(\text{Ag}_1, \text{Ag}_2, F_1, F_2)
\]

\[\text{(DOMCAU14)}\]

Protocol Planning and Execution: Coordinating Believes In [Mü1996], a negotiation mechanism for reaching an agreement about multi-agent plans is developed, the joint plan protocol (Figure 31, lower-left part). Its principle goes back to the monotonic concession protocol of [RZ1994] and must not be restricted to plans, but could cover any representation such as mental fluents. One of the involved agents (the leader as opposed to the follower) that has first recognised the coordination problem constructs a negotiation set which is a finite set of optional solutions to the coordination problem. In our example, these options are that either both agents adopt the exchange event or they both reject it. More complex negotiation sets can be constructed by plan critique methods [vM1992].

The state diagram in Figure 31 is a shared convention between the agents according to which they take initiative (the state nodes) and perform communication performatives (the transitions) about the negotiation set. Non-determinism in the protocol has its source in the actual choice of the performative and the selection of its content (plan, element of the negotiation set). The individual negotiation strategies of the agents determine concrete ‘runs’ through the protocol during which the negotiation set is incrementally shrunked until both agents agree on a particular solution.

Reasoning about state and transition is central to our logic-based reconstruction of InteRRApP-R. Hence, it is suggested to think of diagrams such as used to describe negotiation protocols of the SPL as multi-agent macros quite similar to the transport and exchange abstractions installed in the LPL. In the upper part of Figure 31, the
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logic structure of the coordination protocol macro (coorProt) is outlined that transfers
the transitions of the original diagram into communication and coordination primitives
(propose, modify, modify, accept, integrate). Sub-graphs of the diagram are
realised as recursive sub-macros (modifyProt1, modifyProt2). coorProt models non-
determinism by disjunctive decomposition and quantified arguments of action types.
To emulate the agents’ negotiation strategy, the idea is to introduce the (intermediate)
negotiation set as a set of high-level fluents nset(Ag1, Agf, F1, F2, F3) at level 1
relating the possible solutions F3 to the actual coordination problem. These fluents are initiated
by the miracle buildNset.

\[ \forall \text{decomposeHolds}(\text{nset}(Ag1, Agf, F1, F2, F3), T1, T2, B, E, l_0) \equiv \]
\[ (DOMSAB14) \quad \exists \exists F_3 \models F_1 \land \text{holds(not(coor}(Ag1, Agf, F1, F2)))T_1, T_2, B, E, l_0 \]
\[ \forall \exists F_3 \models F_2 \land \text{holds(not(coor}(Ag1, Agf, F1, F2)))T_1, T_2, B, E, l_0 \]

\[ (DOMCAU12) \quad \forall \text{causes(buildNset}(Ag1, Agf, F1, F2, F3), F, T_1, T_2, B, E, l_0) \equiv \]
\[ \exists F \models \text{nset}(Ag1, Agf, F1, F2, F3) \]

Then, the protocol can be run distributively by the situated interplay of both agents’
social model, social planning, and protocol execution processes that make inferences
about how the protocol actions manipulate the negotiation set. Hence, the individual
negotiation strategy is mapped to the individual selection strategy applied by the social
inference processes. For example, the propose action decomposes in DOMAAB3 into
either active (for the leader) or passive (for the follower) communication. propose
refers to some member of the negotiation set in its precondition. This member is picked
by the search rule of the social planner and marked as proposed. Since the leader’s
planner furthermore chooses the most cost-effective hypothesis, it simply assumes the
follower to accept; its protocol executor hence issues propose and waits for accept.
\[ \forall \text{decomposeMacro}(\text{propose}(A_g, A_f, F_1, F_2, F_3), T_1, T_2, l_0) \equiv \\
(DOMAAB3) \quad \exists A_g \models \text{rob}_1 \land \text{happens}(\text{say}(A_g, \text{propose}(F_1, F_2, F_3)), T_1, T_2, l_1) \\
\lor \exists A_g \models \text{rob}_1 \land \text{happens}(\text{hear}(A_g, \text{propose}(F_1, F_2, F_3)), T_1, T_2, l_1) \\
\quad \forall \exists F \models \text{proposed}(A_g, A_f, F_1, F_2, F_3) \\
\land \text{holds}(\text{nset}(A_g, A_f, F_1, F_2, F_3), F, T_1, T_2, B, E, l_0) \\
\land \text{holds}(\text{not}(\text{coor}(A_g, A_f, F_1, F_2)), F, T_1, T_2, B, E, l_0) \\
\quad \forall \exists A_g \models \text{rob}_1 \land \text{happens}(\text{hear}(A_g, \text{propose}(F_1, F_2, F_3)), T_1, T_2, C, B, E, l_1) \\
(DOMSAB3) \quad \exists A_g \models \text{rob}_1 \land \text{happens}(\text{say}(A_g, \text{propose}(F_1, F_2, F_3)), T_1, T_2, C, B, E, l_1) \\
\lor \exists A_g \models \text{rob}_1 \land \text{holds}(\text{heard}(A_g, \text{propose}(F_1, F_2, F_3)), T_1, T_2, C, B, E, l_1) \\
\quad \forall \exists F \models \text{proposed}(A_g, A_f, F_1, F_2, F_3) \\
\land \text{holds}(\text{nset}(A_g, A_f, F_1, F_2, F_3), F, T_1, T_2, C, B, E, l_0) \\
\land \text{holds}(\text{not}(\text{coor}(A_g, A_f, F_1, F_2)), F, T_1, T_2, C, B, E, l_0) \\
\quad \forall \exists A_g \models \text{rob}_1 \land \text{happens}(\text{hear}(A_g, \text{propose}(F_1, F_2, F_3)), T_1, T_2, C, B, E, l_1) \\
\quad \text{Even if the follower has not yet realised the coordination need, the arrival of the \textit{proposed} performative lets its social model infer that there is a conflict with respect to } F_1, F_2 \text{ pending, lets it create the identical negotiation set } \text{nset}, \text{ and lets the social planner engage into the } \text{modProt1} \text{ sub-protocol} \quad \text{(DOMCAU16) by the desire } \forall \text{holds}(\text{not}(\text{coor}(A_g, \text{rob}_2, F_1, F_2)), T_1, T_2, \text{nil}, \text{nil}, E, l_0) \lor \text{holds}(\text{coor}(A_g, \text{rob}_2, F_1, F_2), T_1, T_2, \text{nil}, \text{nil}, E, l_0). \]

While the SPL of the leading agent waits, the follower’s planner has the option to \textit{accept} and \textit{integrate} the result. \textit{Integrate} \text{(DOMAAB4)} is a coordination action which re-orientates the mental model. \textit{Accept} decomposes into a performative whose transmission resumes the leader’s protocol execution process that integrates the information there. In this case, the protocol is terminated and both partners adopt believes(rob_1, F_3) \land believes(rob_2, F_3).

\[ \forall \text{causes}(\text{modifyProt}(A_g, A_f, F_3), F, T_1, T_2, B, E, l_0) \equiv \\
(DOMCAU16) \quad \exists F \models \text{coor}(A_g, A_f, F_1, F_2) \\
\land \text{holds}(\text{proposed}(A_g, A_f, F_1, F_2, F_3), F, T_1, T_2, B, E, l_0) \\
\quad \forall \exists F \models \text{coor}(A_g, A_f, F_1, F_2) \\
\land \text{holds}(\text{proposed}(A_g, A_f, F_1, F_2, F_3), T_1, T_2, B, E, l_0) \\
\lor \exists A_g \models \text{rob}_1 \land \text{happens}(\text{propose}(A_g, A_f, F_1, F_2, F_3), T_1, T_2, l_0) \\
\forall \exists A_g \models \text{rob}_1 \land \text{happens}(\text{propose}(A_g, A_f, F_1, F_2, F_3), T_1, T_2, l_0) \\
\quad \text{The follower’s planner has also the option to \textit{modify} the proposal, i.e., to make a counter-proposal from the negotiation set according to its selection strategy and the estimated costs of the coordination solution. The preconditions of \textit{modify} require some initial proposal from the leader and some counter-offer that is a different element of the negotiation set. Its effects are that the new solution is now \textit{proposed} and that the previous proposal is no longer in the negotiation set \text{nset}. The follower passes the initiative then back to the leader by suspending on the sub-protocol } \text{modProt1} \text{ under the assumption that the leader accepts the counter-proposal.} \\
\quad \forall \exists A_g \models \text{rob}_1 \land \text{happens}(\text{propose}(A_g, A_f, F_1, F_2, F_3), T_1, T_2, B, E, l_0) \equiv \\
(DOMCAU17) \quad \exists F_3 \models F_1 \land F \models \text{not}(\text{nset}(A_g, A_f, F_1, F_2, F_3)) \\
\land \text{holds}(\text{nset}(A_g, A_f, F_1, F_2, F_3), F, T_1, T_2, B, E, l_0) \\
\land \text{holds}(\text{proposed}(A_g, A_f, F_1, F_2, F_3), T_1, T_2, B, E, l_0) \\
\lor \exists A_g \models \text{rob}_1 \land F \models \text{proposed}(A_g, A_f, F_1, F_2, F_3) \ldots \]
At the time that \textit{modify} arrives at the leader, the selected options in both protocol execution and the social planner are invalidated (the assumption \textit{nset} for \textit{integrate} does not hold anymore) and both inference procedures have to backtrack. They take the second option to decompose \textit{modifyProt}1 which is to engage into \textit{modifyProt}. The social planner decides about either accepting and integrating the counter-proposal or making a counter-counter-proposal by which we return to above described situation. Counter-proposals are available as long as there are more than two elements in the negotiation set left.

\textbf{Protocol Planning and Execution: Coordinating Abstract Resources} Especially with respect to realising RoboCup team strategies, social control is thought as the long-term parameterisation of deliberative processes that realise, e.g., local soccer tactics. Abstract resources, such as \textit{roles} in a soccer team, that describe constraints on the possibilities of LPL inferences are a suitable interface for this part of the coordination aspect. Resource value, resource allocation, related performance data, and parameters of the LPL control process are accessible as ordinary fluents in the mental model:

\begin{align*}
\text{holds}(\text{resourceValue}(\text{roles}, \text{attacker}, \hat{1}), T_3, T_4, \text{nil}, \hat{0}, E, l_2)
\end{align*}

\begin{align*}
\text{holds}(\text{resourceValue}(\text{roles}, \text{goalie}, \hat{1}), T_3, T_4, \text{nil}, \hat{0}, E, l_2)
\end{align*}

\begin{align*}
\text{holds}(\text{processPerformance}(\text{attackTactic}, 0.2), T_1, T_2, \text{nil}, 0, E, l_2)
\end{align*}

LPL processes frequently access abstract resources in order to make inferences. For example, to plan some offensive LPL tactic (\textit{attackTactic}) there must be some positive value for the \textit{attacker} item of \textit{roles}. In order to enable movement in the penalty area and catching the ball (\textit{keepGoal}) there must be some \textit{goalie} item accessible. An agent which has both \textit{goalie} and \textit{attacker} resources at its disposal will most probably behave not optimal, i.e., try to run across the whole field when possessing the ball. This is revealed by an expectedly bad performance of executing \textit{attackTactic}. The task of the SPL is to improve the average performance of LPL processes by coordinating the resource allocations throughout the whole agent team. For this purpose, the social model is able to represent resource values and average performances of several agents.

\begin{align*}
\forall \text{decomposeHolds}(\text{resourceValue}(\text{Ag}, R, I, V), T_1, T_2, C, B, E, l_1) \equiv \\
\exists \text{Ag} = \text{player}_1 \land \text{holds}(\text{resourceValue}(\text{Ag}, R, I, V), T_1, T_2, C, B, E, l_2)
\end{align*}

\begin{align*}
\forall \text{decomposeHolds}(\text{performance}(\text{Ag}, P), T_1, T_2, C, B, E, l_1) \equiv \\
\exists \text{Ag} = \text{player}_1 \land P \equiv (P_1 + P_2 + \ldots + P_i) / i \\
\land \text{holds}(\text{processPerformance}(\text{attackLeft}, P_1), T_1, T_2, C, B, E, l_2) \\
\land \text{holds}(\text{processPerformance}(\text{localPlanning}, P_2), T_1, T_2, C, B, E, l_2) \ldots
\end{align*}

Finding an optimal solution to this resource distribution problem is a complex task as it requires a lot of detailed information about the global situation, the internal operation of agents, the behaviour of the opponent, etc. It is to question whether such data can be gathered, even more whether the result of such a computation can have any impact in a steadily changing domain. Just as a coach frequently re-arranges a soccer team's strategy by observation, we are better off with a robust mechanism which helps to dynamically adjust resource assignments according to performance reports. One
such mechanism is the contract-net protocol [Smi80] (Figure 32) in which a dedicated manager agent \( a_{gm} \) (the coach) coordinates a set of bidder agents \( a_{g1}, \ldots, a_{g11} \) (the soccer players). Thanks to its ability to represent arbitrarily interleaved actions, HEC is capable of representing the contract-net as a compact multi-agent macro. Originally invented for task assignment, the contract-net principle is suitable for distributing any type of representation, including abstract resources. Applied to our domain, the manager keeps a central (strategic) representation of team resources, i.e., how much overall defender, attacker, and goalie items should be available as team roles, and of team performance. There is a domain-dependent heuristic which indicates when performance goes down \( \text{not} (\text{optimal}(R, I)) \), DOMSAB16 and which lets the manager issue an announce performative (DOMCAU18) for these items. This informs the bidders that resource coordination is pending to which they react by reporting their average performance by the bid performative (DOMCAU18). According to its coordination strategy, the manager distributes the announced items to the best performing agents.

\[
\begin{align*}
\varphi \text{causes}(\text{announce}(\text{coach, Ag, R, I, V}), F, T_1, T_2, C, B, E, I_0) \equiv \\
\exists F \equiv \text{announced}(\text{coach, Ag, R, I, V}) \\
\land \text{holds}(\text{not}(\text{optimal}(R, I)), T_1, T_2, C, B, E, I_0) \\
\land \text{holds}(\text{resourceValue}(R, I, V), T_1, T_2, C, B, E, I_0)
\end{align*}
\]

\[
\begin{align*}
\varphi \text{decomposeHold}(\text{not}(\text{optimal}(R, I)), T_1, T_2, C, B, E, I_0) \equiv \\
\exists \text{holds}(\text{resourceValue}(Ag, R, I, V), T_1, T_2, C, B, E, I_1) \\
\land \text{holds}(\text{performance}(Ag, P), T_1, T_2, C, B, E, I_1) \\
\land \neg V \equiv 0 \land P \leq 0.3
\end{align*}
\]

\[
\begin{align*}
\varphi \text{causes}(\text{bid}(Ag, coach, P), bade(\text{Ag, coach, P}), T_1, T_2, C, B, E, I_0) \equiv \\
\exists \text{holds}(\text{performance}(Ag, P_2), T_1, T_2, C, B, E, I_1)
\end{align*}
\]
5.6 Bottom Line

Underlying a theory of time and action, such as HEC, with an advanced inferential framework, such as ALP [KKT93], delivers executable specifications of domain-independent agent functionalities, such as prediction, planning, and execution, at several representational horizons, such as found in reactive, deliberative, and social reasoning. This aspect of Cognitive Robotics completes the rigorously formal description of hybrid InteRRaP-R a sound and efficient implementation of which should be derived in the following section. At the same time, we are provided with a clean programming surface in terms of domain representations whose adequacy for our representative scenarios will be documented in Section 7.

The feasibility of the approach is supported by two factors. The first one is the situated reasoning that is performed by ALP, more specifically the presented IFF and FFI proof procedures. To make a closed-world assumption rather than to introduce a tremendously complex frame of possibilities is important for practical inferences, such as realised in SLDNF [Cla78]. ALP’s additionally staying incremental with respect to particular occurrences in the world is important because of ubiquitous and unavoidable ignorance.

The second factor concerns the operational considerations which make the inferences fast and mutually compatible. We have presented persistent, but complete selection strategies for the various inference services. We have discussed their connection to COOP exception handling for detecting inconsistent states, for recovery and for roll-up. Finally, we have envisaged encapsulation, i.e., the individuation of the otherwise too general logic framework into the adaptive interplay of specialised, but interactive reasoning processes. These issues are usually neglected by relevant Cognitive Robotics research, such as [Esh88, KS96b, Sha89, Sha97a].

6 Implementation: CP

Broad agents are a type of software systems that take too much effort to be programmed from scratch every time again. Moreover, they cannot be easily understood at the level of program code. This led us to introduce high-level design concepts to organise state and computation of InteRRaP-R in both declarative and operational ways. Since the applied design methodology is mainly formal, we have gathered by now a largely unambiguous ‘agent interpreter’ in terms of COOP and embedded ALP & HEC. This interpreter determines a set of domain-dependent data structures and describes their step-wise treatment by domain-independent transitions.

The aim of this enterprise is to create concrete systems running on standard computers programmed in a standard programming language, hence to implement the developed specification of architecture, computational model, theory, and inference. At this point, we could rely on the reader’s trust in the presented concepts being implementable and on his or her intuition about how they have been implemented. However, for an approach to should avoid the fuzziness of previous research, this would be too simpleminded.

On the other hand, installing a verified connection between specification and final program, such as propagated by formal engineering, may be possible for critical and small sub-modules of a software system. For a compositional framework, such as hybrid
InteRRaP-R with its several thousand lines of source code, this would certainly exceed the scope of this thesis. Hence, the current section takes an intermediate stance and discusses useful realisations, limitations, and extensions of the high-level concepts within modern programming languages, but does not engage into verification issues at the code level.

For this purpose, we look at ‘Constraint Programming’ (CP. Subsection 6.3) [MR95, Fre96, Smo97, MP98] languages, such as Oz [Smo95], because the fruitful reconciliation of declarative inferences and operational computations lies at their very heart (Figure 33). Oz builds on traditions from ‘Constraint Logic Programming’ (CLP, Subsection 6.1) that investigate the operational control of logic-based settings. CLP’s close relation to ALP (Subsection 6.4) is the key to implement HEC inferences. Oz also builds on traditions from ‘Concurrent Constraint Programming’ (CCP, Subsection 6.2) that provide a unified inferential frame for, e.g., operations research, graph theory, and distributed computing. By its emphasis on concurrency, the CCP model is predestined for the implementation of interactive COOP processes (Subsection 6.5).

Hence, the current section demonstrates our conceptual framework to be implementable in modern programming environments in a sound way. It presents basic recipes how to efficiently implement the agent-level concepts within a constraint-based environment. And it finally discusses in Subsection 6.7 to what extend the derived implementation is compliant to the computational and inferential model of InteRRaP-R developed so far.

6.1 Constraint Logic Programming: CLP

We have already motivated the central role of unification in logic programming (LP) for which a quasi-linear algorithm [MM82] can be deployed. Conceptually, however, unification is still thought of as a deductive inference upon logic formulae, i.e., ÷ literals, that are interpreted over the Herbrand universe, i.e., under the CET theory.

The general usefulness of combining a declarative problem-solving machinery, such as definite clauses, with an operationally efficient treatment of a logic sub-language, such as handling equality by unification, has been recognised and formalised by Jaffar & Lassez [JL87] in their ‘Constraint Logic Programming’ (CLP(X) — Figure 34) frame-
BasicConstraint ::= Constant(Term*)
ProperLiteral ::= Constant(Term*) \ BasicConstraint
ComplexConstraint ::= ⊥ | T | BasicConstraint ∧ ComplexConstraint
Goal ::= T | ProperLiteral ∧ Goal
Clause ::= ∀ProperLiteral ⊆ 3ComplexConstraint ∧ Goal

Figure 34: Definite Constraint Logic Clauses

work. CLP(X) identifies particular literals within the logic program, such as equalities, that are called basic constraints.

Theoretically, constraints are not defined by the program, but parameterised via a given theory X or, alternatively, by a set of corresponding first-order structures X. Hence, CLP(CET) is the instantiation of CLP to the usual Herbrand semantics of LP.

Inferentially, CLP applies variation of SLD-resolution ⊨ₚ: ComplexConstraint ∧ Goal ↔ ComplexConstraint ∧ Goal that operates on regular literals and conjunctions of basic constraints BasicConstraint. In the following SLC step where Co₁ : ComplexConstraint, constraints are not resolved by P, but by a separate check for satisfiability ⊨ₜell: ComplexConstraint × ComplexConstraint → ComplexConstraint.

\[
\begin{align*}
C_0_1 & \land G_1 \land \pi(P) \ni \\
C(Te_1, \ldots, Te_n) & \land \forall C(Te'_1, \ldots, Te'_n) \subseteq 3C_0_2 \land G_2 \\
(C_0_1 \sigma, C_0_2 \sigma) & \vdash_{tell} C_0_3
\end{align*}
\]

\[C_0_3 \land G_2 \land G_1 \sigma \]

SLC

\(\vdash_{tell}\) can be thought of as a ‘canonicaliser’ that takes two composite constraints as its arguments and outputs a new representation that is equivalent to the conjunction of the given constraints. In the case of unsatisfiability, it outputs \(\bot\) and fails the actual derivation. Otherwise, \(\vdash_{tell}\) outputs a constraint that is at least as strong as each of the input constraints. In other words, new information \(C_{0_2}\) is ‘told’ to the intermediate constraint ‘store’ \(C_{0_1}\) and results in a new constraint store \(C_{0_3}\). That is why \(\vdash_{tell}\) is called the tell operation. A successful SLC derivation starts with a goal \(G\) under an empty constraint store and terminates with a satisfiable store \(G \vdash_p^\ast C\).

It is apparent that algorithms to implement \(\vdash_{tell}\) have to address particular semantical demands in order to support a sound and complete inference service, namely they have to be sound and complete with respect to the constraint language by themselves. The unification algorithm is such a procedure that has been extended in Prolog II to cover inequality constraints \(\neg X \leq Te\) and rational, infinite trees according to the RAT theory [Mah88].

Another example is the Simplex algorithm in Prolog III’s CLP(Q) framework that can be used to handle linear constraints of the form \(\sum_i a_i X_i \geq b\) over rational numbers. For maintaining a partial order \(T_1 \prec T_2\) on integer-valued variables (finite domains, CLP(FD)), a quadratically-complex subset of the Warshall-procedure can be employed.

We recognise that \(\vdash_{tell}\) is an interface between LP and widespread research traditions in AI, operations research, and mathematical programming that run under the title constraint satisfaction algorithms [Wal97, Mac88]. Hence, the primary advantage of
separating constraints from defined predicates and of separating the constraint store from the problem solver is that one may use specialised satisfaction algorithms for particular domains that are otherwise only ceremoniously expressible as inferences over the Herbrand universe.

The second advantage of this separation is that the balance between problem solver and constraint solver may be usefully manipulated by the language designer. It is possible to initially experiment with a purely clause-based theory. By gaining more insight into the problem specification, more and more specialised inferences can migrate from the problem solver into the constraint-solver. Thus, CLP is the straightforward descendant of LP in terms of rapid-prototyping.

6.2 Concurrent Constraint Programming: CCP

Experiences with CLP languages of the first generation such as Prolog II, Prolog III, and CHIP have shown that languages that should be extendible also by application programmers and that should contain more sophisticated constraints, such as over finite domains, finite sets, record-like feature structures, pseudo-booleans, and real numbers, the control facilities of the tell operation are too weak. For example, checking the satisfiability of finite domain constraints is an NP-complete problem and renders CLP(FD) unusable in practice.

How could we build complete inference systems from approximate and specialised constraint solvers that cannot immediately output an equivalent expression for their input constraints because of tractability and representational purposes? Already [Mah87] has proposed to regard constraint solvers not as one-shot procedures that release all of their information at once, but rather as persistent actors\footnote{Often, the term `agent' is used instead of `actor' in the CP literature which is not to confuse with our notion of intelligent agents.} that simultaneously watch the constraint store upon changes and alternately propagate a portion of their information to the shared store (Figure 35).

Because of deviating from the opaque and mostly depth-first selection strategy of standard (C)LP, the programming languages that have been developed in this philosophy are attributed to 'Concurrent Constraint Programming' (CCP) [Sar93]. While propagation pretty much resembles the tell operation from CLP, CCP actors that watch upon the constraint store require an additional ask operation that `blocks' until relevant changes have been made.

The introduction of ask (`freeze' in PROLOG-II, `suspend' in ECLIPSE, `demons' in CHIP, `residuation' in LIFE) has a great impact on the underlying operational model
$\text{AskConstraint} := \text{ask}(\text{ComplexConstraint})$

$\text{Clause} := \forall \text{ProperLiteral} \equiv \exists \text{AskConstraint} \land \text{ComplexConstraint} \land \text{Goal}$

Figure 36: Definite Concurrent Constraint Equivalence Clauses

and brings CCP very close to concurrent [Mil80], functional [Mil92], and distributed [Tel94] programming. Consequently, Saraswat [Sar93] and others [KTW94] pointed out that this relationship allows for a ‘glass-box’ approach to constraint solving in which actors must not be identified with built-in ‘black-box’ constraint solvers, but are rather modelled as procedural, i.e., clausal abstractions of atomic ask and tell operations. Based on a set of well-defined atomic operations upon a useful class of basic data structures given by the language designer, the application programmer can thus prototype more sophisticated, probably incomplete constraint procedures that are tailored to the problem domain.

In Figure 36, we have sketched a minimal CCP language whose equivalence clauses each incorporate a set of blocking AskConstraint to be asked, a set of ComplexConstraint to be told and a set of regular sub-procedures Goal to be called.

We can easily extend SLC in order to handle this language: To resolve a goal, we impose the additional restriction that the intermediate constraint store $Co_1$ first has to contain (or disagree with) the asked constraints $A$. This is established by an embedded ask procedure $\Gamma_{ask}: \text{ComplexConstraint} \times \text{AskConstraint} \leftrightarrow \{\top, \bot\}$ that decides about (dis-)entailment and that ‘suspends’ until $T: \{\top, \bot\}$ can be determined.

\[
\begin{align*}
C_0 \land G_1 \land 
\pi(P) \ni C(Te_1', \ldots, Te_n') & \equiv 
\exists A \land C_0 \land G_2 

T_{e'_\sigma} = T_{e'_\sigma} 
\end{align*}
\]

\[
\begin{align*}
\frac{C_0 \land G_2 \land G_1 \land T \rightarrow \text{SLCC}}{C_0 \land G_2 \land G_1 \land T}
\end{align*}
\]

Saraswat’s complete cc(X) language [Sar93] analyses a gamut of additional control constructs, such as ‘don’t care commitment’, ‘eventual publication’, and ‘global ask’, which all build onto the basic notions of ask and tell and relate to features of other concurrent logic programming languages, such as Concurrent Prolog [Sha87], Parlog [CG86], and ALPS [Mah87]. The richness of the resulting framework made constraint solving in, e.g., finite domains — cc(FD) — and floating-point arithmetics — cc(R)— feasible, at the same time allowed for new and elegant implementations of standard algorithms.

6.3 Constraint Programming: Reconciling CLP and CCP

As can be seen from the myriad of languages that have emerged, the discovery of the intermediate space between declarative and operational programming has been a deep and fruitful insight. It is thus no surprise that in recent years, even ‘Constraint Programming’ (CP) environments in the intersection of CLP and CCP have been pushed forward.

A special focus is placed on reconciling the rich actor model of CCP with ‘speculative’ computations from CLP that are introduced by optional resolvent clauses. Speculative
computation is an important means to deal with incomplete constraint solvers that get stuck on a problem when all actors are blocked by asking. Speculative computation plays a role when actors should be allowed to ask not only for basic constraints, but also for complex expressions. And speculative computation is an elegant way for describing conditionals, that are ubiquitous in functional and imperative programming, within the constraint-based ask & tell framework.

The Oz Model of Computation Spaces  One of the first systems moving into this direction has been AKL [HJ90] which pretty much builds on Warren’s abstract machine for Prolog [War83]. AKL’s notion of encapsulated search has been overtaken to the design of Oz [Smo95] which is a uniform and modern basis for functional, concurrent, constraint, and object-oriented programming. Figure 37 introduces its kernel notation in accord with the already presented syntax. In the Oz model (Figure 38), the constraint store is generalised to a set of hierarchically arranged computation spaces each of which carries a set of actors called threads. Subordinate spaces carry out speculative computations on the information that is already present at or that is elaborated concurrently within their ancestor spaces.

For example, a conditional \( \text{cond}(E_1, E_2, E_3) \) spawns a subordinate computation space in which the asked condition \( E_1 \) — a constraint or an arbitrary expression called the guard — is elaborated within a new thread. The conditional will block until the subordinate space is entailed (all threads vanished and have not added any further information to the parent space) or disentailed (some inconsistency has occurred). The conditional either reduces to \( E_2 \) in the case of entailment, whereby the computation space is merged with its parent, or to \( E_3 \) in the case of dis-entailment, whereby the computation space and its threads are deleted.

Procedures \( \text{proc}(V_1, V_2, \ldots, V_n, E) \) are the Oz counterpart of clausal definitions. Just as threads \( \text{thread}(V_1, E) \) and spaces \( \text{space}(V_1) \), they are first-class citizens of the Oz universe that are assigned to logic variables (here: \( V_i \)) and that are manipulated in a higher-order fashion, such as by applying a procedure \( \text{apply}(V_1, T_2, \ldots, T_n) \), by suspending \( \text{suspend}(V_1) \) or resuming \( \text{resume}(V_1) \) a thread, and by inspecting \( \text{inspect}(\cdot) \) or influencing \( \text{inject}(\cdot), \text{clone}(\cdot), \text{merge}(\cdot), \text{commit}(\cdot) \) the status of a space.

This results in a very expressive language, at the same time provides useful control constructs for, e.g., programming search strategies in the language itself. This is because spaces can be used to trace the optional ways of elaborating an expression of the form \( \text{choice}(E_1, E_2) \). As controlled from, e.g., the top-level space, a stable space (all active threads are suspended) in which above disjunction appears can be cloned into

\[
\text{Expression ::= BasicConstraint | Expression \land Expression | \exists \text{Expression} |} \\
\text{\text{cond}(Expression, Expression, Expression) | \text{choice}(Expression, Expression) |} \\
\text{\text{proc}(Variable^*, Expression) | \text{apply}(Variable, Term*) |} \\
\text{\text{thread}(Variable, Expression) | \text{suspend}(Variable) | \text{resume}(Variable) |} \\
\text{\text{space}(Variable) | \text{inspect}(Variable, Term) | \text{inject}(Variable, Variable) |} \\
\text{\text{clone}(Variable, Variable) | \text{merge}(Variable, Term) | \text{commit}(Variable, Term) | \ldots}
\]

Figure 37: The Oz Kernel Language
Figure 38: Computation Spaces in the Oz Model

a separate space that contains equivalent, but named apart information and copies of active threads. The disjunction is then committed to $E_1$ in the original in to $E_2$ in its clone. This way, a computation that is originally blocked, e.g., due to employing an incomplete constraint solver, is reactivated in both successor spaces. The successors collectively derive a complete set of solutions that are to be merged with the top-level space on success.

This is the so-called ‘propagate-and-distribute’ search technique that proved to be highly suitable for combinatorial problems: As much information as possible is added to the store by constraint solving before any expensive branching, i.e., cloning, of the search tree is performed. In a logic interpretation, ‘propagate-and-distribute’ is closely related to least-commitment selection.

State-of-the-art Constraint Programming In the current Mozart implementation of Oz, there are many additional constructs and operational variations to the above described mechanisms. The philosophy is that ‘everyday’ constructs are highly optimised in the kernel while convenient special-purpose expressions are added as syntactic sugar. We can only give an overview here and refer the interested reader to [Smo95, Hen97, Sch98, Meth99]. Oz is nowadays presented as the extension of concurrent functional programming with constraint techniques.

- Oz threads are lightweight. This is because of its computational model being significantly different to the one of imperative languages such as Java. It is possible to run up to 10,000 threads fairly scheduled on a single processor. At the same time, explicit threading gives the programmer control about concurrent composition and synchronisation of expressions. Locks preserve an user-level of consistency.

- Oz incorporates an exception handling mechanism by which a flexible recovery from, e.g., inconsistent tell operations, is reached. It is possible to raise user-defined exceptions as a convenient way of structuring computations.

- Besides logic variables which do not change their assigned value, Oz provides stateful data-structures, so-called cells, modelled as special actors with changing
references into the constraint store. Stateful computation is necessary to model the transitions of objects as being accessed by methods. A major part of the full-blown Oz language hence deals with defining classes, inheritance, object creation, and further typical features of object-oriented programming. Objects and threads are orthogonal concepts in Oz. In Java, for example, this is not quite as transparent.

- Oz has built-in a set of useful data-types and corresponding constraint systems, such as finite domain integers, floats, atoms, lists, finite sets, and records as a generalisation to first-order trees. Oz also contains higher-order types, such as procedures, threads, spaces, cells, ports, etc., supported by higher-order builtns, e.g., for inspecting the (partial) value of logic variables to effectively control search. There is a comprehensive C++ interface to extend Oz with user-defined types and constraints.

- Oz is one of the first distributed constraint languages that allows several virtual machines to construct a transparent and consistent constraint store. Programming abstractions to control the network operation are provided. As a by-product, Oz is able to export and import any type of stateless data (including procedures) to the network and the file system.

Mozart and its precursors Oz-1 and Oz-2 are among the most advanced interpreted programming languages. The successful applications realised so far cover as different areas as scheduling [SW98], time-tableing [HW96], natural language understanding, planning [JFB96a], and multi-agent systems [Mül96, FKM‘95].

**Oz for Implementing Agents** Today, intelligent agents are proposed as a vehicle to describe coarse-grained constraint-solving facilities that are, e.g., distributed over the Internet. In the other direction, CP is viewed as the right tool to bridge theoretical and practical aspects of multi-agent systems. To quote Les Gasser:

> “There are currently only a few abstract models that can be useful for reasoning both theoretically and practically about distributed, multi-agent problem solving, and one of these is distributed constraint satisfaction.”

The usability of Oz for implementing broad agents has already been recognised in [Mül96, Ros96] where object-orientation and concurrency were used to pragmatically implement the modular InteRRaP structure. Indeed, the COOP processes from Section 3 are quite close to lightweight actors or threads communicating over a shared constraint store (Figure 36). A not quite as obvious, but more sophisticated correspondence can be observed between abductive inferences and constraint-based computation when identifying the residue with the constraint store. For that purpose, compare the similar treatment of abducibles in IFF with the one of constraints in SLC.

### 6.4 On the Similarities of ALP and C(L)P

Several authors have commented on the similarities of ALP and CLP with respect to a unified reasoning framework (see [KKT98] for a comprehensive overview). Their
common observation is that basic constraints as well as abducible predicates are predicates that are undefined in the logic program, hence serve as not regularly resolved completions. If we look at how SLC resolution treats a told constraint such as an ordering $T_1 < T_2$, we see that the constraint store is actually augmented by the formula, i.e., the constraint must hold for the resolution step being sound. Hence, a success node of a SLC derivation carries a satisfiable constraint store, e.g., describing a partial order, which in conjunction with the logic program entails the original goal. Consequently, the final constraint store can be thought of as a factual hypothesis or explanation for the goal.

In both CLP and ALP, general satisfiability of the completed abducibles/constraints is not enough. In the case of CLP($X$), constraints obey a particular background theory $X$ which is implemented by the plugged-in satisfaction algorithms that, e.g., compute the transitive closure and check the anti-symmetry of ordering constraints. This is an identical function to the integrity conditions $ECK3$ and $ECK4$ of our $HEC$ theory that are placed onto the abducibles by ALP.

It is thus not surprising that these integrity conditions are called constraints in IFF and other abduction frameworks, such as ACLP [KM97b]: Their operation of ‘asking’ information from the ‘store’ of abducibles and ‘telling’ conclusions in turn is just a declarative version of what is happening during constraint propagation\(^\text{18}\). Hence, IFF constraints can be understood as an instance of the ‘glass-box’ approach to CP and the theoremhood of integrity can be seen as the theorem proving equivalent to satisfiability in the constraint universe.

As [KKT98] has remarked, CP goes even further than ALP by allowing to simplify constraints/abducibles in the store. Therefore, IFF should be reasonably implementable upon CP languages, such as Oz, by translating a logic program, such as $HEC$, into a corresponding constraint program. In [JFB96a], we presented a syntax translation scheme for particular classes of ALP programs. It maps, e.g., clausal definitions onto Oz procedures, conjunctions into composed expressions, existential quantification into lexical scoping, disjunctions into choices, equalities onto Oz-unification, and goals into either basic constraints or procedure applications. We shall not repeat this result which followed the abduction as deduction idea of [Fun96]. Rather, the current subsection concentrates on the improvements that we could reach for implementing $HEC$ due to ‘abduction as constraint solving’.

### 6.4.1 Implementing Time

One example for improvement is the realisation of the partial-order $<$ by means of interval-based finite-domain constraints in Oz. Time constants can be mapped onto Oz integers, time variables onto finite-domain variables, and abducibles of the form $T_1 \leq T_2$ onto the predefined Oz constraint $T_1 + 0 =< : T_2$. This provides us with a representation that is effective in avoiding to elaborate particular disjunctions — remember that $\leq$ was just a short-cut for $< \lor =$ — and in using negative information constructively — $\neg T_1 \leq T_2$ can be modelled as $T_2 + 1 =< : T_1$\(^\text{19}\).

\(^{18}\)Whether we define propagation as transferring information from the store to the constraint (IFF), as releasing information into the store (CLP), or as the combined activities (CP) is merely a question of terminology.

\(^{19}\)In theory, this treatment presupposes the axiom $\forall T_1 \leq T_2 \lor T_1 = T_2 \lor T_1 > T_2$, hence a total order of time points, but still allows for partially-ordered solutions with simultaneous or interleaved events.
This representation is open in that it can be synchronised to the actual system clock for specifying dead-lines and detect unreachable goals. The representation is expressive in that it allows to describe minimal and maximal durations of events by $T_1 + d_{\min} = \preceq : T_2$ and $T_2 - d_{\max} = \preceq : T_1$. And the representation is supported by higher-order built-ins which reflect the state of partially instantiated finite-domain variables, e.g., to steer search and to communicate temporal narratives.

However, there is a danger in all too naively using available ‘black-box’ constraint solvers, such as $=\preceq$, that are apparently suitable for particular applications, such as HEC planning, because one must always be aware of hidden operational considerations. Early experiments revealed spurious performance anomalies when facing temporal inconsistencies, such as by being told $T_1 < T_2 \land T_2 < T_1$. In the course of planning, the detection of such inconsistencies is crucial for resolving persistence threats by either demoting or promoting events.

The reason for the stated ‘anomalies’ is that the Oz constraint has been designed to provide local consistency in the first place, i.e., each single $T_1 + \hat{1} = \preceq : T_2$ expression corresponds to a single thread that is asking for information just about the related finite-domain variables (e.g., $T_1 \geq 1087$ and $T_2 \leq 12649716$). Its possibilities for telling (e.g., $T_1 \leq 12649715$ and $T_2 \geq 1088$) are similarly restricted. In order to arrange global consistency in the constraint store, some interleaved effort of several $=\preceq$ propagators is necessary: $T_1 < T_2$ each time pushes the lower bound of $T_2$ and the upper bound of $T_1$ by one, thereby awaking the complementary propagator of $T_2 < T_1$ which triggers the first one in turn, etc. If we choose our finite domain quite large, such as we need to represent a fine-grained time scale, the detection of a single inconsistency in a single computation space can consume up to several minutes of propagation!

A similar situation occurs in constraint-based scheduling when serialising tasks. For that purpose, [Wür98] proposed to use global constraints which are actors that are incrementally extensible by basic constraints. Global propagators collect all the constraint information in a specialised data structure within the constraint store, such as a lazy list or even a pointer into conventional memory. Global constraints are thus able to perform much stronger inferences than local ones. In turn, their propagation is also more complex such that a reasonable trade-off between expressivity and effectiveness has to be investigated in their design.

In Algorithm 1, we have sketched a global propagator for temporal constraints $X + d \leq Y$ that allows to quickly detect inconsistencies, at the same time upholds a tractable (quadratic) complexity. It maintains a matrix $dist$ and two vectors $up$, $dn$ storing the intermediate distance between finite-domain variables and the current interval bounds, respectively. The matrix is ‘initialised’ with $-\infty$ for distinct variables, otherwise with $0$. Initial upper bounds $up$ are set to $\infty$, lower ones to $-\infty$. The final implementation allocates matrix and vector entries on-demand.

As an invariant, the propagator installs distance transitivity $dist(V_1, V_2) + dist(V_2, V_3) \leq dist(V_1, V_3)$ and bound adequacy $dn(V_1) + dist(V_1, V_2) \leq dn(V_2)$; $up(V_1) \leq up(V_2) - dist(V_1, V_2)$. As a by-product, the dist($V_1, V_1$) = 0 requirement also preserves anti-symmetry, hence the satisfiability of a presumed total order. Whenever a new basic constraint is told, the algorithm enters a nested loop ranging over the variables constrained by $V_1 + d_1 \leq X$ and those constrained by $Y + d_2 \leq V_2$ in order to combine the maximal distances, detect inconsistencies, and re-arrange interval bounds. For simplification purposes, our above presentation has omitted an ask & tell-interface.
Algorithm 1 Global Propagator $\vdash \langle X + d \leq Y \rangle$

Require: $X, Y$ : Variable; $d : \mathbb{Z}$; $\text{dist} : \text{Variable} \times \text{Variable} \rightarrow \mathbb{Z}^\infty$; 
$\text{up}, \text{dn} : \text{Variable} \rightarrow \mathbb{Z}^\infty$

Ensure: $\text{dist}(X, Y) \geq d; \text{dist}(V_1, V_2) + \text{dist}(V_2, V_3) \leq \text{dist}(V_1, V_3); \text{dist}(V_1, V_1) = 0$; 
$\text{dn}(V_1) + \text{dist}(V_1, V_2) \leq \text{dn}(V_2); \text{up}(V_1) \leq \text{up}(V_2) - \text{dist}(V_1, V_2)$

for all $V_1$ : Variable and $\text{dist}(V_1, X) \neq -\infty$ do
  for all $V_2$ : Variable and $\text{dist}(Y, V_2) \neq -\infty$ do
    $M := \max(\text{dist}(V_1, V_2), \text{dist}(V_1, X) + d + \text{dist}(Y, V_2))$
    if $V_1 = V_2$ and $M > 0$ then
      $\perp$
    else
      $\text{dist}(V_1, V_2) := M; \text{dn}(V_2) := \max(\text{dn}(V_2), \text{dn}(V_1) + M)$
      $\text{up}(V_1) := \min(\text{up}(V_1), \text{up}(V_2) - M)$
    end if
  end for
end for


to other constraints through the constraint store, such as the unification of variables
triggering matrix and vector simplification and such as conditions of the form $\text{dn}(V) = \text{up}(V)$ invoking unification $V \rightleftharpoons \text{up}(V)$. Similarly, interval bounds can be shared with
other Oz-builtins, such as $<=$.

For building propagators and associated portions of the constraint store in Oz, an
extensive C++-interface [MüI99b] is available that includes hooks into unification and
garbage collection, at the same time transparently caters for the management of compu-
tation spaces. Because of being a higher-order ‘glass-box’ language, Oz already
provides a built-in support for stateful data, such as the $\text{dist}$ matrix. Oz provides lock-
ing which supports a consistent interleaved access from the level of programmable
threads. And Oz allows to reflect the status of bounds on finite domain variables. For
prototyping purposes, we thus chose to implement the above propagator as a procedural
abstraction in the Oz language itself.

6.4.2 General Abducibles, Negation, and Integrity

The treatment of temporal constraints demonstrates that the very principle behind
implementing constructive ALP upon deductive LP is to reify as much as possible the
relational information in the residue, e.g., $T_1 \prec T_2$, by functional information in the
'constraint store', e.g., $T_1 \equiv 18493$.

This principle has been used in [Fun96, JFB96a] and similarly in the meta-
programming approach of [Sha97a] to realise general abducibles, such as $\text{happens}$,
by means of standard clausal or procedural definitions: Additional arguments $H_1$ and
$H_2$ are introduced to represent the residue as a list of terms where $H_1$ refers to the state
of the residue before entering the clause and where $H_2$ refers to its state after leaving
the clause:
\( \forall \text{happens}(E, A, T_1, T_2, L, H_1, H_2) \equiv \\
\exists \text{member}(\text{happens}(E, A, T_1, T_2, L), H_1) \land H_2 \models H_1 \land H_2 \models \text{Cons}(\text{happens}(E, A, T_1, T_2, L), H_2) \)

\[
\text{proc}(\text{Happens}, E, A, T_1, T_2, L, H_1, H_2, \\
\text{choice}(\text{apply}(\text{Member}, \text{happens}(E, A, T_1, T_2, L), H_1), \\
H_2 \models \text{Cons}(\text{happens}(E, A, T_1, T_2, L), H_2)))
\]

By routing the intermediate residues from the initial goals through any corresponding clausal definition of a definite program, we can emulate an abductive proof using ordinary SLD or the basic search machinery of Oz. For example, the clipped predicate and its corresponding Oz procedure Clipped can be implemented as follows:

\[
\forall \text{clipped}(F, T_1, T_2, C, B, E, L, H_1, H_2) \equiv \\
\exists \text{happens}(E_i, A_i, T_3, T_4, L, H_1, H_3) \land E_i \not\models E \\
\land \text{intersects}(T_1, T_2, T_3, T_4) \land \text{dual}(F, F_-) \\
\land \text{causes}(A_i, F_-, T_3, T_4, \text{cons}(E, C), B, E_i, L, H_3, H_2)
\]

\[
\text{(HEC')}
\]

\[
\text{proc}(\text{Clipped}, F, T_1, T_2, C, B, E, L, H_1, H_2, \\
\exists \text{apply}(\text{Happens}, E_i, A_i, T_3, T_4, L, H_1, H_3) \land \text{cond}(E_i \models E, \bot, \top) \\
\land T_1 \leq T_4 \land T_3 \leq T_2 \land \text{apply}(\text{Dual}, F, F_-) \\
\land \text{apply}(\text{Causes}, A_i, F_-, T_3, T_4, \text{cons}(E, C), B, E_i, L, H_3, H_2))
\]

This is realisable on any LP platform. However, apart from temporal constraints, there are some issues which prefer the C(L)P approach: Due to the routing of intermediate residues, we have implicitly sequentialised the sub-goals in the above clipped predicate. Having a computation rule that does not proceed in exactly that order, e.g., that tries to solve \text{causes}(\ldots, H_3, H_2) before \text{happens}(\ldots, H_1, H_3) will cause an explosion in the search space and even leads to non-termination. Since Oz elaborates conjuncts by a Prolog-like depth-first computation rule, such behaviour is prohibited. In its higher-order language, we can even program the search rule upon computation spaces such as an all-solution depth-first rule by the following \text{SearchAll} procedure:

\[
\text{proc}(\text{SearchAll}, \text{Spaces}, \text{Solutions}, \\
\text{cond}(\exists \text{Spaces} \models \text{cons}(\text{Space}, R_1), \\
\text{inspect}(\text{Space}, f) \land \text{cond}(f \models \text{succeeded}, \\
\exists \text{merge}(\text{Space}, \text{Solution}) \land \text{Solutions} \models \text{cons}(\text{Solution}, R_2) \land \\
\land \text{apply}(\text{SearchAll}, R_1, R_2), \\
\text{cond}(f \models \text{failed}, \text{apply}(\text{SearchAll}, R_1, \text{Solutions}), \\
\exists \text{clone}(\text{Space}, \text{SpaceClone}) \land \text{commit}(\text{Space}, \hat{1}) \land \text{commit}(\text{Space}, \hat{2}) \\
\land \text{apply}(\text{SearchAll}, \text{cons}(\text{Space}, \text{cons}(\text{SpaceClone}, R_1)), \text{Solutions})))}, \\
\text{Solutions} \models \text{nil})
\]

However, HEC is not a definite program because of dealing with negated literals in its definitions and because of containing integrity constraints. In the above Clipped procedure, the implementation of inequalities \((\neg E_i \models E)\) is replaced by \text{cond}(E_i \models E, \bot, \top)
and negative temporal constraints (¬T₁ ≤ T₂ is replaced by T₂ < T₁) presents a very restricted address of negation in the light of abduction.

In the LP context, this has been generally tackled by relying on the ‘Negation-as-Failure’ (NF) principle [JFB96a, Sha97a]. For example, the ¬clipped sub-goal of the holds predicate in HEC1 can be implemented as the failure of a purely deductive proof that operates on the ‘frozen’ residue H₁. This is equivalently expressible using encapsulated search in Oz: A nested search using SearchAll is conducted whose finite failure (the search procedure returns nil) is required to proceed with the computation. The safeness restrictions of SLDNF are implicit to the Oz model in which a subordinate computation space blocks if trying to strengthen information of one of its ancestors’ variables.

\[ \forall \text{holds}(F, T₁, T₂, C, B, E, L, H₁, H₂) \equiv \ldots \]

\[ (\text{HEC1}) \]

\[ \exists T₁ < T₂ \land \neg \text{member}(E, C) \land \text{happens}(E₁, A₁, T₃, T₄, L, H₁, H₃) \land T₃ < T₄ \land \text{causes}(A₁, F, T₃, T₄, \text{cons}(E, C), B, E₁, L, H₃, H₂) \land \text{flip}(B, B₂) \land \neg \text{clipped}(F, T₃, T₂, C, B₂, E, L, H₂) \]

\[ \exists \ldots \land \text{space}(S) \land \text{proc}(P, R, \text{apply}_{\text{Clipped}, F, T₃, T₂, C, B₂, E, L, H₂}) \land \text{inject}(S, P) \land \text{apply}_{\text{SearchAll, cons}(S, \text{nil}, \text{nil})} \]

The trouble in combining abduction with NF is that NF presumes a generally closed world, while abduction must stay open with respect to abducibles. In particular, the above scheme must assume that H₂ is the final residue of the proof. This is not true if we are to prove a further holds goal whose extensions of the residue (additional assumptions) could invalidate the already obtained negations. The way-out that is proposed in [JFB96a, Sha97a] is to collect the intermediate negated literals in a dedicated data structure. Until all goals have been resolved, these literals are frequently re-checked each time the residue is extended.

Doing the same finite-failure checks over and over again is a costly enterprise, at the same time not very constructive in its use of negative information. For this purpose, a more principled way of treating negations ¬∃Lit has been proposed in the IFF procedure by means of universally quantified integrity constraints ∀Lit ⊇ ⊥ (see the SMPI step). We have already demonstrated at hand of cases from HEC (¬E = E₁, ¬T₁ ≤ T₂, ECK3, and ECK4) that the interleaved operation of integrity constraints — asking information from the residue store and splitting new goals — can be reasonably emulated by CP languages, such as Oz.

The important representational change to make is the switch from a sequence of fully specified intermediate residues H₁, H₂ to a single partially specified data structure H, such as a lazy list. Due to the ask & tell framework, CP languages provide extensive support to controlledly access and enlarge such data structures without exploding search spaces. For example, the following ForAll procedure applies a given unary procedure to all the elements of a lazy list. It simply blocks as long as the substructure of the list is not determined.

\[
\text{proc}(\text{ForAll}, L, P, \text{cond}(\exists L \leftarrow \text{cons}(H, T), \text{apply}(P, H) \land \text{apply}(\text{ForAll}, T, P)) \land T)\]
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Due to their concurrent computational model, CP languages moreover enable an interleaved access to this common data structure from several threads of control, such as from the following Oz implementation of the ‘integrity constraint’ NotClipped. A combination of SearchAll and ForAll is used to imitate the propagation of abducibles into the constraint — P1 is the procedure that looks up events from H that are not equal to E in a nested search — and the splitting of new goals from the constraint — P2 either demonstrates the event not being a destroyer or pushes it out of the persistence interval. Hence, NotClipped installs itself as a concurrent thread that is constructively operating upon changes in the residue. This gives us a reasonable propagate & distribute scheme for general integrity constraints and negated literals in particular. In the vocabulary of partial-order planning, NotClipped implements a link between two actions that constantly shields persistence from possible destroyers.

\[
\text{proc}(\text{NotClipped}, F, T_1, T_2, C, B, E, L, H, \exists \text{apply}(\text{Dual}, F, F_\rightarrow)) \\
\land \text{proc}(P_1, R, \text{apply}(\text{Happens}, E_i, A_i, T_3, T_3, L, H) \land \text{cond}(E_i\neq E, \bot, T)) \\
\land \text{happens}(E_i, A_i, T_3, T_3)) \\
\land \text{proc}(P_2, \text{happens}(E_i, A_i, T_3, T_3), \\
\text{choice}(\text{apply}(\text{NotCauses}, A_i, F_\rightarrow, T_3, T_3, \text{cons}(E, C), B, E_i, L, H)), \\
\text{apply}(\text{Disjoint}, T_1, T_2, T_3, T_3)) \\
\land \text{space}(S) \land \text{inject}(S, P_i) \land \text{thread}(\text{apply}(\text{SearchAll}, S, L)) \\
\land \text{thread}(\text{apply}(\text{ForAll}, L, P_2)))
\]

For special applications, such as HEC planning, this scheme can be further improved. Cloning of computation spaces, hence the elaboration of disjunctions, is a costly operation to be avoided as far as possible. In the above NotClipped procedure, we get rid of the nested SearchAll because its task of looking up elements from the lazy residue is equivalently performed by, e.g., a Filter procedure only relying on conditionals.

It is also wise to shrink the amount of propagated data, in this case the possible destroyer events, in order to reduce the overhead of distribution afterwards, here: the choices generated by applying ForAll. To this end, an additional CouldCause procedure is used in P1 which has not the full functionality of Causes, but just asks whether the action potentially (without checking preconditions) has the particular effect. By splaying out the non-relevant parts of a plan quite early, we gain a significant speed-up.

The actual NotClipped implementation can also ‘peek’ how events behave with respect to the persistence interval by inspecting the already imposed temporal constraints. This way, some of the optional maintenance measures can be excluded ahead of time.

Finally, it is important to remove redundant symmetries in the search space. An example is the above choice in NotClipped which either tries to prevent the unwanted effect (although the event could happen outside the persistence interval) or pushes the event out of the persistence interval (although it could be a non-destroyer). Adding an additional Causes goal to the second choice makes both options incompatible, at the same time strengthens the information in the second option.

### 6.4.3 Representing Hierarchical Actions and Events

To remove further symmetries in HEC we switched to a more structured representation of abducibles. The main drawback of the flat list H is that it models the incremental construction of residues in ALP by the monotonic behaviour of unification in
LP. Any permutation of elements in \( H \) refers to the same set of abducibles and leads to redundant computations. Any access to \( H \), especially by the integrity constraints that maintain the duration (\( \text{HEC10} \)), the identity (\( \text{HEC11} \)), and the (de-)composition (\( \text{HEC6, HEC8} \)) of events, has to completely map through the global data structure.

As seen in Subsection 6.4.1, a reasonable functional representation of an intermediate hypothesis \( \Delta \), such as a partial-order matrix, often looks non-monotonic (or stateful) from the Herbrand point of view. Secondly, the domain representation \( \text{DOM} \) containing action conditions and hierarchical relations is not conveniently described by converting clauses into ordinary Oz procedures. Abstract action types and concrete macro events have a far closer relationship in that the latter can be regarded as instances of the first.

The Oz object system [Hen97] is able to address these issues. Oz objects carry incrementally refineable logic information in terms of a feature structure. Oz objects carry dynamically changeable states in terms of an attribute structure. Methods are special-purpose procedures that are coupled to a respective object and, during whose application, features are accessed by means of unification and object attributes are accessed by means of read/write operations. Features, attributes, and methods are defined by an inheritance hierarchy of classes that objects instantiate upon creation. [Hen97] reduces these concepts to well-defined kernel primitives, such as logic variables, cells, and procedures.

It is quite natural to define the action types of the given domain as Oz classes that are instantiated by concrete event objects that build the residue of a constraint-based \( \text{HEC} \) proof. Domain representations, i.e., pre- and postconditions of an action and its hierarchical decompositions, can be encoded into the features of action classes and are able to refer to other (sub-) classes of actions for that purpose. The derived event objects encode references to sub-events and temporal ‘distance’ relationships between them in their attribute structure.

As a result, the previously flat residue is now modelled as a hierarchical data structure that behaves monotonic where it is adequate and stateful and stateful where it is more efficient. The interface between \( \text{HEC} \) and this data structure is built by predefined methods of the super-class BaseEvent from which every action and every event is derived and that is sketched in Figure 39 (now using proper Oz syntax). Its methods are called from the \( \text{HEC} \) procedures and provide recursive access to features and attributes of the possibly complex macro-event, such as its temporal information (\( \text{start}, \text{duration}, \text{fin}, \text{times}, \text{dist} \)), its conditions (\( \text{prec, fx} \)), and its substructure (\( \text{options, events} \)).

The initialise() method is called upon creation of a each new object of type BaseEvent. initialise() serves to set the object-specific events attribute, i.e., the extendible record of sub-events according to the class-defined options feature which carries the decomposition structure of the associated domain action. initialise() recursively instantiates the sub-events of a macro, hereby implementing \( \text{HEC6} \) and \( \text{HEC8} \). The identity of Oz objects automatically realises the \( \text{HEC11} \) constraint. Finally, initialise() sets temporal information \( \text{start}, \text{duration}, \text{fin}, \text{times}, \text{and dist} \) according to \( \text{HEC10, ECK3, and ECK4} \).

Action and event references in options and events are organised such that symmetries are avoided. We have extended this representation to even reify the disjunctive decomposition of a macro within a single data structure. By that design and corre-
class BaseEvent

feat

start duration fin % the 'logic' features:
parameters % fd timepoints and interval
options % parameters/roles
fx prec % decomposition structure
initiators % effects and their conditions

attr

events % precondition initiators
	% the 'stateful' attributes:
times % sub-events
dist % times of sub-events
cost % temp. precedence matrix

cost % current cost of macro

meth initialise() end % the methods:
meth removeBranch(...) end % Initialise method
meth chooseBranch(...) end % delete decomp. option
meth happens(...) end % commit decomp. option
meth addEvent(...) end % look up sub-events
meth isBefore(...) end % add some new subevent
meth before(...) end % look up temp. constraints
meth couldCause(...) end % add temp. constraint
meth causes(...) end % look up uncond. fx
meth execute(...) end % decompose and execute
meth setTime(...) end % instantiate time variables
meth openDisplay() end % display content
end

Figure 39: The BaseEvent Class (Sketch)

sponding interface methods to *HEC* (removeBranch(), chooseBranch()), the
distribution effort of search can be diminished.
The happens() and addEvent() methods read and extent the events attribute
according to the two modes of accessing the residue in our previous definition of the
abducible happens. Similarly, isBefore() and before() implement the check
of entailment and the telling of a new temporal constraint upon dist and times
according to Algorithm 1. couldCause() and causes() access the effects and
conditions of the event and its substructures. execute() is used in plan execution
for (recursively) synchronising with particular external events and instantiating time
points with the current system time via setTime().

Oz classes allow locally-scoped variables in features and attributes, e.g., to implement
parameters, such as the Robot and Box roles of a pickup(Robot, Box) action. These
variables are not created until the creation of a new object and have been used to in-
troduce additional references (initiators) to the initiating events of particular pre-
conditions. In HEC, the relationship between producer and consumer of a fluent is not
explicitly encoded. A naive inference strategy hence repeats the effort to find possible
precondition initiators, every time that the success of a particular effect is revisited.
Due to the theory, however, a producer-consumer connection, once established, re-
mains valid forever, thus can be used as a lemma in the further proof. By establishing
references in initiators, repeated causes() calls immediately succeed without
any search effort.

Figure 40: The Implemented Planning Process (Screen-shot)

In combination with the previously discussed improvements, this extension unleashes the possibilities of ask & tell as well as propagate & distribute leading to significant speed-ups for larger planning problems. In Figure 40, we have depicted a screen-shot of our HEC implementation that has planned the house-building domain of [RN95]. We recognise that the search for refining the top-level solution into eight complexly arranged actions on the second level of abstraction has collapsed into a purely deterministic(!) problem that is solved within 0.18 sec. Figure 40 also demonstrates the intuitive graphical user interface that is attached to BaseEvent by the openDisplay() method. openDisplay() accesses the data encapsulated into the event object to visualise its conditions, its hierarchical decomposition, and its references to other events.

Similarly, the computation of residue costs, cost, can be delegated to the event representation itself where all the relevant data is stored and updated. In ordinary LP, such a measurement would have to be syntactically reflected by the proof procedure in order to steer the selection of disjuncts. In higher-order Oz, the selection can be influenced from within the computation space, because choices can be generated on the fly and according to the different costs of options that they enumerate. By this design, it is also possible to specify a-priori bounds on the costs for a top-level plan to implement the iterative deepening. We have omitted the respective methods in BaseEvent for reasons of simplicity.

To render the initial situation I abducible, too, it is given a stateful representation similar to the one of narratives. It also possesses an interface for access and extension that is called from HEC and that uses information about predicate names, arity, and levels of abstraction for speed-up.
6.4.4 The RETE Algorithm

The previous subsections demonstrated that ALP, more specifically backward-chaining abductive inferences under HEC such as needed for planning and execution, can be efficiently realised in modern CP languages. Left to address is how forward-chaining prediction in terms of the FFI proof procedure can be programmed. As we have already discussed, this especially requires an effective algorithm for matching the complex conditions in the bodies of definitions and of integrity constraints. FFI's folding, for example, should avoid recomputing already derived information, e.g., literals that have already been demonstrated valid and sub-conditions that have already been matched.

In [For82], an algorithm is given that recognises a set of valid conditions, i.e., formulae composed of literals, conjunctions, and negations from a set of given facts. The important property of this algorithm is that it maintains and updates matched sub-conditions in an incremental data structure: a network of so-called matching nodes (Figure 41 shows the network for one particular condition of HEC1). Input nodes, such as those at the top of Figure 41, operate as filters upon the given facts by extracting instantiations of particular literals. Joint nodes, such as those in the middle of Figure 41, represent conjunctions that combine the instantiations from their predecessor nodes, e.g., by finding corresponding variable assignments. Special negative joint nodes test non-validity by only passing those instantiations of one predecessor that do not coincide with the results of the other. Finally, output nodes, such as the one at the bottom of Figure 41, produce the resulting instantiations that match the encoded condition.

Because nodes store intermediate instantiations, only the deltas of a changing set of valid facts have to be routed through and recomputed in the network to update the conditions. If the network is partitioned appropriately, small changes in the facts only amount to small changes in the network, hence computation time is optimally traded off against memory. Because of this data structure, the algorithm is called RETE (lat.: network). An Oz implementation of RETE that uses constraints to compute instantiations and object-oriented programming to implement the network structure has been developed in [Leh96].

RETE is the basis of many rule-based languages, such as the production system OPS-5 [KR87], the SOAR language [New90], the ACT-R architecture [And93], and the agent system MAGSY [Fis93a]. In these systems, the output of RETE is further condensed.
by means of conflict resolution that triggers a unique external action. The result of externally acting is again fed into the RETE network to perform the next cycle of operation.

In the context of logic programming and FFI, we are not looking for one particular action to take, but rather for deriving all the consequences of some set of valid facts, the so-called inferential hull. In this case, we have to feed the results of the output nodes such as derived holds literals back into the network. This is repeated until the network gets stable, i.e., its computation has reached a fix-point according to the semantics of, e.g., [vEK76] and [Kun87].

Computationally more advanced ‘stability’ conditions have been given in [GL88] (the stable model semantics), [GRS88] (the well-founded model semantics) and [Van89] (the alternating fix-point semantics). Based on the latter, [Boh97] has described the implementation of the InteRRaP knowledge base (DKB') on top of RETE [Leh96]. By relying on the power of Oz and inspired by concepts from terminological representations [BS85], DKB' combines RETE with particular concept nodes and instance nodes. These are implemented as classes and objects quite as we used to realise the actions, events, and temporal structures of HEC.

Since HEC is designed to avoid undefinedness, its execution under the more advanced forward-chaining principle of DKB' amounts to a pretty much ‘classical’ result. Some additional considerations are required to derive the final implementation of forward-chaining HEC: First, there is the necessity to restrict the (recursive) computation of member literals to a reasonable, finite subset, i.e., to lists with at most one cycle and only containing events that have been already introduced via happens. Secondly, events and temporal relations between time points are not static as in typical monotonic settings, but extendible. This is because we are ideally looking for an abductive proof procedure that is able to additionally generate and maintain several optional hypotheses for given observations on the fly.

The idea is to extend RETE's flow of control into a lazy bidirectional scheme (Figure 41): Whenever a particular goal, such as a holds literal or a member literal, is hypothesised to be (in-)valid (it appears on the left-hand side of a range-restricted clause in FFI) its corresponding node in the RETE network generates appropriate explanations in the form of instantiation requests to its predecessors.

Optional requests are elaborated by the predecessors within separately cloned computation spaces where they are checked for consistency and where they invoke further requests in turn. This finally leads to newly instantiated abducibles within the input nodes of the network (happens; ≤, member) which are connected to the top-level plan object instance via method calls. Integrity constraints are implemented in the same way: Their conditions are constantly watched by a dedicated part of the RETE network. Upon instantiation, the conclusions of the constraint lead to new requests for the relevant goal nodes.

This support of abduction is still at a preliminary stage. In our testbeds, plan recognition plays indeed not a major role due to too restricted sensing facilities for creating necessary observations. Nevertheless, the further development of FFI and its implementation is an ongoing topic of our research that might turn out fruitful in application domains with a different emphasis.
class Process
  feats layers domain %% id of control proc & domain action classes
  attr state active   %% state of the search
    resourceValue performance %% local resources, profile
    signals_in   %% incom. signal queue
  meth initialise{layer:Layers domain:Domain ...} end %% creation
  meth rollUp{initial:I plan:P goals:G} %% insert fresh
    bound:B) end %% computation space
  meth search(...) end   %% search method
  meth pushException(...) end %% manipulate current
  meth popException(...) end   %% exception stack
  meth sendSignal{recipient:R initial:I} %% transmit signal
    plan:P goals:G ...) end %% over control process
  meth rcvSignal{sender:S resources:R %% incorporate resources
    initial:I plan:P goal:G ...) end   %% and signal
  meth reportFailure{recipient:R ...} end %% uncaught failure
  meth openDisplay() end   %% GUI stuff
...
end

Figure 42: The Process Class (Sketch)

6.5 Implementing Inference Processes

A central role in building processes based on the inferences presented in the preceding subsection is played by dedicated higher-order search procedures, such as the previously described SearchAll. Search procedures initialise inference problems in subordinate computation spaces. They implement search rules by inspecting and cloning spaces. And they extract solutions by merging spaces upon success. According to the COOP computational model, InteRRaP-R hence consists of the concurrent interplay of several search procedures running in separate threads (as in Figure 38), interacting with each other over the shared memory of the constraint store, and being steered by additional control processes. In the current subsection, we want to take a closer look at how inference processes are implemented as search procedures. Afterwards, we turn to the implementation of control processes, i.e., the InteRRaP-R layers.

The depth-first SearchAll procedure gives us a first starting point, since we have already pointed out the importance of persistent search within the agent context. Moreover, most of the residue-cost related selection strategy is already realised by the Oz implementation of ALP & HEC. However, SearchAll has to be extended, because we require an iterative deepening procedure that is able to switch between planning from scratch and planning from second principles. Moreover, we are not interested in generating all concrete solutions at once, but in continuously refining and outputting parts of the currently optimal solution. Finally, a search procedure to implement COOP processes should be able to interact with other processes and the environment at any time by possibly revising a former partial result in the light of incremental evidence.

For this purpose, the Process class (Figure 42) has been developed from which, e.g., knowledge base processes, decision making processes, and intention execution processes are derived. The Process class implements the Process schema of Section 3 by means of object features and attributes. The Process class realises the concrete
\( \Delta \text{Process} \) operations in the overall \textit{COOP} specification by means of appropriate methods.

The \texttt{initialise()} method is called upon creation of a process in order to register the superior control processes (the \texttt{layers} feature), to register the domain representation (the \texttt{domain} feature), and to initialise an 'empty' inferential state according to the \texttt{InitProcess} schema. \texttt{initialise()} makes use of the \texttt{rollUp()} method that is a general means for 'restarting' (a part of) the \texttt{state} attribute by inserting a new computation space using \texttt{space()}.

Using \texttt{inject()}, \texttt{rollUp()} provides the new computation space with a 'logic program' consisting of a start situation \( \texttt{I} \), an initial narrative object \( \texttt{P} \), the set of available actions in \texttt{domain}, and the current cost-bound \( \texttt{B} \).

\texttt{Logic goals} \( \texttt{G} \) that drive the computation inside the computation spaces are applications to the globally defined \textit{HEC} procedures, such as the previously discussed \textit{Holds}. The recursive \texttt{search()} method incrementally injects these goals via \texttt{inject()} according to their level of abstraction into the computation spaces within \texttt{state}. It constructs the resulting search space by \texttt{clone()} and \texttt{commit()} quite similar to the depth-first \textit{SearchAll} procedure. \texttt{search()} is activated within a dedicated thread due to changes in \texttt{state} caused by, e.g., commitments, roll-ups or incoming signals (see below).

Upon the intermediate success of a selected computation space, i.e., goals of a particular level of abstraction have been solved, \texttt{search()} merges the relevant parts of its encapsulated constraint store and signals them to the outside. For that purpose, the \texttt{sendSignal()} method transmits (via the control processes referenced in \texttt{layers} — see below) intermediate abducibles about initial situation \( \texttt{I} \) and narrative \( \texttt{P} \) and intermediate goals \( \texttt{G} \) to a recipient process.

Search is continued down to the most primitive (or up to the highest one in case of the knowledge base process) level of abstraction in which case the process suspends and the \texttt{active} flag goes down. \texttt{search()} also suspends in the case that the amount of local abstract resources — \texttt{resourceValue} is frequently accessed by \texttt{search()} — becomes too small. The amount of consumption is domain-specific and depends on the computed partial solutions. Similarly, the average \texttt{performance} profile is updated by measuring the improvement of the partial solution against the elapsed time. Failed computation spaces in \texttt{state} disappear during \texttt{search()}, unless they are shielded by a non-empty exception stack. In this case, they can be recovered by calling the \texttt{rollUp()} method. To this end, the exception stack that is manipulated by \texttt{pushException()} and \texttt{popException()} carries alternative situations \( \texttt{I} \), narratives \( \texttt{P} \), goals \( \texttt{G} \), and bounds \( \texttt{B} \). The iterative deepening of bounds can be elegantly implemented in this manner.

Concurrently to \texttt{search()}, incoming signals are invoking the \texttt{rcvSignal()} method, hereby possibly refreshing the amount of abstract resources. For this purpose, \texttt{rcvSignal()} shortly locks the required data structures in order to not interfere with \texttt{search()}. In particular, \texttt{rcvSignal()} accesses \texttt{state} to incorporate the signal content into the search space. It uses \texttt{inject()} to incrementally feed additional procedure applications into the computation spaces. These procedures either immediately influence the situation (\( \texttt{I} \)) and event (\( \texttt{P} \)) representations in the encapsulated constraint store in the case of \texttt{InformationSignal}. They represent additional \textit{HEC} goals \( \texttt{G} \) to be pursued in the case of \texttt{RequestSignal}. \texttt{rcvSignal()} also stores the identity of the in-
coming signals as annotations to state such that search() is able to report failures back to the sending process via the reportFailure() method.

For particular domains, the prediction of the knowledge base requires no hypothetical reasoning. Also the decision making of the reflex process could lack any choices to make. Furthermore, the decomposition of intention execution processes could have no options to pursue. In these cases, the Process class can be further customised, since not the full power of speculative computations by encapsulated search is needed. Instead, the inferences can be immediately run, possibly by relying on conditionals cond(), within the top-level computation space. This greatly simplifies the computational needs of rollUp(), search(), and rcvSignal(). Especially for the time-critical computations in the BBL of forklift and RoboCup agents, this turned out to be a useful variation.

6.6 Implementing Control Processes

For transmitting signals and computational activity from a sender to a recipient process, sendSignal() and rcvSignal() are not immediately coupled. Instead, they are connected over Layer objects (Figure 43) in charge of routing signals and abstract resources dedicated to the processes at a particular layer of InteRRaP-R. Layer installs the control of communication and hence of computation by implementing the Layer and DeltaLayer schemas.

Within the InteRRaP-R class (Figure 43), three layers are combined with an environmental interface to the top-level schemas InteRRaP – R and DeltaInteRRaP – R. To create an agent, an object of type InteRRaP-R is instantiated and its initialise() method is called. In this method, the three layers bbl, lpl, spl are created as particular instances of Layer and are equipped with references to each other. In a dedicated thread, InteRRaP-R then enters a loop by means of the recursive perceive() method that frequently checks for sensor input which it signals as PerceptionSignal to subscribed processes in the bbl (in case of low-level sensing) and the spl (in case of incoming communication) using the sendSignal() method. The perception thread will persist until the agent closes its operation.

perceive() allows for both passive and active sensing by switching input channels (e.g., serial port, TCP/IP streams, UDP sockets) and process subscriptions on the fly. Its current configuration is looked up in the activeChannels attribute and is accessed concurrently by rcvSignal(). An ActionSignal that has been generated inside bbl or spl invokes the rcvSignal() method. If its content is a sensing action, rcvSignal() locks and changes the activeChannels attribute. If its content is a proper action, such as a motor command, rcvSignal() invokes the act() method in turn.

It should be noted that particular data structures which are a part of the formal specification, such as actionBuffer in InteRRaP – R, are not explicitly present as features or attributes of the implemented objects, such as InteRRaP-R. They are rather implicit to the employed Oz programming constructs, for example, in the synchronisation of several method calls to act() that are suspended upon a shared lock.

This holds similarly for the input and output buffers of the Layer schema that are a by-product of scheduling the signal() method from Layer. signal() method is called from a sender process’ sendSignal() method and updates the internal
class Layer
  feat bbl lpl spl
  kb_process dm_process
  domain costs
  attr ie_processes
  signalBuffer triggerStore
  resourceValue processUtility
  processDiscount
  allocations discountFactor
  processEmphasis
  meth initialise(layers:Layers ...) end
  meth signal(sender:S recipient:R ...) end
  meth allocate(...) end
  meth openDisplay() end
end

class InteRRaP-R
  feat bbl lpl spl
  attr activeChannels
  meth initialise() end
  meth perceive() end
  meth sendSignal(recipient:R ...) end
  meth rcvSignal(sender:S ...) end
  meth act(...) end
  meth openDisplay() end
end

Figure 43: The Layer and InteRRaP-R Classes (Sketch)

triggerStore and signalBuffer attributes. In the case that these attributes are
non-empty, the layer’s allocate() method is invoked within a separate thread.
allocate() implements the filtering of signals and the allocation of abstract
resources along the $\Delta$LayerControl schema making use of the resource cost specifi-
cation in the costs feature. allocate() invokes the rcvSignal() method of
those processes that are granted signals and resources. allocate() is able to create
new intention execution processes that are not yet referenced in ie_processes and
equips them with the layer-specific domain representation.
The nonvolatile knowledge base and decision making processes are initiated upon cre-
atation of each Layer object (in the initialise() method) and are referenced in
dedicated features kb_process and dm_process. allocate() makes use of
special-purpose interfaces which we have omitted in Figure 42 and which allow to
read and write information, such as performance profiles and resource parameterisa-
tions, immediately from and into subordinate processes’ state.

6.7 Compliance of Specification and Implementation

We have now completed the overview of the Oz implementation of InteRRaP-R which
showed that constraint-based programming techniques are suitable to efficiently realise
agent-based systems. A screen-shot of it can be found in Figure 44. In the following, we discuss a few particularities with respect to its compliance with the abstract model.

**CET versus FT** As a successor to CLP(X), Oz does not confine to a Herbrand universe in which the main data structures are finite trees and in which equality is axiomatised by CET. As other constraint-based languages and computational formalisms, the Oz universe has adopted convenient record-based data structures of imperative languages.

In a logic setting, records or henceforth called feature structures, such as root(entry1 : branch(Var) entry2 : leaf), provide a similar recursive construction to finite Herbrand trees. In addition, they allow to label the substructures with some atomic type (the feature, e.g., the constant entry1). For organising complex structures in computer memory, features provide significant advantages. Similar to the usage of pointers in imperative languages, feature constraint languages, such as Oz, can handle cyclic records such as Self = test(ref : Self).

For this purpose, the Oz unification algorithm omits the traditional 'occurs check' of CET4 and is extended to terminate on cycles and match to the features, too. To this end, it builds on the background theory FT that has been given in [BS95]. Due to its advanced CP model, Oz is able to unify feature structures that are only partially specified by so-called open feature constraints [Meh99].

Ordinary Herbrand terms, now called 'tuples', are still expressible as particular Oz records labelled with integers denoting the order of branches. This means that while resigning to finite data structures, the use of the Oz unification does not do any harm to the inferential semantics, i.e., CET appears as a restriction to RAT [Mah88] (the axiomatisation of rational trees) which is in turn a specialisation of FT. That cyclic references are useful for our purposes becomes apparent when reifying the recursive
decomposition of actions as explained in Section 4. Whether this recommends to base the semantics of HEC on RAT or even FT is a question of ongoing research.

**Shared Memory versus Encapsulated Search** The Oz model of computation spaces facilitates the implementation of a shared memory model between several inference processes, i.e., search threads. To keep a declarative reading of the interaction between computation spaces at different levels of the constraint store hierarchy, Oz has to apply encapsulation restrictions. These restrictions are currently not present in the COOP model.

For example, although a subordinate space is able to access information by references into the top-level store, it is not able to increase the information there, e.g., by instantiating a logic variable. Vice versa, a top-level space is not allowed to obtain any reference into an encapsulated space because this information represents purely speculative data that needs to be first confirmed and merged.

To install a bidirectional transfer between two computation spaces, such as between the states of two inference processes in the COOP model, some additional mechanisms had to be incorporated into Process which go beyond the already described reportFailure() method.

One of these mechanisms is integrated into the injection of signals from top-level to encapsulated space. Instead of immediately injecting the possibly partially specified top-level data structures I, P, and G, the implemented COOP processes use a special-purpose ‘cloning’ procedure (in fact implemented by predefined methods of, e.g., BaseEvent) that reconstructs these data structures locally within the subordinate spaces.

BaseEvent does also have a special-purpose ‘merging’ method. It enables Process to recombine the interactively obtained search results with the original top-level data in order to report the results to other processes for incorporation. Hence, the shared memory model of COOP (including the indication of failures) is reasonably restricted to the generation of partial results inside the inference processes.

It has turned out that the implementation does not make full use of the combined I, P, and G channels in a bidirectional manner. Instead, processes rather interact in a unidirectional service-oriented manner over particular of these data structures, e.g., the knowledge base ‘hands out’ a goal to the planner and is sent a plan in a separate signal in turn. We are currently investigating whether the computational model should be more specialised and closer to the implementation model in that respect.

**Custom Exception Handling** Oz-builtin exceptions follow the convenient try & catch semantics of modern multi-threaded programming languages. As such, Oz-builtin exceptions are raised and handled locally to a specific thread in a specific computation space. This required a custom facility in the search(), pushException() and popException() methods of Process.

Related to the above treatment of encapsulation, for example, Oz exceptions that are raised inside a space cannot be distinguished from the top-level. Furthermore, try & catch is very much tailored to capturing the conflicts that have been caused within a single thread of computation, such as a division by zero. It is not so much about reacting to external signals which have been concurrently injected and whose processing
must be temporarily protected against further interventions.

The implemented COOP exception handling in search() addresses these aspects where the failure of a subordinate computation space is just one of its conditions. Apart from that, it provides means of testing and reacting to inconsistencies within the T, P, and G annotations of state already on the top-level, such as for handling a passed deadline and inconsistent goals. To this end, the implementation specialises the purely stack-based COOP model into a more convenient stack-based and pattern-based approach that is able to distinguish different sources of and reactions to inconsistencies. This should be reflected in future revisions of the computational model.

6.8 Bottom Line

This section described an implementation of the computational and inferential model of InteRRaP-R that we have developed in previous sections. We motivated and demonstrated that Constraint Programming [MR95, Fre96, Smo97, MP98] is able to realise both the declarative and the operational side of agents in unified implementation environments. The Oz language [Smo95] is an implementation platform that builds upon traditions from CLP(X) [JL87] and cc(X) [Sar93] and that enhances them with features, such as advanced constraints, stateful objects, and distribution.

We showed how abductive inferences upon HEC, including negation and integrity constraints, can be soundly and efficiently implemented using the Oz model of encapsulated search. On top of that, we showed how to build interactive inference processes as concurrent higher-order search procedures. These search processes are interconnected over the constraint store and special control objects to realise the layered structure of InteRRaP-R. The practicability of this implementation has been tested in three case studies which are documented in the following.

7 Three Case Studies

(Distributed) Artificial Intelligence derives its inspiration from engineering, natural, and cognitive sciences. Hence, its assessment can take place in many ways ranging from formal criteria in theoretical AI, over analytical criteria in architectural AI, up to empirical criteria in applied and cognitive AI.

This thesis has a design methodology at its core that aims at hybrid agents, i.e., rather domain-independent systems with several (sub-)cognitive functionalities. The design methodology incorporates several stages of research, such as architecture, theory, and implementation, in order to describe coherent models that bridge theory and practice. Because this type of integrative research is relatively new, there is no agreed scheme for its evaluation. Hence, we propose to evaluate our methodological contribution in terms of the InteRRaP-R model which has been reconstructed according to that design stance and whose theoretical and analytical properties we have already extensively addressed in the previous sections. What remains to be documented is that this has indeed lead to an implementation that runs efficiently in realistic application settings.

To this end, we have chosen three prototypical scenarios, the Automated Loading Dock, the RoboCup simulation league, and the ROTEX space-robot, which already served to motivate the generic InteRRaP-R design. In the following, we describe the
efforts to customise the domain-independent agent core by respective domain representations. We give a comparison in adequacy and performance to the original forklifts of [Müi96], to other teams participating RoboCup’98, and to modified tele-robotics agents using a graph-based, algorithmic planning module.

7.1 Automated Transportation: The Loading Dock

In [Müi96], a real-world application for broad agents is presented: Today’s industrial production such as the manufacturing of cars heavily relies on automated transportation facilities. The employed artifacts can be up to 2 meters in length and 1.5 meters in height. They are equipped with modern actuators and sensors, such as differential propulsion, flexible grippers, transponder detection, laser-scanners, ultrasonic sensors, and bumpers. Typically, up to 40 of these robots are serving a single production line. In spite of up-to-date hardware, their control software is extremely conservative: For example, there are hardly autonomous functionalities on-board besides low-level safety compliance. Instead, the navigation and tasking of the artifacts is computed centrally by a single optimisation process. Vehicle status and central decisions are exchanged between artifacts and optimisation process over radio-based network connections.

This design has disadvantages with respect to dynamics, robustness, flexibility, and scalability: The time that it takes to locally recognise a change of situation, to notify the central optimisation process, to integrate the reports of the dispersed artifacts into a decision, and to download these decisions on the local platforms, prohibits a suitable reaction to, e.g., human interception. The more transportation artifacts are to be controlled by the central optimisation, the longer one such cycle of operation will take. In the worst case, it will grow exponentially. Moreover, shortages and inaccuracies of the robot hardware and the unreliability of the communication network raise to a high power within the optimisation process.

For this purpose, the transportation systems are assigned exclusive and fixed navigation paths by the central computer, such that encounters with humans and other artifacts are avoided. Hence, changing the production line, e.g., if a new car series is introduced and if more transportation systems are employed, enforces a global redesign. In the case of failure, the complete production activity is halted. This is an inflexible and costly solution.

7.1.1 Scenario

An alternative design implements the decision making process at the local level of sensors and actors and thus gets rid of most of the unfortunate central processing duties. To analyse the requirements of this approach and to demonstrate its feasibility, [Müi96] has compiled the specification of the Automated Loading Dock scenario (Figure 45). In the loading dock, transportation artifacts are represented by forklift robots. The forklifts serve a set of rectangular shelves and a truck that is located in a loading ramp. The forklifts are able to unload boxes from the ramp and to store them on the shelves or vice versa by carrying one box at a time. The colours of boxes and shelves indicate different categories of goods to be stored and shipped.

Because of its sophistication that exceeds the typical research experiments with robots, the automated loading dock has been investigated in a series of experiments using
various versions of InteRRaP for controlling the forklifts. This ranges from two-
dimensional discrete simulations to three-dimensional physical realisations with Khepera robots [KT93]. Recently, its simulation core has been extended into a web-based toolkit for distributed and interactive virtual worlds [JLG+99b]. Hence, the loading dock provides a demanding and comparative testbed for the practical impact of InteRRaP-R.

7.1.2 Programming Forklifts

Much of our forklifts' domain axiomatisation, in particular fluents, actions, and levels of abstraction, has already been anticipated in the previous sections to exemplify the general principles of InteRRaP-R. See the overview diagram (Figure 46) that uses the notation of the Unified Modelling Language (UML) [Oes97].

UML provides a semi-formal standard for the organisation of complex software. UML descriptions contain various views onto a software system, such as its physical realisation (implementation diagrams consisting of run-time components, dependencies, computing devices, and communication facilities) and its logical structure (class diagrams consisting of packages, classes, and associations). UML views are displayed and edited in a convenient graphical fashion. There are also automated tools for (re-)engineering available.

To present the domain-specific (Oz) representations of the Automated Loading Dock, the RoboCup soccer field, and the ROTEX working space, UML is an adequate device. Figure 46 displays a class diagram in which the nine levels of abstraction $\phi_0, \ldots, \phi_8$ that InteRRaP-R forklifts are equipped with are modelled as UML packages. Fluents and actions are presented as UML classes. Their signature corresponds to the attributes and features of the implemented (Oz) constructs.

This diagram also describes the connections between these representations. For example, fluents and actions placed within a particular package are axiomatised at the corresponding level of abstraction, such as the transport macro being visible at level $l_2$ within the LPL. If a fluent decomposes into more primitive fluents (at decomposes into atPos) or if it is referenced in the conditions of a particular action
Figure 46: Fluents and Actions Representing the Automated Loading Dock
(atPos is precondition and effect of moveAhead), an UML association in the form of a simple line is drawn between the associated classes. Macros that decompose into more primitive actions, such as transport decomposing into search and searchFree, are marked with an UML aggregation displayed as a line with a diamond pointing to the higher-level class. Finally, the reflection of formulae into higher-level fluents, such as for building believes, is modelled as a dotted UML dependency arrow.

7.1.3 Experience

The resulting abstraction hierarchy quite naturally fills the space between low-level sensing & acting, symbolic representations, and the social concepts that are present in the Automated Loading Dock. The hierarchy moreover fits the general idea of layered systems: The degree of association and dependency, hence the complexity of reasoning, smoothly increases with the level of representations, while the amount of relevant concepts diminishes.

There is no such coherent overview of the original loading dock representation in [Mü196] which roughly triples the size of ours (measured using wc on the relevant source code). When comparing the domain-independent agent code [Ros96], an additionally doubled overhead is revealed. As a reason for this, we see the lack of a common declarative basis in InteRRaP. Its computational model has been tight to the loading dock rather than to a suitable generic interpreter. It does also not prescribe a common background semantics, e.g., for the vertical knowledge base and planning modules. Moreover, there is no clean horizontal interface between layers in InteRRaP, such as the instruments of decomposition and abstract resources provide in the case of InteRRaP-R.

To allow a suitable prediction of world state from incoming sensor data, the degree of knowledge base associations in InteRRaP and InteRRaP-R is quite similar. However, InteRRaP hardly installs conditional associations between situation features and actions, such as extensively found in Figure 46. This means that InteRRaP focuses on activating pre-stored macros, hence planning from second principles. Numerous and inflexible aggregations for dealing with situative contexts are required.

With respect to performance, our experiments with InteRRaP-R show the same degree of efficiency as the robots of [Mü196] in both simulation and physical realisation. We did not expect any increase in performance, because the latest implementation of [Ros96] has been very much improved for the line-based navigation approach. The real strength of our concurrent computational model can be shown if forklifts are allowed to navigate freely between the markers, e.g., for quickly searching for disoriented agents [Mor98]. Similar to the soccer agents in the following subsection, such emphasis on reactivity is hardly realisable within the original implementation.

For dealing with such open trajectories, two desiderata for future InteRRaP-R appeared: It is no more trivial to immediately abstract from robot movement to discrete position data. Instead, it would be more adequate to represent and reason about continuous fluents and activities in HEC, such as already presented in [Sha90, HT96] for other action calculi.

In such a setting, the LPL’s deliberative control over the reactive BBL, such as by influencing the dodging reflex, must be enhanced. For example, in the current domain
axiomatisation, suppressAllowDodging is a more or less fixed part of the exchangeBox routine. If the LPL planning process would be able to predict the BBL’s dodging reaction (or the reactive behaviour of other, well-known robots) as a kind of *natural event* triggered by the decisions of the agent, the planner could flexibly decide about the crucial usage of suppressAllowDodging. We will come back to these issues in Section 8.

### 7.2 Robot Soccer: The RoboCup Simulation League

Benchmark problems are important to foster research in key areas of computer science. For this purpose, [KWH+93] discusses the prospect of so-called *grand AI challenge problems* which are analogue to, say, the enterprise of landing a man on the moon. Grand AI challenges are visionary, long-term projects with an appealing goal and official rules that can be incrementally approached at different degrees and from different views. Grand AI challenges should have a significant social impact, such that public awareness can be reached.

For enforcing real-world orientation in agent design, i.e., dealing with high dynamics, continuity, incomplete and dispersed information, and team-orientation, one surprising challenge has been found in terms of robot soccer: The kind of machine intelligence needed to build a team of robots that can defeat the Brazilian national soccer team is closer to an industrial application profile than, for example, Deep Blue’s undoubtedly significant contribution to computer chess. Moreover, the game of soccer has a largely competitive aspect which allows to measure research results in terms of tournaments and championships. Secondly, soccer provides an excellent and motivating vehicle to transport research results to the public media.

To vitalise (D)AI in that direction, the *Robot World Cup Initiative* (RoboCup) has been founded in 1993 [KAK+97]. Since 1996, RoboCup organises annual world championships including workshops, tournaments, evaluation sessions, and publications. Today, there are several hundred researchers, assistants, and students from all over the world applying their concepts to that domain.

#### 7.2.1 Scenario

RoboCup competitions are organised into five leagues. Small robots with maximally 15cm diameter, such as Kheperas, are placed on a kind of ping-pong table and play with a golf ball. A global camera delivers a global view to their individual processing facilities. In Figure 47, we have illustrated Sony’s legged platform and the middle-size robots. In their leagues, a FIFA size 4 ball is used and on-board vision is required. In the still closed league for bi-pedal humanoid robots, there exists yet a single platform from Honda whose basic soccer skills are envisaged by the year 2002. Currently, all these hardware platforms still suffer from very fundamental reactive deficiencies in recognition, navigation, and ball handling. Hence, adaptive higher capabilities such as deliberative soccer tactics and social soccer strategies would be out of question if not being dedicated a fifth league that builds on a more simplistic, but still realistic simulation of robot soccer [KTS+98].

To this end, a simulation engine [Nod95] has been set up to which 22 separate agent processes can connect from client machines via the UDP network protocol. This sim-
ulation server emulates the noisy and incomplete field of view of all the soccer players and sends them data packages with synthetic perception roughly every 100ms. In turn, the server accepts fine-grained action commands, such as dashing, turning, kicking, and catching that influence the simulated physical bodies including velocity and stamina. The visualisation is done via separate 2D- and 3D-applets over the Internet (Figure 47). We have participated the simulation track of the RoboCup'98 world championships with a team of InteRRaP-R soccer agents (CosmOz).

7.2.2 Programming Soccer Players

Each CosmOz player is equipped with the identical domain representation incorporating five levels of abstraction \( l_0, \ldots, l_4 \) (see the UML class diagram in Figure 48). Minor excerpts have already been anticipated in the previous sections. The discrimination of players partly emerges due to their different situative contexts, but more effectively results from explicit social representations (team roles) and coordination.

BBL: Reactive Soccer Skills  The CosmOz BBL implements basic soccer skills at levels \( l_3 \) and \( l_4 \). For example, the reception of synthetic perception is done via the recursive perception action at level \( l_4 \). Roughly every 100ms, the soccer server signals a perception datagram containing the simulated field of view to the behaviour executing process. Perception contains relative positions (distance and angle) and movements (change in distance and angle) of the visible objects such as players, ball, goals, lines, and flags.

The perceived fluents player, ball, goal, line, and flag are explained by the world model as the precondition of processPerception and the effect of the displace miracle. The reasoning involved in the construction of level \( l_4 \) — including the firing of reactive desires and the elaboration of subsequent reflexes — is very simple and fast: Depending on the rapid trajectory of the near ball, low level events, such as complexKick, catch, and approachBall (decomposes into turn and dash) are invoked. We have indeed measured that, from receiving Perception to
Figure 48: Fluents and Actions Representing the Simulated Soccer Game
issuing an action signal, only a fraction of the required 100ms elapses!
To realise this tight reflex bow, $l_4$ avoids any inference about absolute positioning. For example, there is a default aim precondition for kick that determines where and how hard to kick when the ball is near. To effectively change this default, the changeAim action has to be invoked from a higher level of abstraction; this invocation is similarly needed for tracking the ball's movement even if not visible (searchBall) and for navigating on the soccer field by turn and dash.

To this end, level $l_3$ is dedicated to absolute positioning and navigation. These are still basic skills, hence also belong to the BBL axiomatisation. For example, the player's absolute position and movement (absPos) is deduced from its relative position and movement with respect to at least two immobile objects such as flags, goals, and lines. A desire is installed that pursues the goal of keeping the atPos fluent close to a given (tactical) homePos. If differing too much, the reflex process decides to launch keepPosition to reorient the player by a sequence of turn and dash.

atPos is combined with relative data about player and ball into absPlayer and absBall fluents that reconstruct a partial 'god's eye perspective' onto the game. Based on desires upon absPos and absBall, for example, the activation of the interceptBall behaviour is reactively decided. For example, triggered by desires upon absPos and absPlayer, the doAim macro simultaneously decomposes into aimSelf, aimPlayer, and aimGoal for dynamically changing complexKick's disposition to dribble, pass, or shoot via changeAim. For that purpose, doAim is equipped with a set of tactically reasonable aims (goodAim).

$l_3$ and $l_4$ cover the complete reactive basis for all the CosmOz players and all the situations occurring during a soccer game. Thus, besides the nonsense of activating catch in non-goals, it follows that BBL inference processes eventually raise conflicts. These have external reasons, e.g., if simultaneously haunting the ball and keeping the home position results in a 'paranoid' floundering. For example, 'physical' actions can fail due to restrictions in the simulation cycle or due to exhausted stamina. Process conflicts also have internal reasons, such as redundancy (usually, there are many ways of deducing absolute positions in the world model) or the mutual overwriting of output (the sub-actions of doAim). To enable the BBL control process for handling these interdependencies, we introduce particular abstract resources at level $l_4$.

For example, the landmark resource restricts the redundant options for obtaining absolute coordinates in the world model. The aimFocus resource introduces a similar restriction with respect to the aimPlayer, aimSelf, and aimGoal behaviours. stamina matches the external simulated model of the soccer agents’ power and also describes the internal dependency between the positioning behaviours keepPosition and interceptBall. The actuator resource describes the limited amount of kick, catch, turn, and dash actions that are allowed in a single simulation cycle. Finally, the neck resource mediates between the different needs for turning the player in keepPosition and searchBall.

These abstract resources are consumed by the inferences of the depending BBL processes, such as aimFocus by the execution of aimGoal. In turn, performance reports are generated from the process status: In order to adjust the current aim, the aimGoal behaviour analyses the distance and the direction to the opponent's goal in the atPos condition. The greater the distance, the less likely the next kick will score
a goal and the less useful the current chunk of execution has been. Similarly, performance measures for executing aimPlayer, aimSelf, and other processes can be found.

Based on performance reports, the signal routing and resource allocation facilities of the BBL control process install a conflict-free short-term behaviour in which the concurrent inferences are smoothly interpolated into interesting ‘soccer moves’. An example is the right-wing attack depicted at the bottom of Fig. 47 in which, by the aimFocus resource, the attacker agent steadily mediates between shooting to the goal, dribbling, and passing depending on goal distance, navigation space, and the team mate positions.

**LPL: Deliberative Soccer Tactics**  To lead the BBL control process towards establishing a particular kind of soccer move, such as the right-flank attack, it is important to choose its parameterisation (resourceAllocation via changeResourceAllocation, processPriority via changeProcessPriority, and discountFactor via changeDiscount) appropriately. Moreover, it is important to identify a suitable homePos and a reasonable set of aims in goodAim. This is not in the responsibility of the skill-based and fast BBL. Rather, this is subject to the tactical prediction, planning, and execution inside the LPL making use of level2. Tactical fluents are abstract features of the current game situation, such as playMode (comprising score, elapsed play time, pending kick-ins, etc.), nearBall (players of the teams that are nearest to the ball), ballPossession (the team in control of the ball), area (the field region in which the player is located), and ballArea (the field region in which the ball is located).

Tactical actions are aggregated under the globalTactic macro. Its effect should be to improve the current playmode and decomposes into two optional sub-goals (and sub-macros), i.e., either scoring goals using the attackTactic macro or preventing the opponent from doing so using defendTactic. These intermediate tactics decompose depending on the situation into particular soccer moves, such as keepGoal, watch, runForward, or pass. Each soccer move finally installs a characteristic set of resource parameterisations, valuable aims, and a home position in the BBL. For example the keepGoal move of the goalie in Figure 47 is invoked if the opponent possesses the ball and if the ball is residing within the own half of the field. Herein, BBL's processPriority is set to prefer catching before kicking before turning before dashing. This allows the goalie to quickly intercept the movement of the ball, afterwards shooting it away — possibly to a team mate nearby. Catching and kicking are vital; their discount is chosen to be small. Since aimGoal and aimSelf do not make sense in this mode, they are disabled by setting their priority to zero.

It is also important for the goalie to frequently adjust its central position while tracking the ball. Hence, the stamina resource is available in small amounts for keepPosition. On the other hand, interceptBall should be able to suddenly generate a continuous trajectory for intercepting the ball if it is entering the penalty area. Thus interceptBall is granted a greater allocation of stamina.

**SPL: Social Soccer Strategies**  Soccer is not a purely tactical game in which the goal-oriented behaviour of two or three players suffices. Soccer is an inherently strate-
logic game that requires the coordinated team-play of eleven players in order to beat the opponent. For example, having more than one soccer agent deciding to play goalie by activating keepGoal will most likely result in a disastrous outcome. The required soccer strategies are represented and reasoned about in the SPL at level $l_0$ and $l_1$. Strategies are realised by influencing the LPL control process’ allocation of abstract resources. In this case, CosmOz players own a particular roles resource that is consumed by executing tactical actions.

For example, keepGoal requires a non-zero amount of the goalie item of roles. For example, score is only available, if the player is assigned to be an attacker.

For example, the decomposition of runBack and runForward depends on the amount of roles available at that time.

A concrete soccer strategy then consists of reasonably distributing a set of role items to the whole team, such as an offensive $1 - 3 - 3 - 4$ strategy consisting of one player assigned to be a goalie, three players assigned as defenders, three middle-fielders, and four attackers. This can be technically established as a default for the resource-value fluent at level $l_2$. This can be moreover dynamically negotiated between a manager agent (the trainer) and a set of bidders using the contract-net protocol as elaborated in Section 5 and depicted in Figure 48.

### 7.2.3 Experience

RoboCup was first intended only as a secondary domain for InteRRaP-R. When we fully recognised its importance for testing hybrid designs and resource-adapting systems, we decided to participate the official world championships in Paris, 1998. The rationale was not to implement a champion team by coding sophisticated skills, tactics, and strategies in C, but to demonstrate that our generic, resource-based framework with its constraint-based implementation can be practically customised to such a demanding and competitive setting.

In contrast to other teams that already started their activity back in 1996 and that engaged up to 10 developers in the meantime, the realisation of CosmOz took a total of 3 person-months. Its source code is about of the same size than the one of InteRRaP-R forklifts. At the time of the competition, the reorganisation of the team strategy was not yet ready and no support for the offside rule was present. But, we made heavy use of the Mozart-built-in distribution facilities to conveniently release the agent team to a designated pool of computers — this was remarkably easy to achieve thanks to the transparent Oz language.

The first observation was that the resulting CosmOz agents were evidently able to effectively operate in the close-to-real-time setting, exhibiting reactive skills, deliberative tactics, and social strategies. We could not adequately achieve this simultaneous combination of (soccer) facilities, for example, with the original activation & commitment principle of InteRRaP.

The unexpected result (because of our research objective) was that CosmOz reached the quarter-finals of the RoboCup’98 competition beating some low-level-coded teams with scores of up to 16:0. An analysis of the log-files has shown that this is partially due to the broad functionality covered by CosmOz when playing against teams focusing either on skills, tactics, or strategies (see [Asa99]). This result is also due to the explicit management of resources in InteRRaP-R: From 1997 to 1998, the RoboCup regulation
made the simulation of stamina more restrictive. Teams which did not address this resource constraint became visibly tired and lethargic soon after kickoff.

For improvement, we could identify many issues with respect to domain representation (that was not laid much emphasis on) and few aspects with respect to the agent model (that performed ways better than to be expected). For example, the recognition of the opponent’s strategy will certainly be important in future RoboCup competitions. This is in-principle realisable in InteRRaP-R, i.e., its knowledge base processes, but requires social representations that generalise over many alternative team designs.

Currently, the BBL resources, such as stamina, and parameters for their allocation are abstractly hidden in the LPL representations. We noticed that most of these representations are robust with respect to changes in modelling, while some are quite sensitive, in particular the chosen performance scale. To enable the LPL and SPL planning to incorporate, e.g., the state of stamina into tactical and strategic decisions could significantly contribute to the adaptive behaviour of the multi-agent team; the Fluent Calculus [Thi99] is a theory of time and action that is capable of efficiently representing and reasoning about such resources. We could also think of incorporating a learning mechanism into the InteRRaP-R control processes to improve the estimation of process performance.

### 7.3 Tele-Robotics: The ROTEX Space Experiment

Service artifacts are used more and more in areas which are too hazardous or inaccessible to humans. Examples are robots for inspecting pipelines (the KURT platform, [fAIS99]), for patrolling poisoned parts of nuclear plants (the Soviet Lunokhod rover [Wie99] during the Chernobyl disaster), for exploring unstable buildings after earthquakes (the RoboCup Rescue Initiative [Kit99]), and for examining deep-sea cables. There are also space-robots that perform assembly tasks on planet’s surfaces (see the NASA Pathfinder project [Gol98]) and in deep space [fRuS99] for, e.g., repairing satellites under zero-gravity.

Especially in the latter case, we recognise that the possibilities for establishing a high-bandwidth communication channel between the remote artifacts and a mission control site are highly restricted. For example, there is already an accumulated delay of about 6 seconds when tele-operating an orbiting system. Since these robots are additionally placed in rather open and dangerous environments, their control poses an ultimate research problem that the area of Tele-Robotics is dedicated to.

In the Tele-Sensor approach [BLSH95], agent technology has proven useful: The remote operation of semi-autonomous space robots is combined with a simulation-based ground operation. Remote agents are equipped with enough local autonomy to re-actively decompose and execute given high-level tasks from the ground site. As the bases for issuing these commands, the ground site runs a predictive simulation that is frequently fed by the status of the remote system and that compensates the communication delay.

#### 7.3.1 Scenario

The first Tele-Sensor experiment, ROTEX, was carried out on-board the Columbia shuttle flight ST55 from April 26 to May 6, 1993. In this experiment, a small six-
Figure 49: The ROTEX Space-Robot in the Tele-Sensor Approach

axis robot with a working space of about $1 \, m^3$ was mounted inside a space-lab rack (Figure 49). Its gripper was provided with a number of sensors, such as force-torque wrist sensors, tactile arrays, grasping force control, laser-range finders, and stereo cameras. In order to demonstrate servicing prototype capabilities, three basic tasks were performed: The assembly of a mechanical grid structure, the (dis-)connection of an electrical plug (the so-called Orbit-Replaceable-Unit — ORU), and the grasping and stapling of cubes. In the experiment, the commands to pick, manipulate, and place particular parts were given by humans from the ground site. The humans were provided with a web-based 3D visualisation of the simulated working space.

In order to increase the degree of automation, we suggested the use of hybrid InteRRaP-R agents i) in the ground system to allow for a higher-level operational interface and ii) in the remote system to increase autonomy and thus the range of tolerable communication delays. The preliminary tests that we have conducted focus on the first aspect. They have been performed using the original working space and a variation of it, in which a variable set of up to 40 cubes was present.

### 7.3.2 Programming Ground-Control Agents

In the UML diagram of Figure 50, the domain representation for a ground-control ROTEX agent is illustrated. It turns out as a quite conventional single-agent domain description: Two levels of abstraction $l_0$ (LPL) and $l_1$ (BBL) describe states and movements in the three-dimensional working space.

The ground-control agent is connected via a TCP/IP network connection to the predictive simulation which is either coupled to the physical working space or runs in a special off-line mode. A human operator is provided with a browser displaying the state of the simulation (through a Virtual Reality Modelling Language plug-in) and the agent (through the InteRRaP-R GUI). The browser allows the convenient specification of high-level goals which are then immediately delegated to the agent.
Figure 50: Fluents and Actions Representing the ROTEX Working Space

From the simulation, the agent frequently receives pose information of objects (pose) and robot (gripperPose). These contain positioning in three degrees of freedom (x, y, and z) and orientation in three degrees of freedom (pitch, yaw, and roll). The incoming signals are processed via the processPerception action at level $l_0$. The simulation server accepts commands for collision-free six-axis motion (takePose) and tactile gripper control (graspUngrasp). The agent’s BBL aggregates these low-level commands into shape- and pose-dependent pick and place macros.

At level $l_1$, the pose data is abstracted into a blocks-world-like representation using the onPlate, above, holding and gripperEmpty fluents. For establishing particular object constellations according to user requests, $l_1$ distinguishes several pick-and-place macros: pickAndPlaceORU is to install an ORU device onto its base. pickAndPlaceTruss1 puts a truss on a truss base, while pickAndPlaceTruss2 serves to staple several trusses. pickAndPlaceCube staples the cubes, while pickAndDropCube places cubes on the working space plate.

For evaluation purposes, we also built a variation of InteRRaP-R in which the HEC-based local planning process was replaced by the graph-based planning algorithm of [BF95]. Its Oz implementation [Wen99] has been adapted to the COOP computational model and its logic data structures: Because planning-graphs are not incremental, the algorithm is restarted when receiving a signal. Because planning-graphs are non-hierarchical, the algorithm uses only the above pickAndPlace operator. In both variations, the ground control agents had their SPL completely disabled.

7.3.3 Experience

We have run a small test series by running each variation of InteRRaP-R in each of the two ROTEX working spaces. This has demonstrated that both variations of InteRRaP-R provide for a more convenient and declarative user interface than the pure TeleSensor approach. Moreover, in both versions of the ROTEX working space versions,
the potential to migrate further parts, such as robot motion and gripper control, into the agent's BBL has been revealed which is an indication for the applicability of InteRRaP-R also to the remote site.

The tests in the original working space confirm the usage of abstraction hierarchies in HEC to simplify the otherwise too complex planning of assembly tasks under on-line conditions. The flat tire world (see, e.g., [RN95]) is a related assembly domain that posed a challenging problem to non-hierarchical planning algorithms in the past. The graph-plan-based local planning process staying on a single level of abstraction and restarting upon any dynamic change shows significant disadvantages in this case.

On the other hand, when looking at the purely cube-inhabited version of ROTEX, the logic-based planner runs into severe problems when confronted with complex goals, e.g., to build towers of 5 and more cubes. Similar to a pure blocks-world, there are no longer real abstractions and approximations to define, such as the object-dependent pick-and-place operations in the original working space. Since, moreover, this version of the domain was just available in the off-line simulation mode, the incrementality of abductive HEC is an expensive and unnecessary feature. The state-based graph-plan approach has been designed to cover exactly these (artificial?) cases; its latest version, for example, solves the off-line Tower-Of-Hanoi with dozens of slices.

Experiments such as ROTEX are likely to be extended in future space robotics. For example, it is straightforward to introduce several robot arms that coordinate and efficiently service a shared working space. Another example is the NASA deep space project [Pro99] in which several autonomously controlled shuttles are to build up a kind of 'virtual satellite dish'. For coordinating their flight activity, a control architecture with an equivalent to InteRRaP-R's SPL will be needed.

7.4 Bottom Line

This section has documented the results of three case studies that we conducted in order to evaluate the practical impact of InteRRaP-R and its design methodology. The three scenarios that we have chosen are representative instances of application areas for broad agents. They go beyond the typical laboratory experiments with robots and simulations in agent research.

For all scenarios (that would be difficult to program from scratch) we have discussed how the generic agent framework is to be customised by outlining the complete domain representations. Due to the declarative background of InteRRaP-R, the corresponding programming efforts are significantly smaller than for the predecessor InteRRaP. Moreover, the domain code is quite comprehensible which can be attributed to the adequate devices of abstract hierarchies and abstract resources. These are intuitive tools for programming broad agents in all three domains.

The experience with these scenarios confirms our claim that the InteRRaP-R implementation, under support by the efficient Mozart system, is able to install reactive, deliberative, and social facilities in non-trivial environments. It is also shown that the concept of layering and abstract resources improves the practicability of the predecessor InteRRaP and alternative agent designs.

Finally, we have identified possible improvements in InteRRaP-R that could ease the modelling of such demanding domains in the future. We will discuss their compliance to the existing model and the design methodology in the following conclusion.
8 Conclusion

Aiming at Shoham’s notion of Agent-Oriented Programming [Sho90] for broad and industrial-strength systems, this report has presented a design methodology for hybrid agents, in particular for the layered InteRRaP model of [Mül96]. **Section 1** presented the Design Space of Agents as a way of structuring agent development process into five interconnected stages of specification organised along the two dimensions of declarativity and abstraction (Figure 51). Each specification stage — architecture, computational model, theory, inference, and implementation — contributes a characteristic set of methods, notations, design patterns, and tools all of which are equally important for obtaining models bridging theory and practice.

The Design Space of Agents reconciles and extends the isolated, but complementary approaches of Agent Engineering (architectural descriptions as initiated by Bratman et al. [BIP87] and promoted inter alia by Ferguson [Fer92] and Müller [Mül96]) and Cognitive Robotics (theoretical and inferential descriptions as initiated by McCarthy & Hayes [McC58] and promoted inter alia by Reiter [Rei99] and Kowalski et al. [KS96]). For this purpose, computational models provide the crucial (formal) interface declarative and operational design issues as well as between conceptualisation and implementation. On the one hand, this is close to the DESIRE approach to prototyping arbitrary agent models [DKT94]. On the other hand, where DESIRE is a toolkit for organising modules using various types of logic, we aim at a coherent framework for building and actually implementing hybrid systems incorporating a single logic of time and action.

Throughout **Sections 2 to 6**, we have completely instantiated the Design Space of Agents with the reconstructed InteRRaP-R model (Figure 51). So far, this enterprise has a single match in the research on BDI theory [RG91], PRS architecture [GL87], AgentSpeak computational model [dL98], and the dMARS implementation. In contrast to the epistemic-logic foundation of BDI, our **HEC** theory builds on ‘executable’ logic programming. In contrast to the unified architecture of PRS, InteRRaP-R rep-
represents a layered account that avoids inflexible sequential processing and expensive consistency-preservation for the purpose of integrating of a broad spectrum of functionalities.

The design framework presented in this report is evaluated by three case studies that have been documented in Section 7. The Automated Loading Dock, the RoboCup simulation league, and the ROTEX space experiment are representative instances of application areas that go beyond typical laboratory experiments. The case studies confirmed that our InteRRAp-R implementation is able to install adaptive, reactive, deliberative, and social facilities in non-trivial environments. The case studies moreover demonstrated that the necessary programming efforts are considerably easier and more straightforward than for alternative systems, including the predecessor InteRRAp. These results are a striking vindication for the applicability of our slogan “Agent = Logic + Architecture” to the construction of hybrid systems.

8.1 Hybrid Agents and Holonic Multi-agent Systems

A DAI application methodology is a recipe for structuring MAS of up to thousands of agents according to a given domain. In an application methodology, the choice of the right agent design, such as a hybrid model for obtaining broad functionality, is just one stage of specification [Lin99]. Hence, it is important to define interfaces between application methodologies and design methodologies, such as the Design Space of Agents.

In many application areas, e.g., Telematics [BFV98], the identification of agents and their functions is not a trivial enterprise. For example, different shipping companies have to be modelled as competitive agents. Dispersed freight centres and transportation fleets of a single shipping company represent cooperative agents. It is also quite natural to model individual trucks of a fleet as autonomous agents equipped with transportation goals and route plans. And it can be appropriate to individuate the possibly different needs and different destinations of tractors, trailers, cargo containers, and the human driver of a single truck [Vie99].

The consequence is that a practical MAS should be organised as a society of agents which are again composed of sub-agents in a self-similar way. In other words, structures with a higher-level of autonomy (groups, agents, layers) should be decomposed into similar structures with a lower degree of autonomy (sub-groups, agents, layers, processes). For this fractal principle, Siekmann et al. [GSV99] have coined the term holonic MAS derived from the Greek holos meaning whole and the suffix -on meaning part. We have argued in [JG97, JG98] that this principle is likely to bridge the micro-macro gap of MAS design. Hence, a resource-adapting MAS architecture is presented in which social layers are built up by so-called representative agents that control the computation of subordinate agents by means of abstract resources quite similar to the way that control processes affect subordinate computations within a single layer of InteRRAp-R. In [Ger99], this architecture is extended to the ability of self-organisation, i.e., the social resources that are monitored and reconfigured are, e.g., the number of agents in a group, their design, and their communication facilities.

The holonic principle also serves as a theoretical means, e.g., to analyse InteRRAp-R in comparison with the well-known BDI approach (see [Jun99a]). In traditional BDI logic [RG91], the state of an agent is described by temporal and modal formulae
such as $\text{Bel}(\text{Agent}, \omega), \text{Goal}(\text{Agent}, \omega),$ and $\text{Intend}(\text{Agent}, \omega)$ that are interpreted over a possible-worlds structure. BDI imposes additional semantical constraints onto that structure, e.g., that an agent always believes in having its goals

$$\text{Goal}(\text{Agent}, \omega) \supset \text{Bel}(\text{Agent}, \text{Goal}(\text{Agent}, \omega))$$

and is always working to complete its intentions

$$\text{Intend}(\text{Agent}, \omega) \supset \text{inevitable} \cdot \neg \text{Intend}(\text{Agent}, \omega)$$

For representing holonic and layered structures, we can also introduce holons which are groups composed of either traditional BDI agents or sub-holons by the transitive and anti-symmetric relation $\triangleleft$. Mental states of holons ($\text{Bel}^*, \text{Goal}^*$, and $\text{Intend}^*$) transparently ‘emerge’ from the attitudes of their parts:

$$\text{Bel}^*(\text{Holon}, \omega) \equiv \exists \text{Agent} \triangleleft \text{Holon} \land \text{Bel}(\text{Agent}, \omega)$$

(Meta-)control hierarchies, such as present in InteRRaP-R, are defined by the partial order $\triangleright$:

$$\text{Agent}_1 \triangleright \text{Agent}_2 \supset (\text{Bel}(\text{Agent}_1, \omega) \supset \text{Bel}(\text{Agent}_2, \omega))$$

$$\text{Agent}_1 \triangleright \text{Agent}_2 \supset (\neg \text{Bel}(\text{Agent}_2, \omega) \supset \neg \text{Goal}(\text{Agent}_2, \text{optional} \cdot \text{Bel}(\text{Agent}_1, \omega)))$$

The first of the above conditions states that any higher layer (here: agent) has introspection into the subordinate layer. The second condition (and analogue ones for goals and intentions) states that any higher layer will only reconfigure the subordinate layer consistently with its current mental attitudes. A formal result that we have obtained in this Holonic and Layered BDI (HLBDI) logic is that, provided each InteRRaP-R layer follows a suitable commitment strategy for realising persistent intentions, the complete InteRRaP-R holon, though incorporating inconsistent attitudes, exhibits a quite similar strategy [Jun99a]. So far, HLBDI is restricted to modelling layers as traditional BDI agents. Once we manage to connect HLBDI to the process level of COOP, it could provide a valuable verification tool for hybrid agents and their corresponding MAS in general.

### 8.2 Learning and Evaluating Resource Control

Abstract resources are an instrument for the real-time scheduling of concurrent computational activities. In this context, COOP relies on internal profiling, i.e., the scheduler uses a built-in performance measurement. As in other approaches to meta-control [BD94, RW91], this leads to short-term adaptivity provided that the designer supports (approximately) correct evaluation functions for processes. However, there is the question where to get these functions if the domain is not sufficiently known in advance. In the RoboCup domain, for example, we have experienced that the usefulness of dribbling and passing the ball depends on the skills of the opponent team.

In such cases, adaptive systems such as the cognitive architecture ACT-R [And93] envisage to learn long-term domain characteristics such as the quality of particular scheduling decisions from external reinforcement at runtime [KL96]. Algorithmic means are, for example, the memory-based reasoning procedure of [SW86] and the
bucket-brigade algorithm of [Ho185]. However, it is difficult to apply these algorithms to real-time scheduling. Feedback that results from, e.g., scoring a goal or loosing the ball, is too sporadic to drive required decision cycles of about 100 milliseconds. In [JLG99a], we have thus presented an extended COOP control process that does not learn the quality of scheduling decisions in the first place, but rather learns confidence into the embedded internal profiling mechanisms. Hence, confidence measures are integrated as an additional scaling factor into the allocation algorithm presented in Section 3. They are gathered from external stimuli by a combination of memory-based learning (to store and retrieve exemplary situations, process evaluations, and the resulting feedback) and bucket-brigade learning (to distribute feedback among the responsible processes).

For the practical evaluation of such algorithms, the identification of benchmarking scenarios is quite difficult. In this report, we have relied on observational experience with the running systems in the RoboCup domain, for example. With a bit of systematics, RoboCup can also be used as an empirical testbed: To measure the impact of particular concepts, such as resource-control, it is possible to let various versions of the same agent model, e.g., one version with resource-control disabled, one version with slightly changed parameterisation, and one version including learning, play against fixed opponents in a statistically relevant number of games. The collected data for analysis should not only cover final scores, but also percentage of ball possession, successful passes, and other performance-related issues.

The 1999 version of the RoboCup simulation supports the gathering of such data: Teams are allowed to connect a special trainer agent to the server engine that is equipped with a god’s eye view. Since its synthetic perception is close to ordinary players, we could already implement a preliminary situation recognition to the CosmOz trainer. Recently, an inductive learning algorithm has been applied in the ISAAC trainer [RTM99] that is able to generate rule-based team ratings from observing goal shoots across various log-files.

### 8.3 Ramification and Natural Events

Section 4 discussed the impact of adversary environments to the specification of reasoning principles for agents. Worst case assumptions, such as applied in ECJ and HEC, are one tool to address the agent’s vulnerability. What these calculi do not yet cover is that other objects or agents in the environment are (pro-)active in themselves, i.e., they affect the world by simple reaction to and by complex deliberation on the agent’s proper actions. For example, a robot that opens its grippers while its arm is raised triggers the carried box to move (fall out of the gripper). For example, a robot that pushes a single box triggers the movement of several boxes if located in a row. For a forklift’s local planning process deciding about navigation, even the reflex process that is located in the same hybrid agent is a source of such ‘natural’ activities, e.g., by forcing the robot to dodge when meeting an obstacle.

These are all special cases of the general ramification problem stated in [GS88]: Rather than being representative as immediate effects of the agent’s actions, such as of moving ahead or of opening the gripper, these natural activities are indirect and situation-dependent consequences of the world state. An advanced planner has to predict these consequences and either avoid them (by circumventing obstacles or by suppressing the
dodge reflex) or cope with their effects (by forcing the BBL to dodge only to the right or by re-approaching the partner for a box exchange).

For state-based calculi, [Thi97] has presented a formalisation of ramifications. It identifies particular, unstable world states that violate given constraints, such as the impossibility of a forklift’s heading an object if its dodging reflex is enabled. There are causal relationships inherent to these constraints: Active dodging causes a change in the robot’s position immediately after heading an obstacle. By incrementally applying such causal rules for resolving the constraint violations, any state-based reasoner is thus enabled to arrive again at ‘ordinary’ stable states and to continue its regular inference.

To address ramifications in narrative-based formalisms, natural events [KM97a] have been proposed which are ‘automatically’ introduced by predefined trigger situations. For example, dodging always happens if an obstacle is ahead and the respective reflex is simultaneously enabled. This can be expressed in HEC as follows:

\[
\forall \text{triggers}(E, A, T_1, T_2, L) \equiv \exists L = l_3 \wedge A = \text{dodge}\wedge
\]

\[\text{(DOMTRIG)} \quad \text{holds(ahead(Obstacle), } T_1, T_2, \text{nil, } \hat{1}, E, L) \wedge \]
\[\text{holds(saveNavigation, } T_1, T_2, \text{nil, } \hat{1}, E, L) \]

\[\text{(NAT1)} \quad \forall \text{triggers}(E, A, T_1, T_2, L) \supset \exists \text{happens}(E, A, T_1, T_2, L) \]

We recognise that basic HEC features, such as worst-case assumptions and levels of abstraction, are compatible with and even useful for such extended reasoning principles which enable, e.g., the LPL planner to predict the BBL’s dodging decision. Without the following constraint, however, the planner would predict the triggered reflex infinitely often as a consequence of the same situation:

\[\forall \text{triggers}(E_1, A, T_1, T_2, L) \wedge \]
\[\text{triggers}(E_2, A, T_3, T_4, L) \supset \exists \text{disjoint}(T_1, T_2, T_3, T_4) \vee \exists E_1 \neq E_2 \]

Modelling natural events in HEC via integrity, as done by NAT1, lets the planner cope with the effects of ramification and at the same time keeps the reasonable properties of well-definedness and termination upon finite residues. It is however not possible to infer counter-measures, such as the disablement of the dodge reflex, which avoid in advance the natural being triggered. For that purpose, we are currently experimenting with a version of HEC in which the triggers condition is closely integrated into the definitions of the core calculus.

### 8.4 The Inferential Frame Problem and Resources

In the light of ramification, a particular drawback of most narrative-based approaches including HEC becomes apparent: Since there is no central representation of state, checking the occurrence of situations in NAT1 and NAT2 over the complete narrative can be very expensive. When trying to demonstrate trigger conditions at various time-points, HEC computes prior occurrences again and again, because the intermediate results are not ‘stored’ in some shared data structure. Persistence caching by lemma generation (see Section 6) improves the situation, but is not a full replacement for a state representation.
A similar problem occurs when representing abstract resources as ordinary HEC fluents which is useful for reasoning about, e.g., stamina in determining soccer tactics. Any change of resources, such as by invoking a consuming process, must then be modelled in terms of terminating the old value and initiating the new value. Checking the (quantitative) persistence of resources is hence as expensive as the determination of the (qualitative) persistence of fluents.

This has been recognised as the so-called inferential frame problem [Thi99]. Unlike the traditional representational frame problem, the inferential frame problem is not about minimising the effort of axiomatisation, but about minimising the effort of making inferences with the chosen axiomatisation. These two issues do not necessarily correlate: Negation-as-failure, such as used in HEC, is a representationally elegant solution to formalise persistence, but inferentially quite expensive. An alternative proposed by [HS90] is to uniformly model change and persistence via an equational-logic approach [GHS+92]: In the Fluent Calculus (FC), situations are reified multi-sets of fluents using the associative and commutative multi-set constructor o and a respective AC1-unification underlying Z:

\[(FC1) \quad \forall \text{holds}(F, S) \equiv \exists S\exists F \circ Z\]

\[(FC2) \quad \forall \exists P \equiv \text{coms}(A, P_2) \wedge \text{terminates}(A, S_1, S_3) \wedge \text{initiates}(A, S_1, S_4) \wedge S_3 \circ S_4 \equiv S_1 \circ S_2 \circ \text{causes}(S_3, P_2, S_2)\]

Actually, AC1 treats fluents as resources that are consumed (the S₃ multi-set in FC2) by a terminating action and produced (the S₄ multi-set in FC2) by an initiating action. Else, they remain unaffected which requires no additional effort if employing modern, e.g., constraint-based unification algorithms. Regular fluents, i.e., the usual situation properties, are obtained as special cases of resources that only appear once in a multi-set (where ⊗ is the neutral to o):

\[\forall S\exists F \circ F \circ Z \supset F \equiv o\]

Recently, FC has been extended to represent narratives by introducing particular happens and time fluents into the state representations [Thi98]. We could also think of reifying states in HEC, such as in the following definition. Both are possible means for transferring ideas from narrative-based HEC to state-based FC and vice versa, possibly leading to an intermediate theory in the future.

\[\forall \text{holds}(F \circ Z, T_1, T_2, C, B, E, L) \equiv \exists \text{holds}(F, T_1, T_2, C, B, E, L) \wedge \text{holds}(Z, T_1, T_2, C, B, E, L)\]

8.5 A Programming Language for InteRRaP-R Agents

In [Ros96], a programming language for the design of InteRRaP agents (‘ALaDIn’) was presented based on the rationale given Müller [Müll96] which was a library of extensible Oz classes, but not necessarily a convenient AOP language in its own right. Due to the complex design, each InteRRaP module introduced classes of its own and
module interfaces required additional coding. This approach may be tolerable for customising uniform agents to particular domains, such as the programming of PRS agents in the dMARS language. It is certainly not feasible in the hybrid case. The \( \mathcal{A} \) language of [GL93] first promoted to develop domain specifications independently of underlying logics in special high-level languages. This idea has adopted for state-based Cognitive Robotics in GOLOG [LRL97] and generalised to narrative-based calculi by \( \mathcal{E} \) [KM97a] and Reactive Pascal [Dav96]. However, these languages commonly lack constructs for the crucial control of the resulting (agent) inferences.

As a design that is based on the reconciliation of Agent Engineering with Cognitive Robotics, the domain representations of InteRRaP-R combine the concepts of action languages, such as \( \mathcal{A} \), \( \mathcal{E} \), GOLOG and Reactive Pascal, with additional control constructs, such as abstract resources and their parameterisation. These representations (currently written in Oz syntax) are moreover congruent across various modules and across the different layers of the agent model. Hence, it should be a straightforward next step to give them a neat surface syntax and possibly even a graphical notation which can be compiled into respective Oz code and which finally realise the Agent-Oriented Programming (AOP) of an advanced hybrid model.
# Auxiliary Definitions

The following are auxiliary definitions to the computational model of Section 3. They have been used with the standard math0.zed, math1.zed, and math2.zed files as the prelude for type-checking with the ZTC tool [Xia95]. They define booleans, declare several forward-referenced schemas, and introduce useful functions, such as the conversion of arbitrary sequences from sets (anySequence), various projection functions, and the summation of integers and floats (using the overloaded $\sum$ notation).

\[ B ::= \text{Bool} \]

\[ \text{[Branch, Signal]} \]

\[
\begin{align*}
& \text{toReal : } \mathbb{Z} \rightarrow \mathbb{R} \\
& \text{max : } \mathbb{P} \mathbb{R} \leftrightarrow \mathbb{R}
\end{align*}
\]

\[
\begin{align*}
\{X\} \quad \text{anySequence : } \mathbb{P} \mathbb{X} \leftrightarrow \text{seq X} \\
\forall y : \mathbb{P} \mathbb{X}, x : X \bullet \exists s_1, s_2 : \text{seq X} \bullet x \in y \leftrightarrow \text{anySequence}(y) = s_1 \uplus (x) \uplus s_2
\end{align*}
\]

\[
\begin{align*}
\{A, B\} \\
& \pi_1^2 : A \times B \rightarrow A \\
& \pi_2^2 : A \times B \rightarrow B
\end{align*}
\]

\[
\begin{align*}
\{A, B, C\} \\
& \pi_1^3 : A \times B \times C \rightarrow A \\
& \pi_2^3 : A \times B \times C \rightarrow B \\
& \pi_3^3 : A \times B \times C \rightarrow C
\end{align*}
\]

\[
\begin{align*}
\{A, B, C, D\} \\
& \pi_1^4 : A \times B \times C \times D \rightarrow A \\
& \pi_2^4 : A \times B \times C \times D \rightarrow B \\
& \pi_3^4 : A \times B \times C \times D \rightarrow C \\
& \pi_4^4 : A \times B \times C \times D \rightarrow D
\end{align*}
\]

\[
\begin{align*}
\sum : \mathbb{P} \mathbb{Z} \rightarrow \mathbb{Z} \\
\sum : \mathbb{P} \mathbb{R} \rightarrow \mathbb{R}
\end{align*}
\]

\[
\begin{align*}
\forall pz : \mathbb{P} \mathbb{Z}, z : \mathbb{Z} \bullet \sum(pz) = z \iff (z = 0 \land pz = \emptyset) \lor \\
(\exists z_0 : pz \bullet z = (\sum(pz \setminus \{z_0\}) + z_0)) \\
\forall pr : \mathbb{P} \mathbb{R}, r : \mathbb{R} \bullet \sum(pr) = r \iff (r = 0.0 \land pr = \emptyset) \lor \\
(\exists r_2 : pr \bullet r = (\sum(pr \setminus \{r_2\}) + r_2))
\end{align*}
\]
The following definition of \textit{exhead}, \textit{extail}, and \textit{annotation} is to be inserted immediately before the $\Delta$\textit{ProcessInf} schema:

\[
\begin{align*}
\text{exhead}, \text{extail} &: \text{Branch} \rightarrow \text{seqInferenceState} & [\text{access exceptions}] \\
\text{annotation} &: \text{Branch} \leftrightarrow \text{Signal} & [\text{access annotations}]
\end{align*}
\]

\[
\forall b : \text{Branch} \bullet (b.\text{exceptions} = \langle \rangle \Rightarrow \text{(exhead}(b) = \langle \rangle \land \text{extail}(b) = \langle \rangle)) \land \\
(b.\text{exceptions} \neq \langle \rangle) \Rightarrow \text{(exhead}(b) = \langle \text{head}(b.\text{exceptions}) \rangle \land \text{extail}(b) = \text{tail}(b.\text{exceptions}))
\]

\[
\forall b : \text{Branch} \bullet \text{annotation}(\{b\}) = \bigcup \{c : b.\text{premises} \cup b.\text{conclusio} \bullet c.\text{annotation}\}
\]

B Proofs of Some Propositions and Theorems

In the following, we present proofs and relevant lemmas for some of the propositions and theorems stated in Sections 4 and 5. It should be noted that we do not take a general theorem proving stance in which a possibly large semantical space is representatively captured by means of, e.g., abstract consistency properties [Fit90]. Rather, we look at HEC from a Logic Programming perspective that analyses the calculus in terms of logic procedures and finite data structures, i.e., the closed terms given by the Herbrand universe.

**Proposition 4 (Existence of Infinite Sequences in ECJ)** Let $M$ be a minimal three-valued (Herbrand) model for ECJ under $I, \Delta, \text{DOM}$:

\[
M \models_3 \text{Comp(ECJ1} \land \ldots \land \text{ECJ4} \land \text{ECS3} \land \Delta \land I \land \text{DOM}) \land \text{CET} \land \text{ECK3} \land \ldots \land \text{ECK5}
\]

For all $C : \text{Constant}; \ n : \mathbb{N}$, it holds $0.5 \in \text{ran IP}(C, n)$ if and only if there exists an infinite sequence $i : \mathbb{N}; \ U_{i,1}, \ldots , U_{i,6} : U$ such that $\text{IP}(\text{holds}, 5)(U_{i,1}, \ldots , U_{i,5}) = 0.5, \ \text{IP}(\text{happens}, 3)(U_{i,5}, U_{i,6}, U_{i,2}) = 1, \ \text{and} \ U_{i+1,3} = \text{IF}(\text{cons}, 2)(U_{i,5}, U_{i,3})$.

**Proof.** Because of the completion, it is assured that for any predicate not mentioned in axioms, facts, and constraints, the valuation under $M$ must deliver 0. Furthermore, constraints are not part of the completed program in the theoremhood view of integrity, thus they cannot force undefined truth values provided the completed equivalence axioms by themselves are well-defined.

Thus, we first check that

\[
0.5 \notin \text{ran IP}(\equiv, 2) \cup \text{ran IP}(\text{member}, 2) \cup \text{ran IP}(\text{flip}, 2) \cup \text{ran IP}(\prec, 2) \cup \text{ran IP}(\text{happens}, 3) \cup \text{ran IP}(\text{out}, 3)
\]

in order to concentrate the investigation of undefinedness upon \textit{holds}, \textit{clipped}, \textit{initiates}, and \textit{terminates}. The completed \textit{happens} and \textit{<} interpretations are either set to true in $\Delta$ or stay false because of their completion.

The well-definedness of \textit{CET1} \land \textit{CET2} \land \textit{CET3}, thus $\equiv$, provided an infinite alphabet \textit{Constant} follows from [Kun87, Mah88]. For \textit{flip} now, the well-definedness is easy to see, as it can be only derived over the equivalence \textit{ECJ3} and \textit{CET} does not allow for undefined $\equiv$ interpretations. Similarly, \textit{out} is well-defined because of purely relying on $<$ (ECS3).
For member, we have to argue by induction over the ‘depth’ of the first argument, that is, the number of recursive function applications which are needed to reach the entity from IF(\text{Constant}, 0) — due to our model being isomorphic to the finite Herbrand trees, all entities can be reached this way in a bounded manner. For any depth of the argument $U_1$ such that $IP(\text{member}, 2)(U_1, U_2) = 0.5$, we could determine at least one equation $IP(\equiv, 2)(U_1, U_2) = 0.5$ where $U_1$ is an entity that is referred in the functional reconstruction of $U_1$. This contradicts with the well-definedness of $\equiv$.

Hence, we know that $IP(C, n)(U_1, \ldots, U_n) = 0.5$ implies that $C$ is either holds, initiates, terminates, or clipped. Now suppose that either $IP(\text{initiates}, 6)(U_1, \ldots, U_6) = 0.5$ or $IP(\text{terminates}, 6)(U_1, \ldots, U_6) = 0.5$. By the completion, $DOM$ is the only source to trace their definition by which there must be some $U_1': U$ such that $IP(\text{holds}, 5)(U_1', U_3, \ldots, U_6) = 0.5$ (i). Suppose now that $IP(\text{clipped}, 6)(U_1, \ldots, U_6) = 0.5$. Because of the ECJ2 definition, there must exist $U_1', \ldots, U_4' : U$ such that $IP(\text{happens}, 3)(U_1', U_2', U_3') = 1$, $U_4' = IF(\text{cons}, 2)(U_1', U_4)$, and $IP(\text{terminates}, 6)(U_2', U_1, U_3', U_4', U_5, U_1') = 0.5$. Because of (i), there must be $U_1''': U$ such that $IP(\text{holds}, 5)(U_1'', U_3', U_4', U_5, U_1') = 0.5$. Thus, for each $IP(\text{clipped}, 6)(U_1, \ldots, U_6) = 0.5$, we find $U_1'', \ldots, U_6'' : U$ such that it holds $IP(\text{holds}, 5)(U_1'', \ldots, U_6'') = 0.5$, $IP(\text{happens}, 3)(U_5'', U_6'', U_4'') = 1$, and $U_3'' = IF(\text{cons}, 2)(U_5'', U_4'')$ (ii).

Suppose now that $IP(\text{holds}, 5)(U_1, \ldots, U_5) = 0.5$. Because of the ECJ1 definition, there must exist $U_1', \ldots, U_6' : U$ such that $IP(\text{happens}, 3)(U_1', U_2', U_3') = 1$, $U_4' = IF(\text{cons}, 2)(U_1', U_4)$, and either $IP(\text{initiates}, 6)(U_2', U_1, U_3', U_4', U_4, U_1') = 0.5$ or $IP(\text{clipped}, 6)(U_1, U_3, U_2, U_3, U_5, U_1') = 0.5$. Take the first case of $IP(\text{initiates}, 6)(U_2', U_1, U_3', U_4', U_4, U_1') = 0.5$. We know by (i) that there exists a $U_1''' : U$ such that $IP(\text{holds}, 5)(U_1'', U_3', U_4', U_4, U_1') = 0.5$. This means that we find $U_1'', \ldots, U_6'' : U$ such that it holds $IP(\text{happens}, 3)(U_5'', U_6'', U_4'') = 1$, $U_3'' = IF(\text{cons}, 2)(U_5'', U_3)$, and $IP(\text{happens}, 5)(U_1'', \ldots, U_6'') = 0.5$ (iii).

Take the second case of $IP(\text{clipped}, 6)(U_1, U_3, U_2, U_3, U_5, U_1') = 0.5$ and by (ii), there exists $U_1'', \ldots, U_6'' : U$ such that it holds $IP(\text{happens}, 5)(U_1'', \ldots, U_6'') = 0.5$, $IP(\text{happens}, 3)(U_5'', U_6'', U_4'') = 1$, and $U_3'' = IF(\text{cons}, 2)(U_5'', U_4'')$ (iv).

(i), (ii), (iii), and (iv) demonstrate that for any $IP(C, n)(U_1, \ldots, U_n) = 0.5$, there exists some $U_1', \ldots, U_5'' : U$ such that $IP(\text{holds}, 5)(U_1', \ldots, U_5'') = 0.5$. These arguments combined show the proposition. 

\[ \square \]

**Lemma 1 (Non-Members and Inequalities)** Let $M$ be a first-order (Herbrand) model of ECJA \land CET. Let $n : \mathbb{N}, U_{1,1}, U_{1,2}, \ldots, U_{n,1}, U_{n,2} : U$ such that for all $1 < i \leq n$, it holds $U_{i,2} = IF(\text{cons}, 2)(U_{i-1,1}, U_{i-1,2})$. For any $U' : U$ such that $IP(\text{member}, 2)(U, U_{n,2}) = 0$ it follows that $U \neq U_{i,1}$ for all $1 \leq i < n$.

**Proposition 5 (Three-Valued Minimal Models of ECJ)** Any minimal three-valued (Herbrand) model $M$ of ECJ is already a two valued model of ECJ.

**Proof.** By induction on the size $\#\Delta$, we show that $M$ cannot assign 0.5 to any predicate. Suppose there exist $C : \text{Constant}, n : \mathbb{N}, U_1, \ldots, U_n : U$ such that $IP(C, n)(U_1, \ldots, U_n) = 0.5$, then by Proposition 4, there exists an infinite sequence $U_{i,1}, \ldots, U_{i,6} : U$ such that $IP(\text{holds}, 5)(U_{i,1}, \ldots, U_{i,5}) = 0.5$, $IF(\text{cons}, 2)(U_{i,5}, U_{i,3}) = U_{i+1,3}$, and $IP(\text{happens}, 3)(U_{i,5}, U_{i,6}, U_{i,4}) = 1.0$. Then, by the boundedness of $\Delta$, there must be some $i \leq \#\Delta$ such that $U_{i,5} = U_{1,5}$.
Furthermore, since $U_{1,5}, U_{1,3}, \ldots, U_{i,5}, U_{i,3}$ satisfy the conditions of Lemma 1, it holds that $IP(\text{member}, 2)(U_{i,5}, U_{i,3}) = 1$, for otherwise $IP(\hat{\alpha}, 2)(U_{i,5}, U_{i,3}) = 0$ contradicting with CET. Thus, by the second disjunct of the ECJ body evaluating to 0, we simplify $IP(\text{happens}, 5)(U_{1,1}, \ldots, U_{i,5}) = IP(\hat{\alpha}, 2)(U_{i,4}, IF(1, 0)) \in \{0, 1\}$ which contradicts the undefinedness of $IP(\text{holds}, 5)(U_{i,1}, \ldots, U_{i,5})$.

\[ \square \]

**Theorem 2 (Treatment of Worst Case in ECJ)** Let $M$ be the minimal (Herbrand) model of ECJ:

\[ M \models \tilde{\text{holds}}(F, T, C, \hat{0}, E) \supset \text{holds}(F, T, C, \hat{1}, E) \]

**Proof.** In the following, let $IF(0, 0) = \hat{0}$ and $IF(\hat{1}, 0) = \hat{1}$.

We show that if $IP(\text{holds}, 5)(U_{1}, U_{2}, U_{3}, \hat{1}, U_{4}) = 0$ and $IP(\text{holds}, 5)(U_{1}, U_{2}, U_{3}, \hat{0}, U_{4}) = 1$, then there would exist an infinite sequence $i : N; U_{i,1}, \ldots, U_{i,5} : U$ such that $IP(\text{cons}, 2)(U_{i,4}, U_{i,3}) = U_{i+1,3}$, $IP(\text{happens}, 3)(U_{i,4}, U_{i,5}, U_{i,2}) = 1$, $IP(\text{holds}, 5)(U_{i,1}, U_{i,2}, U_{i,3}, \hat{1}, U_{i,4}) = 0$ and $IP(\text{holds}, 5)(U_{i,1}, U_{i,2}, U_{i,3}, \hat{0}, U_{i,4}) = 1$. Because of $\# \Delta$ being bounded, there must be some $k \leq \# \Delta$ such that $IP(\text{Member}, 2)(U_{i,k}, U_{i,3}) = 1$. Because of ECJ1, it holds then $IP(\text{holds}, 5)(U_{i,1}, U_{i,2}, U_{i,3}, \hat{1}, U_{i,4}) = 1$ and $IP(\text{holds}, 5)(U_{i,1}, U_{i,2}, U_{i,3}, \hat{0}, U_{i,4}) = 0$ which derives the desired contradiction.

Now suppose $IP(\text{initiates}, 6)(U_{1}, U_{2}, U_{3}, U_{4}, \hat{1}, U_{5}) = 0$ and $IP(\text{initiates}, 6)(U_{1}, U_{2}, U_{3}, U_{4}, \hat{0}, U_{5}) = 1$. By the latter expression and DOMCAU, there must be some $U_{i,1}' : U$ such that $IP(\text{holds}, 5)(U_{i,1}', U_{3}, U_{4}, \hat{1}, U_{5}) = 0$. Because of the first expression, it must hold at the same time $IP(\text{holds}, 5)(U_{i,1}', U_{3}, U_{4}, \hat{0}, U_{5}) = 1$ (i). The same can be stated for terminates (ii).

Now suppose $IP(\text{clipped}, 6)(U_{1}, U_{2}, U_{3}, U_{4}, \hat{1}, U_{5}) = 0$ and $IP(\text{clipped}, 6)(U_{1}, U_{2}, U_{3}, U_{4}, \hat{0}, U_{5}) = 1$. By the latter, we know that there exist $U_{1}', \ldots, U_{4}' : U$ such that $U_{4}' = IF(\text{Cons}, 2)(U_{5}, U_{4})$, $IP(\text{happens}, 3)(U_{1}', U_{2}', U_{3}') = 1$, and $IP(\text{terminates}, 6)(U_{2}, U_{1}, U_{3}', U_{4}', \hat{1}, U_{5}') = 0$. Furthermore, by the first statement, its must hold that $IP(\text{terminates}, 6)(U_{2}, U_{1}', U_{3}', U_{4}', \hat{0}, U_{5}') = 1$.

By (ii), there is $U_{i}' : U$ such that $IP(\text{holds}, 5)(U_{i}', U_{3}', U_{4}', \hat{1}, U_{5}') = 0$ and $IP(\text{holds}, 5)(U_{i}', U_{3}', \hat{1}, U_{5}') = 1$. Hence, we find $U_{1}', \ldots, U_{4}' : U$ such that $U_{3}' = IF(\text{Cons}, 2)(U_{5}, U_{3})$, $IP(\text{happens}, 3)(U_{1}', U_{2}', U_{3}', U_{4}') = 1$, $IP(\text{holds}, 5)(U_{1}', U_{2}', U_{3}', U_{4}', \hat{1}, U_{5}') = 0$ and $IP(\text{holds}, 5)(U_{1}', U_{2}', U_{3}', \hat{1}, U_{5}') = 1$ (iii).

Now suppose $IP(\text{holds}, 5)(U_{1}, U_{2}, U_{3}, \hat{1}, U_{4}) = 0$ and $IP(\text{holds}, 5)(U_{1}, U_{2}, U_{3}, \hat{0}, U_{4}) = 1$. By the latter, we know that there exist $U_{1}', \ldots, U_{4}' : U$ such that $U_{4}' = IF(\text{Cons}, 2)(U_{5}, U_{4})$, $IP(\text{happens}, 3)(U_{1}', U_{2}', U_{3}', \hat{1}, U_{5}') = 1$, and furthermore $IP(\text{clipped}, 6)(U_{1}, U_{3}', U_{2}, U_{3}, \hat{1}, U_{4}) = 0$. Because of the first, we know that either $IP(\text{initiates}, 6)(U_{2}, U_{1}, U_{3}', U_{4}', \hat{0}, U_{5}') = 0$ or $IP(\text{clipped}, 6)(U_{1}, U_{3}', U_{2}, U_{3}, \hat{0}, U_{4}) = 1$.

Take the first case, then by (i), there exists a $U_{i}' : U$ such that $IP(\text{holds}, 5)(U_{1}', U_{3}', U_{4}', \hat{0}, U_{5}') = 1$ and $IP(\text{holds}, 5)(U_{1}', U_{3}', \hat{1}, U_{5}') = 0$. Comprising the arguments, we get $U_{1}', \ldots, U_{5}' : U$ such that $U_{3}' = IF(\text{Cons}, 2)(U_{5}, U_{3})$, $IP(\text{happens}, 3)(U_{1}', U_{2}', U_{3}', \hat{1}, U_{5}') = 1$, $IP(\text{holds}, 5)(U_{1}', U_{2}', U_{3}', U_{4}', \hat{1}, U_{5}') = 0$ and $IP(\text{holds}, 5)(U_{1}', U_{2}', U_{3}', \hat{1}, U_{5}') = 1$ (iv).
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Take the second case, then by (iii), there exist \( U''_1, \ldots, U''_n : U \) such that
\[
U''_n = IF(Cons,2)(U_1, U_3), \quad IP(happens, 3)(U''_1, U''_2, U''_2) = 1,
\]
\[
IP(holds, 5)(U''_1, U''_2, U''_3, U''_4, U''_4) = 0 \quad \text{and} \quad IP(holds, 5)(U''_1, U''_2, U''_3, U''_4, U''_4) = 1.
\]
Thus, we have \( U''_1, \ldots, U''_n \) such that \( U''_n = IF(Cons,2)(U_1, U_3) \),
\[
IP(happens, 3)(U''_1, U''_2, U''_2) = 1, \quad IP(holds, 5)(U''_1, U''_2, U''_3, U''_4, U''_4) = 0, \quad \text{and} \quad IP(holds, 5)(U''_1, U''_2, U''_3, U''_4, U''_4) = 1 \). (v).

Combining the cases (i) – (v) derives the contradictory infinite sequence. \( \Box \)

**Proposition 6 (Existence of Infinite Sequences in HEC)** Let \( M \) be a minimal three-valued (Herbrand) model for HEC under \( I, \Delta, \text{DOM} \):

\[
M \models Comp(HEC1 \wedge \ldots \wedge HEC5 \wedge ECJ3 \wedge ECJ4 \wedge \Delta \land L \wedge \text{DOM}) \land \\
CET \wedge ECK3 \wedge ECK4 \wedge HEC6 \wedge \ldots \wedge HEC12
\]

For all \( C : \text{Constant}; \ n : \mathbb{N} \), it holds \( 0.5 \in \text{ran} IP(C, n) \) if and only if there exists an infinite sequence \( i : \mathbb{N} ; \ U_{i,1}, \ldots, U_{i,8} : U \) such that \( IP(holds, 7)(U_{i,1}, \ldots, U_{i,7}) = 0.5, \ U_{i+1,4} = IF(cons, 2)(U_{i,6}, U_{i,4}), \) and \( IP(happens, 5)(U_{i,6}, U_{i,8}, U_{i,2}, U_{i,3}, U_{i,7}) = 1.0. \)

**Proof.** Similar to the proof of Proposition 4, we know that the predicates not mentioned in the calculus and the basic predicates \( \hat{=}, \text{member}, \text{happens}, \text{\_} \) are well-defined. We extend this straightforwardly to initially, dual, disjoint, decomposeHolds, and decomposeMacro by checking \( I, \text{DOMSAB}, \text{DOMAAB}, \text{HEC3} \) and \( \text{HEC4} \). Thus, we can focus our analysis on holds, clipped, iclipped, and causes.

Suppose we are given \( IP(causes, 8)(U_1, \ldots, U_8) = 0.5, \) then by \( \text{DOMCAU} \) there must exist \( U'_1 \) such that \( IP(holds, 7)(U'_1, U'_3, \ldots, U'_8) = 0.5 \) (i).

Now suppose that \( IP(clipped, 7)(U_{i,1}, \ldots, U_{i,7}) = 0.5. \) Then we know by \( \text{HEC2} \) that there exists \( U''_1, \ldots, U''_6 : U \) such that \( IF(cons, 2)(U_6, U_4) = U'_5, \)
\[
IP(happens, 5)(U''_1, \ldots, U''_4, U''_7) = 1 \text{ (if it was 0, the clipped expression would evaluate to 0)} \text{ and such that } IP(causes, 8)(U'_2, U'_6, U'_3, U'_4, U'_5, U'_5, U'_1, U'_7) = 0.5. \text{ By (i), there is } U''_n : U \text{ such that } IP(holds, 7)(U''_n, U'_3, U'_4, U'_5, U'_1, U'_7) = 0.5. \text{ Hence we know that there exist } U'''_1, \ldots, U'''_6 : U \text{ such that } U''_n = IF(cons, 2)(U_6, U_4), \)
\[
IP(happens, 5)(U'''_1, \ldots, U'''_4, U'''_7) = 1 \text{ and } IP(holds, 7)(U'''_6, U'_3, U'_4, U'_5, U'_1, U'_7) \text{ (ii).}
\]

Now suppose that \( IP(iclipped, 6)(U_1, \ldots, U_8) = 0.5. \) Then we know by \( \text{HEC5} \) that there exist \( U'_1, \ldots, U'_6 : U \) such that \( IF(cons, 2)(U_5, U_3) = U'_5, \)
\[
IP(happens, 5)(U'_1, \ldots, U'_4, U'_6) = 1, \text{ and } IP(causes, 8)(U'_2, U'_6, U'_3, U'_4, U'_5, U'_1, U'_6) = 0.5. \text{ By (i), there is a } U'_n : U \text{ such that } IP(holds, 7)(U'_n, U'_3, U'_4, U'_5, U'_1, U'_6) = 0.5. \text{ Hence, there exist } U'''_1, \ldots, U'''_6 : U \text{ such that } U''_n = IF(cons, 2)(U_5, U_3), \)
\[
IP(happens, 5)(U'''_1, \ldots, U'''_4, U'''_6) = 1 \text{ and furthermore } IP(holds, 7)(U'''_6, U''_3, U''_4, U''_5, U''_1, U''_7) \text{ (iii).}
\]

Now suppose that we are given \( IP(holds, 7)(U_1, \ldots, U_7) = 0.5. \) Then we know that either the third or the second disjunct in \( \text{HEC1} \) must be responsible for undefinedness. Suppose the second disjunct to be undefined, then there is a \( U'_1 : U \) such that \( IP(iclipped, 6)(U_1, U_3, U_4, U'_1, U'_6, U_2) = 0.5. \) By (iii), there are \( U'_1, \ldots, U'_6 : U \) such that \( U''_n = IF(cons, 2)(U_5, U_3), IP(happens, 5)(U'_{1, \ldots, 4}, U_2) = 1, \text{ and furthermore } IP(holds, 7)(U'_2, U'_3, U'_4, U'_5, U'_1, U'_7). \) This means that for any \( IP(holds, 7)(U_1, \ldots, U_7) = 0.5, \) we find \( U'''_1, \ldots, U'''_8 : U \) such that
\[ U_i^m = IF(cons, 2)(U_6, U_4), IP(holds, 7)(U_1^m, \ldots, U_7^m) = 0.5, \text{ and} \\
IP(happens, 5)(U_1^m, U_2^m, U_3^m, U_4^m, U_5^m) = 1 \text{ (iv).} \]

Suppose the third disjunct to be undefined, then there is a \( U_1', U_2' : U \) such that \( IP(clipped, 7)(U_1', U_2', U_3', U_4', U_5', U_6', U_7') = 0.5 \). We know by (ii) that there exist \( U_1^m, \ldots, U_8^m : U \) such that \( IP(happens, 5)(U_1^m, \ldots, U_4^m, U_2') = 1 \) and such that \( IP(holds, 7)(U_6^m, U_7^m, U_8^m, U_5', U_6', U_1') \). Hence, there are \( U_1^m, \ldots, U_8^m : U \) such that \( U_4^m = IF(cons, 2)(U_6, U_4), IP(holds, 7)(U_1^m, \ldots, U_7^m) = 0.5, \text{ and} \\
IP(happens, 5)(U_6^m, U_8^m, U_2', U_3', U_5', U_6') = 1. \text{ (v)} \)

(i) – (v) furthermore show that for any \( IP(C, n)(U_1', \ldots, U_8') = 0.5 \), there exists some \( U_1', \ldots, U_4' : U \) such that \( IP(holds, 7)(U_1', \ldots, U_7') = 0.5 \). These arguments combined show the proposition. \( \square \)

**Proposition 7 (Three-Valued Minimal Models of HEC)** Any minimal three-valued (Herbrand) model \( M \) of HEC is already a two valued model.

**Proof.** By induction over \( \#\Delta \) and \( \#DOM \). Suppose \( IP(C, n)(U_1, \ldots, U_8) = 0.5 \), then by Proposition 6, there exists an infinite sequence \( i : \mathbb{N} \); \( U_{i,1}, \ldots, U_{i,8} : U \) such that \( IP(holds, 7)(U_{i,1}, \ldots, U_{i,7}) = 0.5, U_{i+1,4} = IF(cons, 2)(U_{i,6}, U_{i,4}) \), and either \( IP(happens, 5)(U_{i,6}, U_{i,8}, U_{i,2}, U_{i,3}, U_{i,7}) = 1.0 \).

Similar to the proof of Proposition 5 and using Proposition 1, there must be some place \( k \leq \#\Delta \) such that the referred event \( U_{k,6} \) is already member of the causal chain \( U_{k,4} \), thus by HEC1, the holds expression must have been assigned a value from \( \{0, 1\} \) from which we derive a contradiction. \( \square \)

**Theorem 5 (Treatment of Dual Fluent)** Let \( M \) be the minimal (Herbrand) model of HEC:

\[ M \models \forall \text{ holds}(F, T_1, T_2, C, \bar{0}, E, L) \land \text{Dual}(F, F_-) \supset \neg \text{ holds}(F, T_1, T_2, C, \bar{0}, E, L) \]

**Proof.** Suppose \( IP(dual, 2)(U_1, U_3') = 1, IP(holds, 7)(U_1, U_2, U_3, U_4, \bar{0}, U_5, U_6) = 1, \) and \( IP(holds, 7)(U_1', U_2, U_3, U_4, \bar{0}, U_5, U_6) = 1. \) By HEC3, it holds \( IP(dual, 2)(U_1', U_3') = 1 \) such that we can exchange \( U_1 \) and \( U_1' \) without loss of generalisation. By HEC1, we furthermore know that \( IP(\bar{<}, 2)(U_2, U_3) = 1 \) or \( U_2 = U_3 \).

By HEC1, there must be either \( IP(initially, 2)(U_1, U_6) = 1 \) and \( IP(iclipped, 6)(U_1, U_3, U_4, U_1', U_5, U_6) = 0 \) (a) or there exist \( U_7, \ldots, U_{10} : U \) such that \( IP(happens, 5)(U_7, U_8, U_9, U_{10}, U_6) = 1, IP(\bar{<}, 2)(U_{10}, U_2) = 1, \) \( IP(causes, 8)(U_8, U_1, U_9, U_{10}, IF(Cons, 2)(U_5, U_4), \bar{0}, U_7, U_6) = 1, \) and \( IP(clipped, 7)(U_7, U_9, U_3, U_4, U_1', U_5, U_6) = 0 \) (b). In case (b), \( U_7 \) must be furthermore different from \( U_5 \) because of HEC11. Because of Theorem 4, we furthermore know that \( IP(causes, 8)(U_8, U_1, U_9, U_{10}, IF(Cons, 2)(U_5, U_4), \bar{1}, U_7, U_6) = 1 \).

By HEC1, there must be furthermore either \( IP(initially, 2)(U_1', U_6) = 1 \) and \( IP(iclipped, 6)(U_1', U_3, U_4, U_1', U_5, U_6) = 0 \) (a) or there exist \( U_7', \ldots, U_{10}' : U \) such that \( IP(happens, 5)(U_7', U_8', U_9', U_{10}', U_6) = 1, IP(\bar{<}, 2)(U_{10}', U_2) = 1, \) \( IP(causes, 8)(U_8', U_1', U_9', U_{10}', IF(Cons, 2)(U_5, U_4), \bar{0}, U_7', U_6) = 1, \) and
\( IP(\text{clipped}, 7)(U_1', U_9', U_3, U_4, \hat{U}_4, U_5, U_6) = 0 \) (b). In case (b), \( U_7' \) must be furthermore different from \( U_5 \). Because of Theorem 4, we furthermore know that 
\( IP(\text{causes}, 8)(U_8', U_1', U_9', U_10', IF(\text{Cons}, 2)(U_5, U_4), \hat{U}_7', U_6) = 1. \)

Now let us consider case (a,a'). We then have \( IP(\text{initially}, 2)(U_1', U_6) = 1, \)
\( IP(\text{initially}, 2)(U_1, U_6) = 1 \) and \( IP(\text{initially}, 2)(U_1, U_6) = 1 \) which is inconsistent (HEC12).

Now let us consider case (a,b'). Because of (b'), we can state that 
\( IP(\text{happens}, 5)(U_7', U_8', U_9', U_10', U_6) = 1, \)
\( IP(\hat{\otimes}, 2)(U_7', U_5') = 0, \)
\( IP(\text{dual}, 2)(U_7', U_5') = 1, \)
\( IP(\text{causes}, 8)(U_8', U_9', U_10', 0) = 1. \)

Moreover, we know that 
\( IP(\otimes, 2)(U_3, U_6') = 0 \), because otherwise we would get 
\( IP(\otimes, 2)(U_1, U_6) = 0 \) (by HEC10, ECK3, and ECK4). Thus, the right hand-side of HEC5 is satisfied for which we derive \( IP(\text{clipped}, 6)(U_1, U_3, U_4, \hat{U}_5, U_6) = 1 \) (contradiction).

Now let us consider case (b,b') and let us first suppose that 
\( IP(\otimes, 2)(U_1, U_3, U_4, \hat{U}_5, U_6) = 0 \).

Then, because of (b'), we state that it holds \( IP(\text{happens}, 5)(U_7', U_8', U_9', U_10', U_6) = 1, \)
\( IP(\hat{\otimes}, 2)(U_7', U_5') = 0, \)
\( IP(\text{dual}, 2)(U_7', U_5') = 1, \)
\( IP(\text{causes}, 8)(U_8', U_9', U_10', 0) = 1. \)

Moreover, we know that 
\( IP(\otimes, 2)(U_3, U_6') = 0 \), because otherwise we would get 
\( IP(\otimes, 2)(U_1, U_6) = 0 \) (by HEC10, ECK3, and ECK4). Then we can conclude by HEC4 that 
\( IP(\text{disjoint}, 4)(U_1, U_3, U_4, \hat{U}_5, U_6') = 0 \). Since the right-hand side of HEC2 is satisfied, we then derive \( IP(\text{clipped}, 7)(U_1, U_9', U_3, U_4, \hat{U}_5, U_6) = 0 \) (contradiction).

Now let us finally consider case (b,b') and let us suppose 
\( IP(\otimes, 2)(U_1, U_3, U_4, \hat{U}_5, U_6) = 1 \).

By HEC10, ECK3, and ECK4, we derive that it must hold 
\( IP(\otimes, 2)(U_3, U_6') = 0 \).

Moreover, because of (b), we can state that 
\( IP(\text{happens}, 5)(U_7, U_8, U_9, U_{10}, U_6) = 1, \)
\( IP(\hat{\otimes}, 2)(U_7, U_5) = 0, \)
\( IP(\text{dual}, 2)(U_7, U_5) = 1, \)
\( IP(\text{causes}, 8)(U_8, U_9, U_{10}, 0) = 1. \)

Moreover, it holds that 
\( IP(\otimes, 2)(U_3, U_6) = 0 \), because otherwise we would get 
\( IP(\otimes, 2)(U_1, U_6) = 0 \) (by HEC10, ECK3, and ECK4). Then we can conclude by HEC4 that 
\( IP(\text{disjoint}, 4)(U_6', U_3, U_4, U_{10}) = 0 \). Since the right-hand side of HEC2 is satisfied, we derive \( IP(\text{clipped}, 7)(U_1', U_9', U_3, U_4, \hat{U}_5, U_6) = 0 \) (contradiction). □

**Lemma 2 (König's Lemma)** Every infinite tree that is finitely branching must have an infinite branch.

**Proposition 10 (Termination)** Let \( C : \Delta \rightarrow \mathbb{N}^\infty \) be a strictly monotonic cost function on abducibles, i.e., \( \Delta_1 \models \Delta_2 \) only if \( C(\Delta_1) \geq C(\Delta_2) \) and \( \Delta_1 \models \Delta_2 \) only if \( C(\Delta_1) = C(\Delta_2) \). Then for any \( I \), DOM; G, any search rule that never select disjuncts such that \( C(H(F)) > k \in \mathbb{N} \) and any least-commitment computation rule that delays UNP until all other steps including the unfolding of member literals are done, \( I \land DOM \vdash_{PHEC} G \) terminates.

**Proof.** We show that, supposed \( I \land DOM \vdash_{PHEC} G \) does not terminate, then there must be an infinite sequence of subsequently generated disjuncts each including a member literal such that the first argument is determined and the terms in both of its arguments are also referred to in the residue of the respective disjunct. The first arguments of
the *member* literals are building up an incremental causal chain and these literals must have been rewritten to ⊥.

For any state of the proof, each non-failure disjunct must have a finite set of constraints which have been generated from the initially finite set of constraints in PIHEC. By the bound restriction in selection and the definition of $C$, each non-failure disjunct must furthermore have a finite residue including a finite set of referred time-points, too. Because of Proposition 8, we know that the referred terms in such a residue must be also present (modulo substitution) in the successor residues.

Under these conditions, the combination of subsequent SMP, EQU, FCT, CAS, FIR, and PRP steps terminates. The crucial observation is that, due to the definition of PIHEC, ‘firing’ of constraints (releasing a disjunct in the conclusion with variables disjoint to the precondition), although possibly increasing the abducibles and propagating into other constraints, diminishes the overall number of constraints that are able to fire (where we reasonably expect PRP not to propagate the same information twice). This is especially due to the constraints derived from ¬*clipped* goals not being able to ‘invent’ new time-points — the referred time-points have to be propagated from the residue. Hence, in the worst case, a finite partial order is converted into a total order which must terminate.

Hence, $G$ must contain the original sources of an infinite proof due to unfolding. Since the initial $C = nil$ arguments are determined and because of least-commitment, the respective $C$ arguments of intermediate sub-goals will always refer to terms also appearing in the residue. In the following, we can regard the application of one UNF step followed by exhaustive applications (finitely many) of {SMP, EQU, FCT, CAS, FIR, and PRP} and of unfolding *member* (terminates because of the determinedness of $C$) as just a single ‘least-commitment step’ of IFF.

Since unfolding *disjoint, dual, initially, decomposeInitially, and decomposeFluent* does terminate, we can similarly to the proof of Proposition 6 trace the unfolding of the crucial predicates *holds, causes, clipped, iclipped* in a tree of subsequent sets of *holds* literals starting with the finite source goals in $G$. Each node of that tree corresponds to a disjunct appearing during the proof which contains all *holds* literals of that node. All successors to the node correspond to the successor disjuncts in the proof which have been generated from their father using one least-commitment step.

A successor node must replace one of the *holds* literals by a number of other *holds* predicates which enlarge the causal list of their father literal. Because of the third disjunct in HEC1 and the least-commitment strategy, there exists for each successor a corresponding *member* literal which has the causal list as argument and which must have been rewritten to ⊥.

This tree is finitely branching due to the definition of HEC and the finiteness of the intermediate residues. Each branch of the tree builds several causal chains only referring to entities in the respective residue and at least one of the causal chains is incremented in each successor. Because of the non-termination of the proof procedure, the tree must be furthermore infinite.

Because of Proposition 2, we know that one branch in this tree must be infinite. Since each of the nodes in this branch has a successor, the associated disjunct must have been selected during the proof and therefore all the associated residues have a cost of less than $k$. 
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Within this infinite branch, we can construct again an infinite tree which describes the parallel extensions of the initial causal chains (nil) within that branch. This tree must be finitely branching, too, because of the finiteness of residues during the proof. Furthermore, this tree must be infinite, for otherwise we could show that there is a place in the selected infinite branch in which no causal chain would be extended.

Because of Proposition 2, again, there must be an infinite branch in this tree which builds up an infinite causal chain associated with member literals carrying the intermediate chains as their first argument and purely referring to entities from the residue. These member literals must have been rewritten to ⊥.

By the overall bound of the intermediate residues, we know that there must be some place in this branch such that a referred entity in member is already part of the causal list in which case member must have been rewritten to ⊤, contradiction. □
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