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Abstract

The growing interest in an adequate modelling of time in Artificial Intelligence has given rise to the research discipline of Temporal Reasoning (TR). Due to different views, different approaches towards TR such as PL1, modal logics or Allen’s interval logic have been investigated. It was realized at an early stage that each of these approaches has some strong points whereas it suffers from certain drawbacks. Thus recently, a number of research activities have emerged aiming at a combination of the classical paradigms for representing time.

In the first part of this paper, we present an overview of the most important approaches to the integration of temporal knowledge into logic programming. In the second part, we present the CHRONOLOG temporal logic programming language which has been developed to cover the quintessence of the approaches presented before. The third part of the paper describes TRAM, which is an extension of CHRONOLOG to a temporal knowledge representation system. Using TRAM it is possible to represent knowledge depending on time and to reason about this knowledge. TRAM has been conceptually based on a combination of modal logics with Allen’s interval logic. We present the Extended Modal Logics (EML) which establishes the theoretical framework for TRAM. We define an operational semantics and a horizontal compilation scheme for TRAM.
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Part I

Temporal Logic
Chapter 1

Introduction

Time plays an important role in many real-life problems, and reasoning about time often seems indispensable. Thus, researchers in Artificial Intelligence are faced with the need of finding acceptable representations of time and temporal knowledge. However, it is very difficult to express what we actually mean when talking about time, and what the basic characteristics of time are. Trying to formalize temporal aspects and fitting them into a general framework appears to be even harder. Moreover, time can have many different faces and aspects of topology, which may depend on the different points of view: time can be regarded as continuous or discrete, as intervals or points, as linear, branching, or parallel. Nevertheless, the problems related to time do not free us from having to cope with temporal aspects in many fields covered by AI, such as expert systems for medical diagnosis, where time is an important factor when it comes to diagnosing and healing a disease. Other fields are planning and scheduling, where actions and goals have to be coordinated while keeping a given set of temporal constraints satisfied. Our group\(^1\) investigates time from the point of view of multi-agent systems, where it plays a crucial role for coordination processes (amongst others). Temporal Reasoning (TR) has turned out to be a separate area of research within AI (cf. [K86, Hry88, AM89, Tan89, Gab87]). TR deals with the representation of and the inference on temporal propositions. A major goal is to explore the basic characteristics of temporal structures and to find adequate general models of time\(^2\).

Amongst other approaches, the logic-based approach towards handling time has appeared to be useful due to its solid mathematical foundations, its clear and formal syntax and semantics which allow well-founded statements about soundness, completeness, decidability, computability, efficiency, or complexity etc. Our approach is closely oriented to this logical background, although we do not deny that it suffers from a number of shortcomings which are covered aptly by [SM87] using the well-known metaphor of the man searching his keys under a lantern instead of searching them in the dark where he lost them, because search is simpler in the light of the lantern. However, we think that the advantages of temporal logics finally make up for their drawbacks.

\(^1\)This work has been done in the AKA-Mod project at DFKI, Saarbrücken.
\(^2\)Up to now, approaches dealing with time have been highly specific and depending on the respective applications.
This paper is divided into two parts. In the first part we will give an overview of some recent work in the field of temporal reasoning. In the second part, we will describe the systems CHRONOLOG and TRAM which have been developed at our research center. CHRONOLOG [Sch89] is a temporal logic programming language which extends PROLOG. TRAM [Pis91] is a system for representing temporal knowledge, which combines both interval and point aspects of time by integrating the ideas of two of the main paradigms for the representation of time in AI: Allen's interval logic [All84] and the modal logics approach[Pri67, AM89]. The former approach employs intervals and relations between intervals as the basic entities, whereas the latter one uses a set of modal operators which are interpreted by using a possible worlds semantics in order to express temporal knowledge. In the following, we will outline the most crucial aspects of time and their relevance for research in Computer Science.

1.1 Time - Reaching out for a Mystery

The question of the nature of time is a very difficult one, and no generally accepted answer could be given to point out, what the interesting characteristics of time are and how they could be represented. It depends strongly on the domain in which time constructs are to be used. So the best way to see what aspects time can have is to examine in more detail the various conceptions used in different domains. However, there are a few general characteristic arguments and criteria which are heard very often in discussions about temporal aspects. They are summarized in the following:

Point or interval

Some people think of time as having interval character: properties hold during intervals of time, but one does not know how two different intervals are related to each other (i.e. one interval may surround, overlap, be before, or after another one). The aim of reasoning is to get information about the relationships between the intervals.

Another way is to understand time in a modal logic way: the universe is a graph, whose nodes represent different time points. Edges are drawn due to explicitly or implicitly stated rules of the logic. Here, the aim is to find out if a property that holds in a certain node (which represents the current time) will be true e.g. for one or all succeeding or preceding timepoints.

Discrete or continuous

Out of the point/interval discussion comes the way to see time more as a sequence of time instants or as a continuous flow.

Time instants are used e.g. in program verification or in the blocks world, where time can only change significantly between the execution of two directly succeeding program statements or two actions of the roboter arm.
To look upon time as a continuous flow makes more sense in an environment such as natural language processing: here it is possible that each event that was told in a sentence can have many subevents, told in future sentences. It may also be possible that there appears a third intermediate event between two events which are supposed to be directly succeeding.

**Branching or Linear**

When reasoning about future and past, people regard time as having branching character, and they try to find out what will be or what had been. Others base on one single time line. They are more interested in *when* things happened and not *if* they will/had happen(ed) at all.

### 1.2 Synopsis of the Paper

Section 2 shortly describes the state of the art in temporal logics. Some significant formalisms for modelling temporal knowledge are presented and their properties are discussed. In chapter 3, we present some of the most interesting approaches towards building temporal logic programming languages. The evaluation of the strong and weak points of existing approaches will be the starting point to the systems CHRONOLOG and TRAM developed at our institute, which we will present in the second part of this paper. In section 4 we provide a brief outline of the CHRONOLOG temporal logic programming language, which basically constitutes an extension of PROLOG by temporal constructs. In chapter 5 we motivate the development of the TRAM system which shall be looked upon as a combination of different conceptual approaches towards the representation of time, basically the combination of modal logics with Allen's interval logic model. In chapter 6, the theoretic framework of TRAM, the extended modal logic EML, is described. Both the syntax and a model-theoretic semantics for EML are given, and we show how interval logic according to Allen can be integrated into a modal logic framework. Chapter 4 describes the basic features of the knowledge representation system TRAM. We give an operational semantics for TRAM, and we provide a horizontal compilation scheme for TRAM programs into PROLOG programs. Chapter 8 summarizes the most important results and gives a short outlook.

---

3Our current TRAM version is based on PROLOG. Thus the operational semantics of TRAM should be intuitive for a reader familiar with PROLOG
Chapter 2

Representing Temporal Knowledge

This chapter will present the framework for a unified model-theoretic view of time. For this purpose, three approaches towards representing temporal knowledge are shortly discussed.

2.1 FOPL and Time

The use of first order predicate logic (FOPL) is very popular for many purposes in AI. Its usefulness for knowledge representation already has been known for a long time (cf. [Nil80, Llo84, BB87, RK91]). The main properties of FOPL are its semi-decidability and completeness. Since powerful theorem provers for FOPL exist [OS89], an integration of temporal reasoning into FOPL appears to be promising. [Pis91] provides a summary of different approaches towards the representation of temporal knowledge in FOPL.

However, most researchers agree that FOPL does not provide optimal support to temporal aspects. As a consequence of this, FOPL has been extended in many ways in order to gain more expressive and more powerful formalisms to represent and to reason about temporal knowledge. One of them is Allen’s interval logic, which we will discuss in section 2.2, another one is the modal logics approach (cf. section 2.3).

2.2 Allen’s Interval Logic

Allen’s approach towards the representation of temporal knowledge is doubtlessly one of the most prominent works in this area of research. The origin of Allen’s work is the processing of natural language where time and its representation play an especially important role. In this section we give a short summary of the topics of Allen’s interval logic. For a more detailed view we refer to Allen’s original articles [All83, All84].

In his model, Allen uses intervals as the basic entities. He characterizes time by a set of events (intervals) together with several temporal relations such as before, overlaps, meets, equal, during, starts, finishes between these intervals. Allen covers all possible constellations between two intervals by introducing 13 relations which are shown in table 2.1. The resulting
structure is a graph which can be regarded as a constraint net, where the consistency of different temporal interdependencies can be checked using constraint propagation.

<table>
<thead>
<tr>
<th>Relation</th>
<th>Symbol</th>
<th>Symbol for Inverse</th>
<th>Pictoral Representation</th>
</tr>
</thead>
<tbody>
<tr>
<td>X before Y</td>
<td>&lt;</td>
<td>&gt;</td>
<td>X ←                          Y →</td>
</tr>
<tr>
<td>X equal Y</td>
<td>=</td>
<td>=</td>
<td>X ←                          Y →</td>
</tr>
<tr>
<td>X meets Y</td>
<td>m</td>
<td>mi</td>
<td>X ←                          Y →</td>
</tr>
<tr>
<td>X overlaps Y</td>
<td>o</td>
<td>oi</td>
<td>X ←                          Y →</td>
</tr>
<tr>
<td>X during Y</td>
<td>d</td>
<td>di</td>
<td>X ←                          Y →</td>
</tr>
<tr>
<td>X starts Y</td>
<td>s</td>
<td>si</td>
<td>X ←                          Y →</td>
</tr>
<tr>
<td>X finishes Y</td>
<td>f</td>
<td>fi</td>
<td>X ←                          Y →</td>
</tr>
</tbody>
</table>

Table 2.1: Allen’s 13 relationships between intervals

Allen uses three meta-concepts `occur`, `holds`, and `occurring` each of which can be applied to one of the following three classes of knowledge items: `events`, `properties` and `processes`. An algebraic structure is defined on top of the relations using two operators, the `intersection` between sets of possible relations between intervals, and the `composition` of sets of relations. Allen has operationalized his concepts by providing both a local and a global constraint propagation algorithm.

For many domains, Allen’s model is very intuitive and adequate. The constraint propagation mechanism provides an elegant way to cope with incomplete knowledge. Knowledge can be extended and modified incrementally by using incremental constraint solvers. Moreover, the formal FOPL-like framework facilitates the proof of diverse properties. But there are some serious drawbacks of the approach:

- Due to the special semantics of negation in the Allen logic [Gal87], a sound representation of continuous changes is not provided.
• The underlying model of time is restricted to a linear time axis. Especially, it is not possible to model something like branching time.

• The granularity of classifying knowledge in events, properties, and processes is very coarse. For some applications e.g. a finer semantics of parallelism than the one provided by the Allen model would be necessary.

• Constraint propagation is an expensive method of computation.

### 2.3 The Modal Logics Approach

The theory of modal logics has its origin in the necessity of expressing both knowledge which always (necessarily) holds and knowledge which sometimes (possibly) holds. This is achieved by a possible worlds semantics where those worlds are considered possible which can be reached from the current world using an accessibility relation. The possible worlds together with the accessibility relation establish a graph of worlds, a so called Kripke structure. Two modal operators □ and ◇ are introduced in order to express validity in all worlds or in some worlds, respectively. For a more detailed introduction to modal logics we refer to [Kri71, Ram88, Sho88].

**Modal Logics and Time**

By slightly varying standard Kripke semantics, modal logics can be used in order to model temporal knowledge. Worlds are considered as time points, and the semantics of the modal operators is enriched by the notions of future and past:

- \( Fp: p \) holds in some\(^1 \) future world.
- \( Gp: p \) holds in any future world.
- \( Pp: p \) holds in some past world.
- \( Hp: p \) holds in any past world.

These operators are interpreted in a Kripke-like manner. Prior [Pri67] was the first to apply the principles of modal logics to tense logics. He showed that the logic defined by the above operators can be considered equivalent to an S4 modal logic\(^2 \).

The strong points of the modal logics approach are obvious. Compared to FOPL, temporal knowledge can be formulated in a very elegant and compact manner, it is possible to represent objects which exist only temporarily. Moreover, it offers powerful mechanisms of representation, e.g. axioms like \( \square Q \rightarrow \square \square Q \) cannot be axiomatized in FOPL. However, this approach has some shortcomings:

---

\(^1\)i.e. at least in one

\(^2\)The crucial property of the S4 axiomatization is that the accessibility relation is transitive and reflexive, whereas it is not symmetric. Obviously, since most of us cannot simply travel back to the past, this seems reasonable for the representation of time.
- Modal temporal logics just gives an indirect representation of time. This makes it hard to refer to subjects involving explicit time.

- Reasoning over intervals of time is not supported by the model.

- Due to combinatorial explosion of the graph of worlds, existing systems using modal logics suffer from efficiency problems.

- Some important properties of worlds (e.g. reflexivity of the accessibility relation) can only be formulated as axioms. Thus, properties valid for individual worlds cannot be expressed in an adequate manner.

**Moszkowski's ITL**

Moszkowski's interval temporal logic (ITL) is given as an example to clarify the concepts of modal logic. His domain is the behaviour of electrical circuits. He calls his worlds intervals, where an interval $I$ is represented as a nonempty sequence of immediately succeeding time points, written as $I = < t_0, t_1, \ldots, t_n >$. Two intervals are connected in the time graph, if one is a terminal subinterval of the other; i.e. $< s, t, u >$ has successors $< s, t, u >, < t, u >$ and $< u >$. Formulas in ITL are FOPL formulas with four additional operators: $\Box, \Diamond, \bigcirc$ and $;$ (the *chop* operator). In the following $I \models w$ means that formula $w$ holds during interval $I$. The new operators are defined as follows:

- $< s_0, \ldots, s_n > \models \Box w$ iff $< s_i, \ldots, s_n > \models w$ for all $i$ with $0 \leq i \leq n$

- $< s_0, \ldots, s_n > \models \Diamond w$ iff $< s_i, \ldots, s_n > \models w$ for at least one $i$ with $0 \leq i \leq n$

- $< s_0, \ldots, s_n > \models \bigcirc w$ iff $< s_1, \ldots, s_n > \models w$

- $< s_0, \ldots, s_n > \models w; w'$ iff $< s_0, \ldots, s_i > \models w$ and $< s_i, \ldots, s_n > \models w'$ for at least one $i$ with $0 \leq i \leq n$

Moszkowski uses these constructs to describe the behaviour of digital circuits: for example if one wants to state that two bit signals $X$ and $Y$ are equal over time, one can do this by:

$$X \approx Y \equiv_{def} \Box (X = Y)$$

The $\bigcirc$ operator can be used to represent unit delay for example: if one bit signal $X$ is continuously assigned to another bit signal $Y$ over time but with unit delay one would define it as:

$$X del Y \equiv_{def} \Box ((X = 0) \equiv (Y = 0))$$
2.4 Evaluation and Conclusion

In this section we presented some important approaches towards representing temporal knowledge: FOPL, Allen’s interval logic, and modal tense logic. It has been shown that each of these approaches has some strong points whereas it suffers from some shortcomings. For many applications it can be extremely useful to combine the features of different approaches in order to gain a more powerful and more expressive formalism for representing time. In our work, we decided to integrate elements of Allen’s work into a modal logic. Especially, it shall be possible to reason about intervals of worlds and their interdependence. Thus, we enhance the modal time model, which per se reveals a time point character of time, by intervals of time. However, we preserve the basic desirable properties of modal logics.

Thus, in the following, after giving a review on some current approaches towards temporal logic programming, we will introduce the CHRONOLOG system which embodies the modal logics approach towards tense logics (see chapter 4. In chapter 6 we will present an extended modal logics (EML) which embodies both modal logics and an interval concept. The knowledge representation system TRAM described in chapter 7 basically constitutes the operationalization of EML.
Chapter 3

Temporal Logic Programming Languages

In this section we present some current proposals for temporal logic programming languages. All issues discussed here are all closely related to PROLOG, because it seems the most promising way for different reasons to take PROLOG and extend it by various temporal constructs: First of all PROLOG is already programming in logic and therefore “only” the temporal aspects must be added. Furthermore there has already been done world wide much work both on the theoretical and on the practical side of PROLOG. This results in powerful PROLOG systems (available for all computer systems) that are comparable to i.e. LISP environments both in program development tools (editors, debuggers, etc.) and runtime performance and storage consumption. All this can be used to develop temporal programming tools, that are not only of high academical interest, but also of great practical usefulness.

3.1 Abadi and Manna’s TEMPLLOG

Abadi and Manna present a programming language called TEMPLLOG, which strongly bases on PROLOG and adds 3 modal logic operators: \( \bigcirc \) (“next”), \( \Box \) (“always”) and \( \Diamond \) (“eventually”); their meaning is explained as follows:

- \( \bigcirc P \) means “\( P \) is true at the next time point”
- \( \Box P \) means “\( P \) is always true (from now on)”
- \( \Diamond P \) is defined as: \( \Diamond P \equiv \neg\Box\neg P \)

In their view time is linear, discrete and extends infinitely towards future.

A TEMPLLOG program is a collection of temporal (Horn) clauses, where a clause may have one of the following forms:

\[ H \leftarrow B \]
For the sake of readability, the last clause, which is also called permanent clause, is written as:

\[ \Box H \leftarrow B \]

\[ \Box(H \leftarrow B) \]

the first two clauses are called initial.

The heads \( H \) of the clauses are next-atomic formulas of the form

\[ \bigcirc^n P \]

where \( \bigcirc^n P \) means \( \bigcirc \) applied \( n \) times to \( P \) and \( P \) is a conventional PROLOG atom of the form \( p(t_1, \ldots, t_n) \).

The body \( B \) is a formula that consists of next-atomic formulas, which are connected by \( \Box \) and \( \land \) (conjunction, also written as \( \& \)). Thus,

\[ p(a) \leftarrow \bigcirc q(f(x)) \]

\[ \Box \bigcirc \bigcirc p(b) \leftarrow \Box(\bigcirc(q(y) \land \bigcirc r(e))) \]

are well-formed clauses. The use of \( \Box \) is prohibited in bodies and the use of \( \bigcirc \) is prohibited in clause heads in order to reduce computational complexity. But this is not a real restriction, because clauses like \( \Box P \leftarrow Q \) (say "\( P \) is eventually true if \( Q \) is true") or \( P \leftarrow \Box Q \) ("\( P \) is true if \( Q \) is always true") are of no practical use.

Because of the additional modal operators there is a modified SLD-Resolution strategy called temporal SLD-Resolution: It also starts with a list of goals (a goal has the same form as a body), replaces a goal by the body of an applicable clause and repeats this step until the goal list is empty or until backtracking must occur. But the specific resolution step is different from standard SLD-Resolution. To clarify this, we firstly restrict the possible goals and clauses, so that we have goals of the form

\[ \bigcirc^{i_1} G_1, \ldots, \bigcirc^{i_n} G_n \]

We can try to apply initial or permanent clauses of the form

\[ \bigcirc^j H \leftarrow \bigcirc^{j_1} B_1, \ldots, \bigcirc^{j_k} B_k(*) \]

\[ \bigcirc^j H \leftarrow \bigcirc^{j_1} B_1, \ldots, \bigcirc^{j_k} B_k(**) \]

where the \( H, B_i \) and \( G_i \) are atoms.(How to apply clauses of the form \( \Box H \leftarrow B \) will be explained later).

If we want to apply one of these two clauses in both cases \( H \) and one of the \( G_i \) (e. g. \( G_1 \)) must be unifiable (with most general unifier say \( \theta \)). Additionally, if we want to apply (*), then it must hold that

\[ i_1 = j \]
and the resolving goal list is:

$$
\bigcirc^{j_1} B_1 \theta, \ldots, \bigcirc^{j_k} B_k \theta, \bigcirc^{i_2} G_2 \theta, \ldots, \bigcirc^{i_n} G_n \theta
$$

If we want to apply (**), we have to note that

$$
\bigcirc^{i_j} H \leftarrow \bigcirc^{j_1} B_1, \ldots, \bigcirc^{j_k} B_k
$$

implies

$$
\bigcirc^{i_j} H \leftarrow \bigcirc^{i_1+(i_1-j)} B_1, \ldots, \bigcirc^{i_n+(i_n-j)} B_n
$$

but only if $i_1 \geq j$.

Thus, we can perform the same resolution step as in the first case leading to the new goals

$$
\bigcirc^{i_1+(i_1-j)} B_1 \theta, \ldots, \bigcirc^{i_k+(i_k-j)} B_k \theta, \bigcirc^{i_2} G_2 \theta, \ldots, \bigcirc^{i_n} G_n \theta
$$

If we want to lift this restricted version to the full version, we have to look next at how to apply clauses that have $\Box$ in their head:

$$
\Box H \leftarrow B
$$

which is equivalent to the following two clauses

$$
H \leftarrow r(x_1, \ldots, x_n)
$$

$$
r(x_1, \ldots, x_n) \leftarrow B,
$$

where $x_1, \ldots, x_n$ are the free variables occurring in $B$. So we can reduce this case to the previous one.

Now, only the $\Diamond$ operator occurring in goals (and bodies, which is the same problem) is still missing. The solution to this employs similar tricks as in case of the $\Box$ operator, but needs more time to explain and is therefore omitted.

Note that in all cases applying a clause to a goal leads to a unique succeeding goal list and so the branching factor in the search space is determined by the number of clauses. In this way no additional branching is obtained by the resolution procedure. An additional advantage is that it can be easily implemented in PROLOG. But it is difficult to embed it into existing PROLOG systems, because one needs to modify the available PROLOG interpreters/compilers, which is practically difficult and mostly impossible. Another point of criticism is that there is no concept for branching future and past.

### 3.2 Dov Gabbay

Gabbay extends PROLOG in a way which is closely related to the way Abadi and Manna do; but Gabbay has not only modal operators for the future, but also for the past. He adds two modal logic operators: $F$ (future) and $P$ (past) which also allow to express $\Box$ and $\Diamond$:

- $F q$ means "$q$ will be true" (including now)
- \( Pq \) means "q has been true"

- \( \diamond q = q \lor Fq \lor Pq \)

- \( \Box q = \neg \diamond \neg q \)

A program is a collection of clauses, where \( F \) and \( P \) may occur either in the body or in the head. Since \( F Fq = Fq \) and \( PPq = Pq \), we assume that there are no multiply applied \( F \)'s and \( P \)'s. Thus, clauses are of the form:

\[
H \leftarrow B
\]

\[
\Box(H \leftarrow B)
\]

where the first one is called ordinary clause (because it is only valid now) and the second one is called always clause (because it may be applied in the past, now and in the future).

The head \( H \) may either be an atomic formula or it may have the form \( FA \) or \( PA \), where \( A \) may not only be an atom, but it can also be a whole ordinary clause. A body is of the form \( A, B \) or \( B, F B \) or \( PB \), where \( A \) is an atomic formula and \( B, B' \) are bodies.

Program execution is driven – as in classical Prolog – by a list of goals, where a goal has the same form as a body. The first goal is chosen and replaced by the body of an applicable clause. But what “applicable” means is different here, because a head of a clause may contain a whole clause itself. To explain this, we firstly introduce a notation

\[ P?G = 1(\theta) \]

where \( P \) is a set of clauses (or say a program), \( G \) is a goal and \( \theta \) a substitution. The whole expression means: “The goal \( G \) is derivable from program \( P \) under the substitution \( \theta \).”

If we have a goal list \( P?G_1, \ldots, P?G_n \) and we want to replace the first one by applying a clause of \( P \), what the successive goals look like depends on the particular form of \( G_1 \):

1. If \( G_1 \) is an atom, then we look for an (ordinary or always) clause, whose head \( H \) is unifiable with \( G_1 \) via \( \theta \). We derive the new subgoal \( B\theta \) (where \( B \) is the body of the clause) as in ordinary Prolog.

2. If \( G_1 = G_1' \land G_1'' \) then use

\[ P?G_1 = P?G_1' \land G_1'' = 1(\theta) \quad \text{iff} \quad P?G_1' = 1(\theta) \quad \text{and} \quad P?G_1'' = 1(\theta) \]

Note that in both subgoals there must be the same substitution \( \theta \).

3. \( G_1 = PA \) is symmetrically to the next case.

4. \( G_1 = FA \) is the most complex case, which is rather technical to explain in detail, so we will outline only the main idea.

\( FA \) says that if we want to know if \( A \) will be true in the future (using clauses, that are valid now). We try to show this by applying an ordinary or an always clause. The simplest case is, when we have a clause of the form

\[ FH \leftarrow B \]
where $A$ and $H$ are unifiable, thus we only get the new subgoal $P?B$. To apply this clause, we can try to show that $H$ implies (and not only unifies) $A$ in some future state (written as $\{H\}?A$), if we afterwards succeed in proving $B$, we can argue: $B$ implies that $H$ will be true in some future time and at that time $A$ becomes true too (from $H$); so $A$ becomes true in the future, say $FA$ is true now.

An analogous way to show $FA$ is to show that $A$ will be true not at the time when $H$ comes true, but after this it will be true (written as $\{H\}?FA$).

These were the possibilities in applying ordinary clauses. Using always clauses one can try the above ways and additional ones. This stems from the fact that an always clause is not only valid now but also in future states. Trying to apply $\Box(H \leftarrow B)$ or $\Box(FH \leftarrow B)$ one need not only to show $B$, but can also try to show that $B$ will be true $(FB)$, resulting in $FH$ or $FFH$ respectively.

Using all this one can get different argumentation chains to show $FA$:

\[
\begin{align*}
B0 & \rightarrow FH0 \rightarrow FA0 \\
B & \Rightarrow FH = FA \\
B & \Rightarrow FH \Rightarrow FFA = FA \\
FB & \Rightarrow FH \Rightarrow FA \\
FB & \Rightarrow FH \Rightarrow FFA \\
FB & \Rightarrow FFH \Rightarrow FFA \\
FB & \Rightarrow FFH \Rightarrow FFFA
\end{align*}
\]

Except the first one our successive goal list looks as follows:

\[
\{H\}?X, P?B, P?G_2 \ldots, P?G_n
\]

where $X$ equals $A$ or $FA$. Note however that, if we want to show that in the future $H$ implies $X$, we may not use all clauses of our program $P$, because not all clauses in $P$ are valid forever. Rathermore, we may use more than simply $\{H\}$. We may use all always clauses of $P$; ordinary clauses must be prefixed with the past operator $P$. So in the above goal list we can replace $\{H\}?X$ by:

\[
\{H\} \cup \{\text{all always clauses of } P\} \cup \{Pc|c \text{ an ordinary clause of } P\}?X
\]

Gabbay’s horn logic allows to reason about the future and the past and allows more complex clause heads. But this advantage is gained by a great loss of computational efficiency: in every resolution step and for every applicable clause there are up to 7 paths to test. Especially always clauses lead to the highest branching factor. Additionally the criticisms presented in the previous section hold for Gabbay’s logic too: there seems to be no easy way to embed his concepts into PROLOG. In addition it seems to be difficult to efficiently implement the “switching database” mechanism (from $P$ to $P'$ in two successive goals $P?A$ and $P'?B$).
3.3 Kowalski's and Sergots's Calculus of Events

Kowalski and Sergot present an interval based calculus, that is combined by three building blocks: events, properties and time intervals. As the name “event calculus” already states, it concentrates on events: an event is an action that changes the state of the world. For the sake of simplicity we assume that events can be totally ordered on a single linear (not branching) time line, because an event is assumed to take no time (or better say after the start of an event, there may be no other events to start before the first one is finished). In this way two events e and e' are either equal or one happens before the other, written as $e < e'$. Events are the central constructs because if an event has happened it initiates some properties to be true later on. Furthermore, it states that some other properties are no longer true. An interval of time is the interval that lies between two directly succeeding events. Two functions before and after are defined that map events to time intervals; intervals are always referenced by one of these two functions. It is important to note, that i.e. $after(e)$ does not mean the whole interval from e to infinity, but only the interval from e to the next following interval. Thus:

$$before(e) = after(e') \text{ iff } e < e' \text{ and there exists no } e'' \text{ such that } e < e'' < e'$$

Kowalski and Sergot give an axiom system which is formulated in horn clauses, and which thus seems easy to be implemented in PROLOG. The most interesting axioms will be presented in the following:

First there is a metapredicate Holds, that represents the database: Holds($T, P$) is true iff property $P$ is true during time interval $T$. Two axioms state that a property $P$ must have been true before an event $E$ if $E$ terminates $P$, and that $P$ is true after $E$ if $E$ initiates $P$:

$$\begin{align*}
(A1) & \quad \text{Holds} (\text{before}(E), P) \leftarrow \text{Terminates}(E, P) \\
(A2) & \quad \text{Holds} (\text{after}(E), P) \leftarrow \text{Initiates}(E, P)
\end{align*}$$

The two predicates Initiates and Terminates constitute the interface to the user: it is supposed that they are implemented by the user to represent the user’s database. E. g. in the blocks world domain a roboter arm can stack block $X$ onto block $Y$ if the arm is holding $X$ and no other block is on $Y$. As a result, the arm is no longer holding $X$. This can be expressed as follows:

$$\begin{align*}
& \text{Terminates}(E, \text{holding}(X)) \leftarrow \neg \text{on}(Z, Y), \text{holding}(X). \\
& \text{Initiates}(E, \text{on}(X)) \leftarrow \neg \text{on}(Z, Y), \text{holding}(X).
\end{align*}$$

Another two axioms for Start($T, E$) state that event $E$ is the start point for interval $T$:

$$\begin{align*}
(A3) & \quad \text{Start}(\text{after}(E), E) \leftarrow \\
(A4) & \quad \text{Start}(\text{before}(E), E') \leftarrow \text{Is-same}(\text{after}(E'), \text{before}(E)).
\end{align*}$$

where

$$\begin{align*}
(A5) & \quad \text{Is-same}(\text{after}(E), \text{before}(E')) \leftarrow \neg E < E'' < E'.
\end{align*}$$
There are two similar axioms for $End(T, E)$ (event $E$ is the end point of interval $T$):

(A6) $End(before(E), E) \leftarrow$

(A7) $End(after(E), E') \leftarrow Is\text{-}same(after(E), before(E'))$.

The above axioms only present a restricted subset of the original ones. However, they should be expressive enough to provide the main ideas of the event calculus. In the model, there is no need for a single time line: events may only be partially ordered, thus it is possible that two events cannot always be compared. The full version provides the possibility to state that an event causes different properties to come true which hold for different times; so the world is seen as a whole graph whose nodes are events. An edge is labelled by the properties that hold during the interval established by the two time points of the events they connect. In contrast to the previously discussed approaches this one has the main advantage that it can be directly integrated into PROLOG: the above axioms can be easily formulated in PROLOG; unfortunately the integration is not a total one: properties and events are not stored like other PROLOG predicates, but in the special database predicate $Holds$.

### 3.4 Hrycej’s Temporal Prolog

Hrycej presents a temporal-logic extension of PROLOG that bases completely on Allen’s temporal constraint model of time, using time intervals and the 13 relations between intervals as central concepts. The main advantages of his implementation are efficiency and integrability into available PROLOG systems. This is gained by restricting Allen’s original axioms to six axioms for the predicate $Holds$; where $Holds(P, T)$ means that $P$ is true in time interval $T$ and $Holds(P)$ that $P$ holds without temporal restriction. The six axioms are:

**axiom 1:** $Holds(P, S) \& subinterval(T, S) \Rightarrow Holds(P, T)$

If $P$ holds in interval $S$, it also holds in any subinterval $T$ of $S$.

**axiom 2:** $Holds(P) \Rightarrow (\forall T)Holds(P, T)$

If $P$ holds without temporal limitation, it also holds in any time interval.

**axiom 3:** $Holds(P, T) \& Holds(Q, T) \Rightarrow Holds(P \& Q, T)$

If both $P$ and $Q$ hold in $T$, their conjunction also holds in $T$.

**axiom 4:** $Holds(P, T) \lor Holds(Q, T) \Rightarrow Holds(P \lor Q, T)$

If at least one of $A$ and $B$ holds in $T$, their disjunction also holds in $T$.

**axiom 5:** $Holds(P, S) \& Holds(\neg P, T) \Rightarrow disjoint(S, T)$

If $P$ holds in $S$ and (not $P$) holds in $T$, then $S$ and $T$ are disjoint intervals.

**axiom 6:** $Holds(P, U) \& Holds(Q, V) \& union(U, V, T) \Rightarrow$

$Holds(P \lor Q, T)$

If $P$ holds in $U$ and $Q$ holds in $V$, then their disjunction holds in the union of $U$ and $V$.
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The last axiom leads to difficulties in implementation, resulting in two different approaches: the constraining and the non-constraining approach. This will be explained in more detail later on.

Hrycej’s implementation is fully embedded into PROLOG: he adds four (meta-)predicates `constrain..rel`, `in`, `dur` and `mkdur`, which the user can utilize – besides all other user-defined and PROLOG-built-in predicates.

`constrain..rel(I1, I2, S)` can be invoked to declare two intervals `I1` and `I2` (if they are not yet known). `S` is a list containing some of Allen’s 13 relations. The relations between `I1` and `I2` are constrained to `S`. Constraint propagation is employed, using `S` to constrain other intervals to each other. For example if one wants to tell Hrycej’s system that the interval `morning` has two subintervals `8to10` and `10to12`, one can do this by:

```
:- constrain.rel(morning, 8to10), [di]).
:- constrain.rel(morning, 10to12), [di]).
:- constrain.rel(8to10, 10to12), [m]).
```

Remember that `(I1 di I2)` means `I1` contains `I2`, and `(I1 m I2)` means `I1` meets `I2`. `in` is a predicate that is supposed to be provided by the user, where `in(P, T)` declares that `P` only holds during interval `T`. Here `P` can be a fact, but might also be a rule.

Example:

```
is_to_speak(X) :- at_home(X).
in(is_to_speak(X)) :- at_work(X, working_time).
in(at_home(tom), morning).
```

This declares that everyone is either always to speak, if he is at home or he is to speak at work but only during working time. The last clause tells us, when `tom` is at home. Here `working_time` and `morning` are time intervals, that must be declared by `constrain..rel`. Depending on the context one may want to be less restrictive, only saying, that they should not be disjoint:

```
:- constrain.rel(morning, working_time, [0,01,d,di,s,si,f,fi,=]).
```

dur and `mkdur` implement the above axioms. There are two predicates because of the difficulties already mentioned which arise because of axiom 6. The other axioms can be implemented more easily; for example axiom 1 looks in PROLOG like:

```
dur(P, T) :- in(P, S), subinterval(S, T).
```

Axiom 2 is written as:

```
dur(P, T) :- call(P).
```
Here, we present simplified versions, because the original clauses are rather technical and of less interest than the axiom for disjunction: suppose we want to know whether \( P \lor Q \) holds during interval \( I \). To solve this one can search for an interval \( I_P \) in which \( P \) is true and another interval \( I_Q \) in which \( Q \) is true. Then one must look whether \( I_P \) and \( I_Q \) overlap, meet or contain each other, and test whether \( I \) is a subinterval of the union of \( I_P \) and \( I_Q \). This is exactly the way Dur implements axiom 6. But this way will rarely lead to a solution, because it needs much information about the relationship between known intervals.

mkdur goes another way by changing the constraint net. It also looks for \( I_P \) and \( I_Q \) above. But then it does not test, if \( I_P \) and \( I_Q \) do overlap. Rathermore, it tests whether they \textit{can} overlap: if there is no information in the net that \( I_P \) and \( I_Q \) cannot overlap, then the constraint net is modified so that \( I_P \) and \( I_Q \) are supposed to overlap. Computation proceeds until the final solution is found or until backtracking occurs. In the case of backtracking, the net is restored to its previous state and the next choice point is tried.

Although the constraining approach is more powerful than the non-constraining one it also comes with two main disadvantages: Firstly the cut operator (\(!\)) can no longer be used in all places: if the cut is executed after changing the net and if backtracking occurs after processing the cut, the net cannot be restored to its previous state, because the predicate that originally changed the net is not backtracked. Secondly, in the net-changing step one must exactly try four different relations between \( I_P \) and \( I_Q \) to insure that the constructed interval is the maximal one:

1. \( I_P \) overlaps \( I_Q \)
2. \( I_Q \) overlaps \( I_P \)
3. \( I_P \) contains \( I_Q \)
4. \( I_Q \) contains \( I_P \)

This leads to a rapid combinatorial explosion.

### 3.5 Tang's TPL

Tang's TPL is a modal logic extension to PROLOG that differs from PROLOG in two major ways: First of all in TPL there is not only one single database, but there is a whole set of databases \( DBS \), where every database represents a single time point. Additionally, there must exist a predefined relation \( R : DBS \times DBS \), to connect the different databases. The second extension of TPL to PROLOG consists of several predefined modal logic meta-predicates which can be used as goals in bodies of user defined clauses to switch between the different databases. Here we only present two of them, \textbf{EX} and \textbf{AX}:

- \textbf{AX}(P) succeeds if \( P \) succeeds in \textit{all} worlds (databases) that follow the current one.
- \textbf{EX}(P) succeeds if \( P \) succeeds in \textit{any} world that follows the current one.
Figure 3.1: A sample TPL program

A sample TPL program is given in figure 3.1

A TPL program is directly represented in PROLOG as follows: every TPL atom gets an additional argument representing the TPL database it belongs to. The relation $R$ is directly represented by a PROLOG predicate called `world`. The TPL program of figure 3.1 will be written as:

```prolog
world(w0,w1).
world(w0,w2).
world(w2,w1).
world(w2,w3).
world(w1,w3).
world(w3,w2).
p(X,w0) :- EX(g(X),w0).
g(X,w0) :- AX(h(X),w0).
f(X,w0) :- p(X,w0), g(X,w0).
g(c,w1).
g(b,w1).
g(X,w2) :- EX(h(X),w1).
h(c,w2).
r(c,w2).
p(X,w2) :- EX(g(X),w2)).
r(a,w3).
g(b,w3).
```
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h(X,w3) :- EX(r(X),w3).

Now the implementation of EX and AX can be easily derived from the above. For example EX:

EX(P,W) :- world(W,Wnext),
P =.. L,  
append(L, Wnext, Lnew),
Pnew =.. Lnew,  
call(Pnew).

Here the goals 2 to 4 in the body only serve to add Wnext as an additional argument to P.

If we have the goal

?- f(X,w0).

then we can infer X=c by the following resolution steps:

f(X,w0)  
p(X,w0), g(X,w0)  
EX(g(X),w0), g(X,w0)  
g(X,w1), g(X,w0)  
g(c,w1), g(c,w0)  
g(c,w0)  
h(c,w1), h(c,w2)  
h(c,w2)

In the original paper, Tang defines also some additional modal logic operators, whose implementation is a bit more tricky than EX or AX. Additionally he gives a detailed semantical description of TPL using Büchi automata.

Tang's approach is (like Hrycej's) easy to embed in any existing PROLOG system. The search space strongly depends on the size of the world graph. Unfortunately, Tang does not provide concrete examples on how he uses TPL in a practical domain; he only states that he uses TPL to verify automatically some concurrent programs which process infinite states.

### 3.6 Comparison and Conclusion

Up to now in this chapter we presented five approaches, that all extend PROLOG in their own direction. Now the question arises: What is the best extension? Every issue has its own advantages and disadvantages. The main criterion how to divide them is the time model they use. Both Hrycej and Kowalski & Sergot use a time model that concentrates on intervals of time, whereas the three others see time as having punctual or pointwise character.

Although Kowalsky and Hrycej both use intervals, they differ a little in their central concepts: Hrycej concentrates on the possible relations between the known intervals and uses
mostly these relations for reasoning. On the other hand in the center of Kowalsky’s & Sergot’s approach there are events and properties. Events start and end the validity of certain properties. One event can also start or end different properties, which leads to a branching model of time with both branching future and past, in contrast to Hrycej whose model only provides a single time line. The linear time model is also common to the modal logic approach of Abadi & Manna: in TEMPLOG one can only reason about future states and not about future and past as in Gabbay’s issue. Additionally Gabbay does not necessarily need a linear model of time.

Tang allows a more complex view of the world: here one can directly express what is true in different worlds and how those worlds are connected to each other. This leads to a model of branching time. In the previous two approaches one can only state what is true now or what is always true; other worlds can be referenced by the modal logic operators.

In the implementations of the various concepts two groups can be distinguished: Kowalsky & Sergot, Hrycej and Tang take PROLOG and add their own predicates, that can be used besides other PROLOG predicates. Thus they combine the practical advantages of existing PROLOG systems with their own time concepts. The other two approaches define their own languages that syntactically look more or less like PROLOG, but have a different underlying resolution step, such that existing interpreters must be modified or completely reimplemented. Especially Gabbay gives an operational semantics, where it is left unclear how to implement a simple interpreter based on a proof search strategy.

The different modifications to PROLOG result in different computational complexities. Gabbay pays for his ability to reason about future and past with a high branching factor during each resolution step. In contrast, in Abadi & Manna the branching factor is determined by the number of applicable clauses as in ordinary PROLOG. Hrycej has performance problems both with constraint propagation and (in the constraining approach) with the different possibilities to constrain two intervals.

But now back to our question: What is the best approach? None of them seems to figure out, what time really is, and it is hard to find strong reasons to prefer one over the others in general. It strongly depends on the particular domain to be chosen. For natural language processing e. g. Allen’s / Hrycej’s approach seems to be of great interest; for solving problems using historical databases, Abadi & Manna’s TEMPLOG seems to be the better one.

In summary each particular approach has its own advantages that make it seem superior to the others, but also has disadvantages w. r. t. its competitors. No general solution can be given that combines all advantages and strips off the disadvantages, because time can have so many facets, and it is likely that a general concept would be computationally intractable. Thus, the best way is to study the different issues in detail and afterwards to choose the one that seems to fit best for the particular problem. If none of the above models seems adequate, one needs to develop one’s own new calculus. This observation leads to the second part of the paper where we present the CHRONOLOG temporal logic programming language and the TRAM knowledge representation system as integrating approaches towards the handling of temporal knowledge.
<table>
<thead>
<tr>
<th>Aspect</th>
<th>Abadi &amp; Manna</th>
<th>Gabbay</th>
<th>Kowalsky &amp; Sergot</th>
<th>Hrycej</th>
<th>Tang</th>
</tr>
</thead>
<tbody>
<tr>
<td>time model</td>
<td>point</td>
<td>interval</td>
<td>point</td>
<td></td>
<td></td>
</tr>
<tr>
<td>central concepts</td>
<td>practicable modal Horn logic</td>
<td>modal logic with future and past</td>
<td>events and properties</td>
<td>interval relations</td>
<td>Kripke structures</td>
</tr>
<tr>
<td>time line</td>
<td>linear</td>
<td>branching future and past</td>
<td>branching future and past</td>
<td>linear</td>
<td>branching time graph</td>
</tr>
<tr>
<td>extensions to Prolog</td>
<td>$\Box$, $\Diamond$ and $\Diamond$ operators</td>
<td>$F$ and $P$ operators</td>
<td>predicates for event handling</td>
<td>EX, AX and other modal operators</td>
<td>predicates: constrain.rel, in, dur and mkdur</td>
</tr>
<tr>
<td>initial and permanent clauses</td>
<td>ordinary and always clauses</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Integrability into Prolog</td>
<td>interpreter modification</td>
<td>fully integrable</td>
<td>fully integrated</td>
<td></td>
<td></td>
</tr>
<tr>
<td>computational complexity</td>
<td>number of clauses</td>
<td>different paths for every clause to test</td>
<td>constraint propagation, constraining intervals</td>
<td>size of the world graph</td>
<td></td>
</tr>
<tr>
<td>applications</td>
<td>historical databases</td>
<td>plan generation</td>
<td>nat. language processing</td>
<td>verifying concurrent programs</td>
<td></td>
</tr>
</tbody>
</table>

Table 3.1: Comparison of the different approaches
Part II
Chronolog and Tram
Chapter 4

An Introduction to Chronolog

The temporal logic programming language CHRONOLOG has been developed by Ralf Scheidhauer, and has been described in an unpublished internal report (cf. [Sch89]). In this section we give a short description of the main ideas behind the CHRONOLOG system.

CHRONOLOG is closely related to Abadi & Manna's approach, but extends TEMPLOG in various directions. CHRONOLOG also includes the possibility of defining multiple databases like Tang does and it has the ability to reason about future and past as in Gabbay’s approach.

TEMPLOG has a single built-in modal operator $\ominus$ (NEXT) that generates new unique worlds from an existing initial world. So every world has its own uniquely determined successor. But this might not be enough, because real world tells us that at a certain timepoint many different events can happen leading to different directly succeeding future worlds. In the blocks world e. g. a roboter arm can stack or unstack certain blocks, and different successor states will arise according to the action previously performed. Therefore, CHRONOLOG allows user definable modal operators each of which generates a unique new succeeding world from the current one. These operators are not restricted to mere constant symbols, but they may also be compound terms. Thus, it is possible to define a modal operator $stack$ with two variable arguments $X$ and $Y$. In our example it is also necessary to state that $stack$ is not applicable in any state, but only when both blocks $X$ and $Y$ are free. This can be done by adding corresponding goals to every clause in the database that deals with stacking. But here CHRONOLOG has an additional feature, that allows conditional modal operators. The following clause declares a 2-ary modal operator $stack$, that can only be applied to blocks $X$ and $Y$, if both are free:

\[
stack(X,Y)_w := \text{clear}(X)_w, \text{clear}(Y)_w
\]

The index variable $W$ tells CHRONOLOG, that operator $stack$ can be applied to every world. Instead of $W$ we could also write a modality (= a nonempty sequence of terms; read from right to left): thus we could use an initial world $w_0$ and the modality

\[
stack(a,b) \cupstack(c,d) w_0
\]

to denote the world, that results from $w_0$ by first unstacking block $c$ from $d$ and afterwards stacking $a$ on $b$. 
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Goals in CHRONOLOG must always be indexed by a modality:

\[ \text{on}(a, b)_{W_0} \]

asks for an operation, that can be applied to world \( w_0 \) and results in a world in which \( a \) is on \( b \)

The user can create a complex world graph using its own modal operators. CHRONOLOG provides additional \textit{meta predicates} that allow to reason about statements that are true in several or all worlds in the \textit{future} and the \textit{past}:

- \((\Box_F P)_W\) means: \( P \) will be true in all future worlds of \( W \) (including \( W \))
- \((\Diamond_F P)_W\) means: \( P \) will be true in some future worlds
- \((\triangle_F P)_W\) means: \( P \) will be true in some direct future worlds
- \((\nabla_F P)_W\) means: \( P \) will be true in all direct future worlds

\(\Box_p, \Diamond_p, \triangle_p, \nabla_p\) are the corresponding equivalents for the past. While those modal operators are built-in, e. g. a user defined modal operator \textit{unstack} can be introduced using one of those built-in operators. If we want to specify that \textit{unstack} should be applied at most once to the same blocks in a sequence of \textit{stack} and \textit{unstack} operations, this can be expressed by defining a modal operator \textit{unstack} with modality variable \( W \):

\[ \text{unstack}(X, Y)_W := \text{clear}(X)_W, \text{clear}(Y)_W, (\Box_p \text{on}(X, Y))_W \]

In this way CHRONOLOG allows to define multiple databases like Tang does. Every clause gets an index that marks the world in which the clause is to be true.

\[
\begin{align*}
on(a, b)_{w_0} & \leftarrow \\
on(b, c)_{w_0} & \leftarrow \\
block(a)_W & \leftarrow \\
block(b)_W & \leftarrow \\
block(c)_W & \leftarrow
\end{align*}
\]

represents that block \( a \) is on block \( b \), block \( b \) is on \( c \) in an initial world \( w_0 \), and that a block is a block in every world.

A special predicate \textit{edge} is a built-in of CHRONOLOG: it ist used during reasoning to find out which worlds are connected to each other in the world graph. But the user can also add his own clauses for \textit{edge} to define which worlds should be connected additionally. Suppose you have worlds \( w_1, w_2, \ldots, w_{11} \). The following clauses connect them in various ways:

\[
\begin{align*}
\text{edge}(w_2, w_6) & \leftarrow \\
\text{edge}(w_6, w_5) & \leftarrow \\
\text{edge}(w_1, w_{11}) & \leftarrow \\
\text{edge}(w_9, w_{10}) & \leftarrow \\
\text{edge}(w_8, w_9) & \leftarrow \\
\text{edge}(w_9, w_8) & \leftarrow
\end{align*}
\]

Figure 4.1 shows a typical CHRONOLOG world graph which is generated by the user-defined operators \textit{stack} and \textit{unstack}. Edges are drawn in this graph by a special user-defined predicate \textit{edge}. 
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4.1 The Syntax

We define the set $\text{Term}_{\Sigma,V}$ as the set of all terms with variables taken out of set $V$ and function symbols out of $\Sigma$. Let $\Sigma$ contain the special function symbols $\text{true}, \text{edge}$ and $\text{edge}^*$. $\text{true}$ is used for simplicity to represent an empty body of a clause. $\text{edge}$ and $\text{edge}^*$ are used by Chronolog's built-in modal operators. For convenience we write variables starting with capital letter and all other symbols in lower case letters.

An atom is a term, that is not a variable. A modality is a nonempty sequence of terms.

Chronolog clauses may be either an operator declaration (indicated by the neck symbol $\leftarrow$) or a conditional clause:

$$H \leftarrow B$$

Here $H$ is a goal, that is of the form $G_W$ and $B$ is a body goal which may be one of:

- $\text{true}$
- $G_W$
- $(B', B'')$
- $\neg B'$
- $(\odot B')_W$

In all cases $G$ is an atom, $W$ a modality and $B', B''$ are bodygoals itself; $\odot$ is an element of $\{\Box_f, \Diamond_f, \nabla_f, \Box_p, \Diamond_p, \nabla_p, \Delta_p\}$. For convenience we write clauses of the form $H \leftarrow \text{true}$ as $H \leftarrow$.
4.2 The Semantics

In [Sch89], an operational semantics for CHRONOLOG and a horizontal compilation scheme for the transformation of CHRONOLOG programs into PROLOG programs is defined. Since this scheme is very similar to the one used in [Pis91] and in chapter 7 for the knowledge representation system TRAM, we refrain from dealing with it here, and refer to the respective section for a more detailed description.

4.3 CHRONOLOG Examples

4.3.1 The Factory Example

Consider a factory where Mary, Joe and Tom work. They were hired long time ago and we don’t know yet the exact time when they were hired. But we do remember that Mary and Tom worked before Tom, but not if Mary was hired before Tom. In CHRONOLOG we will write:

\[
\text{work}(\text{tom})_{w_0} \leftarrow \\
\text{work}(\text{mary})_{w_1} \leftarrow \\
\text{work}(\text{joe})_{w_2} \leftarrow \\
\text{edge}(w_1, w_0) \leftarrow \\
\text{edge}(w_2, w_0) \leftarrow
\]

We have the possibilities to hire new people and fire others. But we can only fire one if he already works, and we do not want to hire people that do already work and also not those that were fired some time ago or that disagree with someone who already works:

\[
\text{fire}(X)_{W} := \text{work}(X)_{W} \\
\text{hire}(X)_{W} := \neg(\text{work}(Y)_{W}, \text{hates}(Y, X)_{W}), \neg \Diamond (\text{work}(X))_{W} \\
\text{hates}(\text{john}, \text{tom})_{W} \\
\text{hates}(\text{mary}, \text{paul})_{W} \\
\text{hates}(\text{joe}, \text{jane})_{W}
\]

We can now define, that someone works at our factory if he was hired now or if he already worked the timepoint ago and was not fired now:

\[
\text{work}(X)_{\text{hire}(X)} \leftarrow \\
\text{work}(X)_{W} \leftarrow \Delta (\text{work}(X))_{W}, \neg \text{eq}(W, \text{fire}(X) \bullet W') \\
\text{eq}(X, X)_{W} \leftarrow
\]

Now we can ask: if we have hired George and then Jane (after timepoint $w_0$), is there a future world in which Tom and Jane work in the factory, supposed that Paul has never worked in the meantime:
\[ \leftarrow \text{eq}(W, \text{hire}(\text{susan}) \text{ hire}(\text{george}) W), \]
\[ \text{works}(\text{tom}) W, \]
\[ \text{works}(\text{jane}) W, \]
\[ \neg \Diamond (\text{works}(\text{paul})) W W \]

**CHRONOLOG** will compute the following modality

\[ W' = \text{hire}(\text{jane}) \text{ fire}(\text{joe}) \]

### 4.3.2 The blocks world

Let us now look a little bit closer at the blocks world example. We have several blocks, some of which lie on the table, whereas others are located on top of other blocks. We use six predicates to describe the specific states of our blocks world:

- \text{on}_\text{table}(X) \quad \text{means that block } X \text{ is on the table}
- \text{on}(X, Y) \quad \text{means that block } X \text{ is on block } Y
- \text{clear}(X) \quad \text{means that there is no other block on block } X
- \text{holding}(X) \quad \text{means that the robot arm is holding block } X
- \text{armempty} \quad \text{means that the robot arm is empty}

Now in every state we can define four operators:

1. \text{stack}(X,Y) \text{ can be applied in a certain world to two different blocks } X \text{ and } Y, \text{ if the roboter arm is holding } X \text{ and there is no other block on } Y.
2. \text{unstack}(X,Y) \text{ is the inverse operation to } \text{stack}: \text{ it can be applied, if } X \text{ is on } Y, \text{ the arm is empty and } X \text{ is clear.}
3. \text{pickup}(X) \text{ can be applied, if the arm is empty and block } X \text{ is free.}
4. \text{putdown}(X) \text{ is the last operator, that can be applied, if the arm is already holding block } X.

The operator declarations will look in **CHRONOLOG** like:

\[
\begin{align*}
\text{stack}(X,Y)_W :&= \text{holding}(X)_W, \\
&\text{clear}(Y)_W, \\
&\neg \text{eq}(X,Y)
\end{align*}
\]

\[
\begin{align*}
\text{unstack}(X,Y)_W :&= \text{on}(X,Y)_W, \\
&\text{clear}(X)_W, \\
&\text{armempty}_W
\end{align*}
\]

\[
\begin{align*}
\text{pickup}(X)_W :&= \text{armempty}_W, \\
&\text{clear}(Y)_W
\end{align*}
\]

\[
\begin{align*}
\text{putdown}(X)_W :&= \text{holding}(X)_W
\end{align*}
\]
Now we can define several initial worlds, that represent certain states of our blocks world. First, in $W_0$ there are 3 blocks $a$, $b$ and $c$ that all lie on the table. The robot arm in this example world is empty:

\[
\begin{align*}
\text{armempty}_{W_0} & \leftarrow \\
\text{on}_\text{table}(a)_{W_0} & \leftarrow \\
\text{on}_\text{table}(b)_{W_0} & \leftarrow \\
\text{on}_\text{table}(c)_{W_0} & \leftarrow \\
\end{align*}
\]

In another world $W_1$ we have nearly the same situation, as in $W_0$ except that block $a$ is already on block $b$:

\[
\begin{align*}
\text{armempty}_{W_1} & \leftarrow \\
\text{on}(a, b)_{W_1} & \leftarrow \\
\text{on}_\text{table}(b)_{W_1} & \leftarrow \\
\text{on}_\text{table}(c)_{W_1} & \leftarrow \\
\end{align*}
\]

Now we can declare clauses that specify the effects of applying the different operators:

\[
\begin{align*}
\text{armempty}_{\text{stack}}(X,Y)_{W} & \leftarrow \\
\text{on}(X,Y)_{\text{stack}}(X,Y)_{W} & \leftarrow \\
\text{on}(U,V)_{\text{stack}}(X,Y)_{W} & \leftarrow \text{on}(U,V)_{W}, \neg \text{eq}(U,X) \\
\text{on}_\text{table}(U)_{\text{stack}}(X,Y)_{W} & \leftarrow \text{on}_\text{table}(U)_{W}, \neg \text{eq}(U,X) \\
\end{align*}
\]

First we say that applying $\text{stack}(X,Y)$ leads to a world where the arm is empty. The second clause tells us that block $X$ is on block $Y$ after stacking. The last two clauses are frame axioms specifying that nothing else changes.

$\text{unstack}(X,Y)$ is defined similar to $\text{stack}$:

\[
\begin{align*}
\text{holding}(X)_{\text{unstack}}(X,Y)_{W} & \leftarrow \\
\text{on}(U,V)_{\text{unstack}}(X,Y)_{W} & \leftarrow \text{on}(U,V)_{W}, \neg \text{eq}(U,X) \\
\text{on}_\text{table}(U)_{\text{unstack}}(X,Y)_{W} & \leftarrow \text{on}_\text{table}(U)_{W} \\
\end{align*}
\]

$\text{pickup}$ and $\text{putdown}$ are defined such that $\text{pickup}$ can only be applied to blocks that lie on the table, and that $\text{putdown}$ places a block always onto the table. Therefore, if we want to put the topmost block of a tower of blocks onto another tower of blocks, we first have to apply $\text{unstack}$ (from the first tower) then $\text{putdown}$ (on the table) then $\text{pickup}$ (from the table) and lastly $\text{stack}$ (onto the second tower). Therefore, the program looks like:

\[
\begin{align*}
\text{armempty}_{\text{putdown}}(X)_{W} & \leftarrow \\
\text{on}_\text{table}(X)_{\text{putdown}}(X)_{W} & \leftarrow \\
\text{on}_\text{table}(Y)_{\text{putdown}}(X)_{W} & \leftarrow \text{on}_\text{table}(Y)_{W} \\
\text{on}(Y,Z)_{\text{putdown}}(X)_{W} & \leftarrow \text{on}(Y,Z)_{W} \\
\end{align*}
\]
\[ holding(X) \land \text{pickup}(X) \rightarrow \]
\[ on_{\text{table}}(Y) \land \text{pickup}(X) \rightarrow on_{\text{table}}(Y), \neg eq(X, Y) \]
\[ on(Y, Z) \land \text{pickup}(X) \rightarrow on(Y, Z), \neg eq(X, Y) \]

Using this program we can use different goals. For example:

\[ \leftarrow (\bigvee_{X} on_{\text{table}}(X)) \land \text{stack}(a, b), \text{pickup}(a) \rightarrow w_{0} \]

This goal asks (via backtracking) for all blocks that have always been on the table after having put \( a \) on \( b \) from world \( w_{0} \). (Here the answer will be first \( X = b \) and after backtracking \( X = c \)).

Another goal asks how to build a tower, were \( a \) is on \( b \) and \( b \) on \( c \), starting with \( w_{1} \):

\[ \leftarrow edge^{*}(w_{1}, W), on(a, b)_{w}, on(b, c)_{w} \]

Here the correct answer should be:

\[ W = \text{unstack}(a, b) \land \text{putdown}(a) \land \text{pickup}(b) \land \text{stack}(b, c) \land \text{pickup}(a) \land \text{stack}(a, b) \]

### 4.4 Conclusion

In this section, a new approach to incorporate time structures in \textsc{prolog} is described. The resulting \textsc{chronolog} system provides a set of modal operators to reason within a world graph that describes various states of a world in the future and the past. In addition the user can define new (conditioned) predicates which transform the objects and relations between the objects of the world to generate new possible worlds. Thus, \textsc{chronolog} combines and generalizes features from other temporal logic programming approaches; as in Tang’s system it is possible just to operate on a predefined world graph or as in Abadi & Manna’s system it is possible to work with operators that change the world status. In the following sections we will describe a temporal knowledge system based on the ideas of \textsc{chronolog}. The intended application domain for this is the simulation of multiagent environments, where planning, synchronization, and communication tasks have to be dealt with, strongly involving temporal aspects.
Chapter 5

The Basic Ideas of Tram

In the following sections, we describe the knowledge representation system TRAM which combines both interval and point aspects of time by integrating the ideas of two of the main paradigms for the representation of time in AI: Allen's interval logic [All84] and the modal logics approach [Pri67, AM89]. The former approach employs intervals and relations between intervals as the basic entities, whereas the latter one uses a set of modal operators which are interpreted by using a possible worlds semantics in order to express temporal knowledge. The foundations of our approach have been established by the CHRONOLOG system described in section 4. CHRONOLOG presents a temporal PROLOG based on standard modal logics. TRAM extends this concept by providing time intervals.

Our view of time is strongly driven by the requirements resulting from our research on multiagent-systems (MAS). In MAS, autonomous intelligent agents have to fulfil their own local goals in coordination with their environment and with other agents. This requires a great deal of synchronization, communication, and coordination work. Time is an essential concept for handling these kinds of tasks, since agents make their plans and decision within the flow of time. To provide a better idea of this, we will start by an example from a multi-agent scenario.

An Example

In this section we motivate the role of time and the way we handle it in our approach by a small example from a multi-agent domain. Figure 5.1 shows our exemplary scenario. There are two loading docks, $d_1$ and $d_2$, two trucks $t_1$ and $t_2$, and a railway line between loading station $l_1$ and $l_2$. The two trucks receive the order to transport goods $g_{11}, g_{12}, g_{21}$, and $g_{22}$ from the respective loading dock to loading station $l_1$, to take the train to $l_2$, and to unload there. Both trucks have to fetch goods both from $l_1$ and from $l_2$. In this scenario time plays a role in a twofold manner: first, the two trucks have to synchronize their loading dock activities, since only one truck at a time can be served at each loading dock. Second, they have to coordinate their travel by train, since both trucks should take the same train to $l_2$. An intelligent plan for $t_1$ and $t_2$ would be not to start at the same loading dock, but rather e.g. $t_1$ could first go to $d_1$ while $t_2$ could first go to $d_2$, in order to avoid 'wait states'. Then
they could meet at \( l_1 \) and take the train to \( l_2 \) together. We suggest the use of time interval constraints in order to synchronize the actions of \( t_1 \) and \( t_2 \). A formal solution to the example using the \textsc{TRAM} system is described in chapter 7. The complete \textsc{TRAM} program modelling the problem can be found in appendix A.
Chapter 6

An Extended Modal Logic (EML)

In this chapter, we present the extended modal logics EML. In section 6.1, we define the syntax of EML by extending the syntax of a standard modal logics by additional temporal operators, and by generalizing the notion of modal logic worlds to time instances, which are defined as the union of worlds and time intervals. In section 6.2 we provide a model-theoretic semantics of EML. Finally, in section 6.3 we show how to draw inferences over time intervals.

For reasons of space, we assume that the reader be familiar with FOPL and modal logics. We presuppose notions such as term, wff, interpretation, model, satisfiability, tautology etc. (cf. [BB87] for an introduction into FOPL and [Ram88] for modal logics).

6.1 The Syntax of EML

The basic primitives of the time model underlying to EML are worlds. Intervals are defined as closed sequences of worlds. Starting from this we can now define time instances.

Definition 6.1.1 Be \( W \) a non-empty set of worlds. The relation \( \sqsupset \) defines a partial order on elements of \( W \) (accessibility relation). We define the set \( I \) of intervals as:

\[
I := \{ \langle w_0, \ldots, w_n \rangle \mid \forall i: 0 \leq i \leq n \quad w_i \in W \land \forall k: 0 \leq k < n \quad w_k \sqsupset w_{k+1} \}
\]

The set \( T \) of time instances is \( T := \mathcal{W} \cup I \).

Next, we define the accessibility relation \( \sqsupset^+ \) over arbitrary elements of \( T \) in the frame system \( F = (T, \sqsupset^+) \).

Definition 6.1.2 Be \( T \) a non-empty set of time instances, and be \( \sqsupset^+ \) a binary relation on elements of \( T \). For arbitrary elements \( t_1, t_2 \in T \), \( t_1 \sqsupset^+ t_2 \) holds iff:

1. \( t_1, t_2 \in \mathcal{W} \) and \( t_1 \sqsupset t_2 \)
2. \( t_1 \in \mathcal{W}, t_2 \in I \), with \( t_2 \equiv \langle w_0, \ldots, w_n \rangle \) and \( t_1 \sqsupset w_0 \)
In order to be able to describe both worlds and intervals, we introduce new modal operators such as \( \triangle, \nabla, \&, \bowtie \text{ and } \Box \).

**Definition 6.1.3 (EML)** The extended modal logic language EML is defined by adding to a standard modal logic language ML the logical symbols \( \nabla, \triangle, \&, \bowtie \text{ and } \Box \). Be \( \Phi \) a well-formed formula (wff) in ML, and \( i \equiv (w_0, \ldots, w_n) \) in \( T \), then \( \Phi, \triangle \Phi, \nabla \Phi, \& \Phi, \bowtie \Phi, \triangle \Phi, \nabla \Phi, \& \Phi, \bowtie \Phi \) are wff's in EML. They are to be read as follows:

- \( \triangle \Phi \) : There exists an immediately succeeding time instance, at which \( \Phi \) holds.
- \( \nabla \Phi \) : There exists a time instance at which \( \Phi \) holds.
- \( \& \Phi \) : There exists a time interval during which \( \Phi \) holds.
- \( \bowtie \Phi \) : In the (current) time interval \( i \) there exists a time instance at which \( \Phi \) holds.

Analogously, we define the symbols \( \nabla, \square, \uparrow \text{ and } \square \) for universal quantification of time instances and intervals, respectively.

In the next section, we provide a semantics for EML terms and formulas.

## 6.2 A Model-Theoretic Semantics of EML

We define the semantics of EML in terms of Kripke structures and Kripke interpretations, which is a quite familiar technique for modal logic approaches. In the following, we write "<" for the accessibility relation \( \supset \) over \( T \) whenever it becomes clear from the context what is meant.

**Definition 6.2.1** A Kripke interpretation is a tuple \( M = (T, <, D, I) \), where the following holds:

1. \( T \) is a non-empty set of time-instances. \( W \) be the set of worlds in \( T \).
2. \( < \) is a (partial) binary relation on \( T \).
3. \( D \) is a non-empty set of individuals.
4. \( I \) is a function which maps each \( n \)-ary function symbol \( f \in F \) to an \( n \)-ary function \( f^M \) on \( D \) and each \( n \)-ary predicate symbol \( p \in P \) in each world \( w \in W \) to an \( n \)-ary relation \( p^w_M \) on \( D \), so that the following holds:

   (a) \( p^w_M \subseteq D^n \), if \( p \in P^I \) and
(b) $p^M_w = p^M_{w'}$ for all $w, w' \in \mathcal{W}$, if $p \in P$.

Note that $I$ defines a standard interpretation function for modal logics. Since worlds are the basic primitives of the language, $I$ is only defined over worlds. Interval formulas are interpreted by pulling them down to the worlds contained in the interval. As usual, function symbols have a fixed interpretation whereas predicate symbols are flexibly interpreted\(^1\). Next we define how terms and formulas are interpreted. As the reader will see this is quite similar to standard modal logics.

**Definition 6.2.2** Let $V$ be the set of all individual variables, and be $D$ the set of all individual constants. A variable assignment relating to a Kripke interpretation $M = (T, <, D, I)$ is a mapping $\alpha: V \to D$. The value $\alpha_w(x)$ of a term $x$ in a world $w \in T$ is defined as follows:

1. $\alpha_w(x) = \alpha(x)$ for $x \in V$.
2. $\alpha_w(f(t_1, \ldots, t_n)) = I(f)(\alpha_w(t_1), \ldots, \alpha_w(t_n))$, otherwise.

Here we consider only global variables\(^2\), i.e. the value of a term does not depend on the actual world.

**Definition 6.2.3** Let $M = (T, <, D, I)$ an interpretation, $\alpha$ an assignment function. $M, \alpha$ satisfy the formula $\Phi$ in a time instance $t_0 \in T$ if the following holds true:

1. $\Phi$ is an atomic formula $P(t_1, \ldots, t_n)$, and $I_{t_0}(P)(\alpha_{t_0}(t_1), \ldots, \alpha_{t_0}(t_n))$ holds (abrev. $(M, \alpha) \models_{t_0} P(t_1, \ldots, t_n)$).
2. $\Phi$ is $\neg \Phi_1$, and $(M, \alpha) \models_{t_0} \Phi_1$ does not hold.
3. $\Phi$ is $\Phi_1 \rightarrow \Phi_2$ and $(M, \alpha) \models_{t_0} \Phi_1$, then also $(M, \alpha) \models_{t_0} \Phi_2$.
4. $\Phi$ is $\Box \Phi_1$ and $t' \in T$ exists with $t_0 < t'$ : $(M, \alpha) \models_{t'} \Phi_1$ and there exists no $t'' \in T$ with $t_0 < t'' < t'$.
5. $\Phi$ is $\Diamond \Phi_1$ and $(M, \alpha) \models_{t_0} \Phi_1$ or a $t' \in T$ exists with $t_0 < t'$, such that $(M, \alpha) \models_{t'} \Phi_1$.
6. $\Phi$ is $\lozenge \Phi_1$ and $(M, \alpha) \models_{t_0} \Phi_1$ for $t_0 \in I$, or an $i \in I$ exists with $t_0 < i$, such that $(M, \alpha) \models_i \Phi_1$.
7. $\Phi$ is $\Box \Phi_1$ and $t_0 \in I$, with $t_0 \equiv \langle w_0, \ldots, w_n \rangle$ and a $w \in t_0$ exists, such that $(M, \alpha) \models_w \Phi_1$.
8. $\Phi$ is $\xi \Phi_1$ with $\xi \in \{ \lor, \land, \Rightarrow, \Leftrightarrow \}$, and $(M, \alpha) \models_{t_0} \neg \xi' \neg \Phi_1$, where $\xi'$ is the corresponding element to $\xi$ of $\{ \Delta, \lozenge, \lozenge, \lozenge \}$.

\(^1\)If we want to allow both fixed and flexible function symbols, the definition of $I$ must be extended (cf. [Brz89]).

\(^2\)If we would like to consider local variables as well, the assignment function $\alpha$ has to be modified, respectively.
The notions of semantic consequence and tautology are defined exactly as in classical modal logics. In the following, we will provide some examples in order to give an idea of the expressiveness of a formalism for knowledge representation based on EML.

**Example 6.2.4** Classical modal logics are typically restricted to inferences of the type 'Does a world exist in which a certain goal \( G \) holds?'. So we could ask if there exists a world in which the loading order of truck \( truck1 \) is empty. By using EML, more expressive inferences are possible:

1. There exists a time interval in which \( truck1 \) goes by train and in which its loading order is always empty:
   \[
   \models_t \Box (\Diamond \text{gobyTrain}(truck1) \land \text{loadingOrder}(truck1,[]))
   \]

2. There exists an interval \( i \) during which truck \( truck1 \) is dispatched at loading dock \( ramp1 \), and there exists no interval following directly to \( i \) in which \( truck1 \) stays at \( ramp1 \):
   \[
   \models_t \Diamond (\Diamond \text{atRamp}(truck1, ramp1)) \land \Box \neg (\Diamond \text{atRamp}(truck1, ramp1))
   \]

### 6.3 Integrating Interval Logic

In this section we describe how Allen's interval relations can be embedded into EML. We achieve this by means of a binary function \textbf{Access} which is globally defined. Its value at an arbitrary time instance \( t \) is a special \textbf{time value} associated to \( t \). For \( t \in I \) the time value consists of the first and last point of the interval, for \( t \in W \) it consists of two identical values. Intuitively, the time value is an abstract measure, which can be modelled e. g. by a real number or by an integer. \textbf{Access} allows to compare arbitrary worlds as regards the temporal relationship between these worlds, even if the accessibility relation is only partial. In the implementation of TRAM, a length value is assigned to each edge in the graph of worlds, and the time value of a world computes as the sum of the edges starting from the current world. Now, we formally extend the notion of interpretation by the \textbf{Access} function:

**Definition 6.3.1** An interpretation is a tuple \( M' = ((T, <, D, I), \text{Access}) \) where \((T, <, D, I)\) corresponds to the interpretation of definition 6.2.1, and the function \textbf{Access}: \( V^2 \rightarrow X^2 \) defines the access to a time instance.

Now, we are able to define the thirteen Allen relations as binary predicates over the time values. The transformation of the relation into a representation based on instants rather than intervals, and the axiomatization for the set of natural numbers do not cause serious problems. Therefore, we desist from a more detailed description of this issue and refer to literature (e. g. [Ram88]). Rather more, we provide some examples taken from our loading-dock scenario to illustrate the usefulness of EML:

In the following examples we show how several patterns of synchronization of resources between agents can be represented by using EML.
1. The first example shows how the synchronization of shared resources can be represented using EML. Assume that two trucks $truck_1$ and $truck_2$ have to meet at the loading-station $station_1$ in order to take the train together. So we can ask whether there is a time interval in the future (starting from time $t$) where the trucks $truck_1$ and $truck_2$ are both at the station? (This is the precondition for them to use the shared resource train.)

$$\models_t \Diamond (at\_station(truck_1, station_1)) \land \Box (at\_station(truck_2, station_1)) \land equals(X_1,Y_1,X_2,Y_2)$$

$$\land Access(X_1,Y_1) \land Access(X_2,Y_2)$$

2. In many applications agents which independently pursue their own goals have access to common resources which may only be used exclusively. This access has to be synchronized. In our loading-dock example the loading ramps can be considered as exclusive resources, since at most one agent (truck) is allowed to stay at a ramp $ramp_1$ at time $t$. So we could ask in EML, whether a world exists starting from time $t$ in which both $truck_1$ and $truck_2$ have achieved their goals and the access to the ramp $ramp_1$ has been scheduled:

$$\models_t \Box_f (goal\_achieved(truck_1)) \land \Box_p (at\_ramp(truck_1, ramp_1) \land Access(X_1,Y_1))) \land $$

$$\land \Box_f (goal\_achieved(truck_2)) \land \Box_p (at\_ramp(truck_2, ramp_1) \land Access(X_2,Y_2))) \land $$

$$(after(X_1,Y_1,X_2,Y_2) \lor before(X_1,Y_1,X_2,Y_2))$$
Chapter 7

The Knowledge Representation System Tram

In this section we develop a computational model of EML which is based on PROLOG. We presume that the reader be familiar with this language and with standard logic programming in general (cf. [CM81, SS86] for PROLOG [Llo84] for logic programming). After giving a more informal idea of how Tram works, we will specify an operational semantics for Tram 7.1 and a compilation scheme for Tram programs into PROLOG programs 7.2. Section 7.3 recalls our loading-dock scenario presented in chapter 5 and outlines a solution to it.

The implementation of modal logic propositions is coupled with the representation of different worlds and of properties associated to these worlds. In Tram we describe those worlds by constant declarations $w_0$, $w_1$ etc. together with a unary predicate $world/1$. The properties (valid propositions) of a world $w_i$ are represented by PROLOG clauses. Propositions which are valid in any world are bound to a variable world name.

The modal logic accessibility relation defines a partial order on the graph of worlds, i.e. it defines which worlds are reachable (in the future or past) from a given world. We express this in Tram by defining edges between worlds using a predicate $edge/2$. Apart from considering worlds that actually exist, Tram allows us to compute possible worlds starting from the current world. For this purpose, we define transition operators with preconditions and postconditions, which allow transitions between worlds if their preconditions are satisfied. A world which has been computed this way is identified by the list of operators applied successively beginning from the current world. In order to be able to decide which predicates hold in computed worlds, the effects of the application of a transition operator must be defined by its postcondition. We can define both primitive transition operators (POs) and macro transition operators (MO). MOs can be constructed as sequences of POs, and they can be arbitrarily nested. Since MOs define sequences of worlds, representing an interval by an MO is a very natural idea.

Note, that expanding worlds by using operators does not cause new facts to be added to the knowledge base. Rathermore, since the computation of a world $w_i$ is decoded into the world name as the path of applied operators, the truth of formulas in $w_i$ can be computed by the
name of \( w \). For formulating queries, TRAM provides predicates such as \( \text{f.diamond.trans}/2 \), whose first argument is a goal clause, and whose second argument is bound to the name of a world for which the query could be proved (if such a world exists).

At the end of this informal motivation, we should mention how propositions depending on specific worlds are actually handled in TRAM. Each clause of a TRAM program is translated into a PROLOG clause by using a binary function \textit{reify}, which adds to each clause an argument representing the world the clause refers to. This will become more apparent in section 7.2 where we define a compilation scheme for TRAM.

## 7.1 An Operational Semantics of TRAM

In this section we present a scheme of computation for our knowledge representation language TRAM which is based on the extended modal logic EML we introduced in chapter 6. Since we intend a modal logic representation, world indices \( W \) are attached to goals in order to express that the evaluation of a program depends on the current world \( W \). In TRAM a distinction is made between two kinds of program clauses: the first one declares transition operators modifying the world and is represented by \( H := B' \), the second one defines the usual program clauses which associate propositions to worlds. It is represented \( H \leftarrow B' \) as we know it from PROLOG. \( H \) is a Goal \( G_w \), \( B' \) is a body goal which can be either \( \{ \text{true}, G_w, (B', B''), \neg B', (\odot B')_w \} \). \( G \) represents an atom, \( W \) a world name, \( B', B'' \) are body goals, and \( \odot \) stands for an arbitrary element of \( \{ \triangle_f, \nabla_f, \square_f, \diamond_f, \heartsuit_f, \spadesuit_f, \clubsuit, \Diamond_p, \nabla_p, \square_p, \diamond_p, \heartsuit_p, \spadesuit_p, \clubsuit \} \). For the sake of simplicity we write \( H \leftarrow \) as an abbreviation of \( H \leftarrow \text{true} \).

Central notions for the operational semantics we provide in the following are \textit{substitution}, \textit{unifier}, and \textit{most general unifier (mgu)}. They are defined exactly as it is the case in PROLOG. Since world arguments are represented by PROLOG data structures (i.e. lists), it makes sense to talk about the mgu of two worlds, and this mgu (if it exists) can be computed by the standard PROLOG unification algorithm. Now, we define the operational semantics of a TRAM program.

**Definition 7.1.1 (Operational semantics of TRAM)** Be \( P \) a TRAM program, \( G \) a goal, \( \sigma \) a substitution. \( G \) is a logical consequence of \( P \) under \( \sigma \) (\( P \vdash_\sigma G \)) if \( P \cup G \) is contradictory under \( \sigma \). The following cases must be considered:

1. \( G = \text{true} \), with \( \sigma \) is the empty substitution

2. \( G = B_w \), with \( H'_w, \leftarrow B' \in P \) and \( \sigma' = \text{mgu}(B_w, H'_w) \) and \( P \vdash \sigma'(B') \) under \( \sigma \)

---

1The implicit representation of applications of operators establishes our solution of the frame-problem
3. $G = (B', B'')$, with $P \models B'$ under $\sigma'$
   and $P \models \sigma'(B'')$ under $\sigma$

4. $G = (\neg B)$, with there ex. no $\sigma' : P \models B$ under $\sigma'$
   and $\sigma$ is the empty substitution

5. $G = (\bigcirc_f B)_W$, with $P \models \neg(\bigcirc_f \neg B)_W$ under $\sigma$

6. $G = (\bigodot B)_W$, with $P \models B_W$ under $\sigma$
   or $MOpw := B' \in P$
   and $W = \sigma'(MOpw')$
   and $\sigma' = \text{mgu}(W'', W')$
   and $P \models \text{prove}^*(B, \sigma'(W'), \sigma'(B'))$ under $\sigma$

7. $G = (\bigtriangleup_f B)_W$, with $P \models \text{edge}^*(W, W')$ under $\sigma'$
   and $P \models \sigma'(B_{W'})$ under $\sigma$

8. $G = (\bigtriangleup_f B)_W$, with $P \models \text{edge}^*(W, W')$ under $\sigma'$
   and $P \models \sigma'(B_{W'})$ under $\sigma$

9. $G = (\blacklozenge_f B)_W$, with $P \models \text{edge}^*(W, W')$ under $\sigma'$
   and $P \models \sigma'(B_{W'})$ under $\sigma$

10. $G = \text{edge}^*(W, W')$, with $\sigma = \text{mgu}(W, W')$

11. $G = \text{edge}^*(W, W')$, with $P \models \text{edge}(W, W'')$ under $\sigma'$
   and $P \models \text{edge}^*(\sigma'(W''), \sigma'(W'))$ under $\sigma$

12. $G = \text{edge}(W, W')$, with $Opw := B \in P$
    and $\sigma' = \text{mgu}(W, W'')$
    and $P \models \sigma'(B)$ under $\sigma$
    and $W' = \sigma'(Opw)$

13. $G = \text{prove}^*(B, W, (B', B''))$, with $P \models \text{prove}(B, W, B')$ under $\sigma$
    or $P \models \text{prove}^*(B, W, B'')$ under $\sigma$

14. $G = \text{prove}(B, W, Opw')$, with $\text{edge}(W, W')$ under $\sigma'$
    and $W' = \sigma''(\sigma'(Opw'))$
    and $P \models \sigma''(\sigma'(B_{W'}))$ under $\sigma$

$\bigodot$ stands for an arbitrary element of the set $\{\circ,f,\bullet,f,\otimes\}$, $\otimes$ stands for the element corresponding to $\otimes$ of $\{\bigtriangleup,f,\blacklozenge,f,\bigodot\}$. $P$ represents the current set of TRAM clauses, $W, W', W''$, and $W'''$ are world names (world arguments), $G$ is a goal, $B, B'$, and $B''$ are body goals. $Opw$ and $MOpw$ are clause headers declaring primitive and macro operators, respectively. $Opw$ (resp. $MOpw$) denotes concatenation. Intuitively, it means that the
world named OpW (OpMW) is accessed starting from a world W using the operator Op. The modal operators \( \{ \nabla_p, \square_p, \Box_p, \Diamond_p, \Diamond_p \} \), which allow statements about the past can be defined analogously.

Note that 1) ... 4) correspond to PROLOG SLD resolution. The index \( W \) in case 2) merely expresses that the clause depends on an additional world argument. Case 5) treats the modal-logic rules of double negation for box operators. Cases 6) ... 9) maintain the diamond operators using the meta-predicates edge, edge’, prove, and prove’. In cases 10) ... 14) the semantics of the meta-predicates edge, edge’, prove, and prove’ is defined. edge(\( W, W' \)) specifies an edge connecting two worlds \( W \) and \( W' \) in the graph of worlds. The predicate prove(\( G, W, W' \)) succeeds if the goal \( G \) can be proved in a world \( W' \) starting from the current world \( W \).

### 7.2 A Horizontal Compilation Scheme for TRAM Programs

In this section we provide a formal scheme for compiling TRAM clauses into PROLOG. The basic idea is to transform each \( n \)-ary TRAM goal \( p(t_1, \ldots, t_n)_W \) into an \( (n+1) \)-ary PROLOG goal \( p(t_1, \ldots, t_n, W) \), whose last argument \( W \) represents the modality, i.e. the world. The compilation itself is performed by the procedure \( C \). The function \( \text{reify} \) defines the way a single TRAM-goal is transformed:

**Definition 7.2.1** The function \( \text{reify} \) maps each TRAM goal \( p(t_1, \ldots, t_n)_{W_1, \ldots, W_k} \) to a PROLOG goal \( p(t_1, \ldots, t_n, W_1 \bullet \ldots \bullet W_k) \) as follows:

\[
\text{reify}(p(t_1, \ldots, t_n)_{W_1, \ldots, W_k}) := p(t_1, \ldots, t_n, W_1 \bullet \ldots \bullet W_k).
\]

Here, the function symbol \( \bullet \) symbolizes the concatenation of world arguments.

**Example 7.2.2** Be \( Q_{W_1} \) the goal \( \text{on}(a, b)_{w_0} \) and \( R_{W_2} \) the goal \( \text{on\_table}(X)_{\text{putdown}(X), W} \). \( \text{reify} \) translates \( Q_{W_1} \) and \( R_{W_2} \) as follows:

\[
\text{reify}(\text{on}(a, b)) \Rightarrow \text{on}(a, b, w_0).
\]

\[
\text{reify}(\text{on\_table}(X)_{\text{putdown}(X), W} \Rightarrow \text{on\_table}(X, \text{putdown}(X) \bullet W)).
\]

In the current implementation the world argument is represented as a list containing the start world and the sequence of operator application.

In the following we explain how a TRAM program is translated into a PROLOG program. The procedures \( C, C' \) and \( C'' \) actually define the horizontal compilation scheme for TRAM programs. In \( C \) a distinction is made between operator declarations and ‘normal’ program clauses. \( C' \) and \( C'' \) perform the translation of the different goals.
Definition 7.2.3 The procedure $C$ maps the set of TRAM clauses TCL to the set of horn clauses HCL. $C : \text{TCL} \rightarrow \text{HCL}$ is defined as follows:

$$C[cl] := \begin{cases} 
\text{op}(\text{POp}, W') \leftarrow C''[B] & \text{for } cl = (\text{POp}_w := B) \\
\text{op}(\text{reify}(\text{MOp}_w), W') \leftarrow C''[B, W, W'] & \text{for } cl = (\text{MOp}_w := B) \\
C''[H] \leftarrow C''[B] & \text{for } cl = (H \leftarrow B)
\end{cases}$$

$W$ is a new variable, POp is a primitive operator declaration, and MOp is a macro operator declaration.

The first case in the above definition handles the declaration of a primitive operator. The corresponding body $B$ is processed by the procedure $C'$. $B$ consists of conditions that have to be satisfied in a world where the operator shall be applied. In the case of declarations of macro operators (case 2) also primitive operators can be applied. Therefore, such a body is translated by a special procedure $C''$.

Definition 7.2.4 The auxiliary functions $C'$ and $C''$ map each body goal $B$ to a new body goal $HB$. $C'$ is defined as follows:

$$C'[B] := \begin{cases} 
\text{true} & \text{for } B = \text{true} \\
\text{reify}(B) & \text{for } B = G_w, \quad G \text{ term} \\
C'[B'], C''[B''] & \text{for } B = (B', B'') \\
\neg C'[B'] & \text{for } B = \neg B' \\
\neg C'[(\ominus f, \neg B')_W] & \text{for } B = (\ominus f B')_W \\
\text{edge}(W, W'), C''[B'_W] & \text{for } B = (\bigtriangleup f B')_W \\
\text{edge}*(W, W'), C''[B'_W] & \text{for } B = (\bigtriangleup p B')_W \\
\text{edge}*(W, W'), C''[B'_W] & \text{for } B = (\bigtriangleup f B')_W \\
(C''[B'_W]) & \text{for } B = (\bigtriangleup p B')_W \\
(W = \text{MOp} \cdot W', C'[B'_W], \text{edge}^*(W'_1, W)) & \text{for } B = (\bigtriangleup B')_W \\
\text{edge}^*(W'_1, W) & \text{and there ex. (MOp} \leftarrow \text{Mbody})
\end{cases}$$

In the above definition, $\ominus$ stands for an arbitrary element of the set \{\frown f, \square f, \blacksquare f, \lozenge\}, $\otimes$ stands for the element corresponding to $\ominus$ of \{\frown f, \bigtriangleup f, \bullet f, \lozenge\}.

If $B$ is an atomar body goal $B = G_w$, the corresponding world argument is simply appended by means of the function reify. If the body goal has the form $B = (\bigtriangleup f B')_W$, the existence of exactly one edge (edge$(W, W')$) in the graph of worlds directed to the future is required, and the corresponding goal $B'_W$ is processed in the new world. For $B = (\bigtriangleup f B')_W$, the existence of at least one edge pointing to the future is required. If $B = (\bigtriangleup B')_W$, $W$ is expected to be
an interval. There are two possibilities to prove \( B'_{W'} \). Firstly, \( B'_{W'} \) may ensue directly from applying a macro as a normal transformation operator, and thus follow from the current world. Secondly, it can follow from one of the worlds contained in the interval.

The function \( C'' \) provides the translation of macro operators and their corresponding body goals. In the body of a macro declaration we make a distinction between calls to primitive operators, which have to be translated separately, and other conditions which can be processed by \( C'' \) itself:

\[
C''[B, W, W_b] := \begin{cases} 
  C''[B_1, W, W_1], C''[B_2, W_1, W_b] & \text{for } B = (B_1, B_2) \\
  op(POp, W), W_b = POp \cdot W & \text{for } B = POp \\
  C'[B_W], W_b = W & \text{otherwise}
\end{cases}
\]

Finally, we will spend a few words on the actual Tram run-time system. It solely consists of two predicates \( edge \) and \( edge^* \):

- \( edge^*(W, W') \leftarrow edge(W, W'') \), \( edge^*(W'', W') \)
- \( edge(W, Op \cdot W) \leftarrow op(Op, W) \)

Intuitively, \( edge(W, W') \) finds an edge from one world \( W \) to a next possible world \( W' \), if such an edge exists. This depends on whether there is an operator declaration whose operator \( Op \) can be applied. Then the operator and the world argument are concatenated to the new world argument \( Op \cdot W \). The first case of the specification of \( edge^* \) is necessary because of the reflexivity of the accessibility relation, i.e. since the current world is always a possible world.

### 7.3 Recalling the Loading Dock Scenario

This section contains excerpts of a Tram program representing the loading-dock scenario basically defined in section 5. Figure 7.1 contains some parts of the corresponding Tram database. Some definitions of primitive and macro operators with pre- and postconditions are shown. The primitive operator \( \text{moveToRamp}(Agent, Ramp) \) can be applied if the Agent has to load or to unload something at the ramp, if it has not just moved back from the ramp in the previous world (this is to avoid trivial circularities), and if it has already entered the loading-dock area, but is not yet at the ramp. After preforming move to ramp, in the new world, it is true that the Agent is at the ramp and can now perform its loading or unloading job.

A crucial concept is that of macro operators, which can be defined as compositions of simple operators. Thus, macro operator \( \text{getGoods} \) is defined by first moving to the ramp, then loading, and finally moving back from the ramp. Thus, the macro operator defines an interval consisting of a starting world, two intermediate worlds defined by applying \( \text{moveToRamp} \) to the starting world and by applying \( load \) to this world, respectively, and of a final world.
Loading Dock Scenario: Source Code

% Preconditions for a truck moving to a loading dock

prim_op(moveToRamp(Agent, LoadingDock)) :-
  isAgent(Agent), isRamp(LoadingDock),
  not done(moveBack(Agent, LoadingDock)),
  entered(Agent, LoadingDock), not atRamp(_, LoadingDock),
  hasToLoadAtRamp(Agent, LoadingDock).

% Preconditions for a truck being loaded

prim_op(load(Agent, LoadingDock)) :-
  isAgent(Agent), isRamp(LoadingDock),
  atRamp(Agent, LoadingDock), hasToLoadAtRamp(Agent, LoadingDock).

% Preconditions for a truck moving away from a loading dock

prim_op(moveBack(Agent, LoadingDock)) :-
  isAgent(Agent), isRamp(LoadingDock),
  not done(moveToRamp(Agent, LoadingDock)), atRamp(Agent, LoadingDock).

% Macro operators

macro_op(getGoods(Agent, LoadingDock)) :-
  moveToRamp(Agent, LoadingDock),
  load(Agent, LoadingDock),
  moveBack(Agent, LoadingDock).

% Postconditions of the operators moveToRamp, load, moveBack, getGoods

moveToRamp(Agent, LoadingDock). done(moveToRamp(Agent, LoadingDock)).
moveToRamp(Agent, LoadingDock). atRamp(Agent, LoadingDock).
moveToRamp(Agent, LoadingDock). loadingOrder(A, 0).-
  loadingOrder(A, 0).
load(Agent, LoadingDock). atRamp(Agent, LoadingDock).
load(Agent, LoadingDock). loadingOrder(A, NewOrder).-
  loadingOrder(A, OldOrder),
  {delete(OldOrder, (LoadingDock, Good), NewOrder)}.
moveBack(Agent, LoadingDock). isDriving(Agent).
moveBack(Agent, LoadingDock). done(moveBack(Agent, LoadingDock)).
moveBack(Agent, LoadingDock). loadingOrder(A, 0).-
  loadingOrder(A, 0).
getGoods(Agent, LoadingDock). isDriving(Agent).
getGoods(Agent, LoadingDock). loadingOrder(A, NewOrder).-
  loadingOrder(A, OldOrder),
  {delete(OldOrder, (LoadingDock, Good), NewOrder)}.

:- prolog.
thisWorld(W,W).

Figure 7.1: A TRAM database for the Loading Dock Scenario
after applying the macro. By mapping time values (durations) to the single actions, we can formulate how much time has passed by going from the start world to the end world of the interval.

In figure 7.2, a possible start world for the loading dock scenario is described. In this start world, both trucks truck1 and truck2 are driving and have orders to accomplish. Moreover, there are some propositions true in any world (expressed by the variable world name EveryWorld. E.g. both trucks are agents, for both trucks station2 is the target station, and the only way to reach station2 from station1 is by taking the train. By the way, it seems the only way to reach station2 at all.

```
%************************************************%%%% WORLD PREDICATES ... %************************************************%%%%

:- world( startWorld ).
isDriving( truck1 ).
loadingOrder( truck1,[( loadingdock1, g11 ),( loadingdock2, g21 )] ).
isDriving( truck2 ).
loadingOrder( truck2,[( loadingdock1, g12 ),( loadingdock2, g22 )] ).

:- world( EveryWorld ).
isAgent( truck1 ).
hasToGoByTrain( truck1, station1, station2).
isTargetStation( truck1, station2 ).

isAgent( truck2 ).
hasToGoByTrain( truck2, station1, station2 ).
isTargetStation( truck2, station2 ).

isRamp( loadingdock1 ).
isRamp( loadingdock2 ).
isTrainRamp( station1 ).
isTrainRamp( station2 ).

hasToLoadatRamp( Agent, LoadingDock ) :-
isAgent( Agent ), isRamp( LoadingDock ), loadingOrder( Agent, List ),
(member( (LoadingDock,Good), List )). %%% This goal invokes original PROLOG

Figure 7.2: A TRAM Starting World

Finally, in figure 7.3, we provide a query to the TRAM system delivering a world in which a task schedule has been achieved where 'wait states' of trucks at ramps are avoided and the two trucks finally meet at the station to board the train. Note that the variables Res1 and Res2 incorporate the 'plans' for truck1 and truck2, respectively, i.e. the sequence of actions which transmit them into a world in which their goals are fulfilled. A listing of the complete solution to the problem can be found in Appendix A.
% TRAM query ensuring a scheduling of the two trucks. The predicates
% f_diamond_trans and p_full_diamond_trans correspond to the EML operators
% defined previously.

?- f_diamond_trans(orderDelete(truck1), Res1, startWorld),
   f_diamond_trans(orderDelete(truck2), Res2, startWorld),
   not( p_full_diamond_trans(
       (thisWorld(C1), (C1 = [getGoods(truck1, RampI,_,_)]_)),
       (C2 = [getGoods(truck2, RampI,_,_)]_), Res2),
       C1 equal C2), _, Res1).

%********************* Answer Variable Bindings *********************
Res1 = unload(truck1). goByTrain(truck1, rampT2, [useTrain(truck1, rampT1, rampT2), changeToTrain(truck1, rampT1)]).
       getGoods(truck1, ramp1, [moveBack(truck1, ramp1), load(truck1, ramp1), moveToRamp(truck1, ramp1)])
       .
       getGoods(truck1, ramp2, [moveBack(truck1, ramp2), load(truck1, ramp2), moveToRamp(truck1, ramp2)])
       .
       driveTo(truck1, ramp1).
       driveTo(truck1, ramp2). startWorld.
Res2 = unload(truck2). goByTrain(truck2, rampT2, [useTrain(truck2, rampT1, rampT2), changeToTrain(truck2, rampT1)]).
       getGoods(truck2, ramp1, [moveBack(truck2, ramp1), load(truck2, ramp1), moveToRamp(truck2, ramp1)])
       .
       getGoods(truck2, ramp2, [moveBack(truck2, ramp2), load(truck2, ramp2), moveToRamp(truck2, ramp2)])
       .
       driveTo(truck2, ramp1).
       driveTo(truck2, ramp2). startWorld.
C1 = _161, RampI = _205, C2 = _258

Figure 7.3: A Query to the TRAM System
Chapter 8

Conclusion and Outlook

Conclusion

In this paper we have tried to provide an overview on some current existing approaches on the representation of temporal knowledge. After presenting some important work on this subject, we described the CHRONOLOG temporal programming language and the TRAM system for the representation of temporal knowledge based on CHRONOLOG. TRAM integrates two different concepts of time: one based on modal logics and another one related to intervals of time. We have shown how intervals can be represented as connected sequences of worlds in the graph of possible worlds. We have provided a formal treatment of this approach by integrating a semantics of intervals into a standard modal temporal logics, and we have given an operational semantics for our system. Moreover, we have shown how the system can be implemented on top of a PROLOG system by defining a horizontal compilation scheme. We have demonstrated the usefulness of our system by giving an example which involves synchronization and coordination in a multi-agent scenario.

Outlook

From our current work quite a few new directives have arisen which will determine our future work in temporal logics. First, the combinatorial explosion caused by the operators which can be used to expand new worlds is a serious problem which appears in many areas in AI. It will force us to find and to apply intelligent methods of restricting the search space. The detection of cycles, the use of goal-driven search techniques, and the declaration of constraints by the user are possible steps in this direction. Second, due to our work in the field of multi-agent systems (cf. [BG88, GH89, DM90, DM91] for an overview), we will have to conduct further examinations on the role time plays with respect to multi-agent knowledge representation, distributed control and planning, as well as the coordination of the actions of different agents. The small example we presented in section 5 gives an idea of some of the possibilities contained in this field. After all, understanding the mystery of time continues to be one of the very fascinating challenges for human research.
Appendix A

The TRAM Solution for the Loading Dock Example

%=========================================================================%
% A loading dock scenario
%
%=========================================================================%

%******************************************
%************ Prim_ops ... ************ *
%******************************************

% An agent can DRIVE TO a LoadingPlatform, if
% it has to load something there
% it is driving
% and it did not come from this LoadingPlatform in the world before

prim_op( driveTo( Agent, LoadingPlatform ) :-
  isAgent( Agent ),
  isRamp( LoadingPlatform ),
  isDriving( Agent ),
  not done( driveTo( Agent, LoadingPlatform ) ),
  hasToLoadAtRamp( Agent, LoadingPlatform ).

% An agent can only be UNLOADED, if
% it stays at this LoadingPlatform
% this LoadingPlatform is its target LoadingPlatform
% it has nothing to load anywhere else.

prim_op( unload(Agent)) :-
isAgent( Agent),
isTargetRamp( Agent, LoadingPlatform ),
atRamp( Agent, LoadingPlatform ).  

%--------------------------------------------------------------------------
%
% It can only become LOADED, if
% it stays at this LoadingPlatform
% it still has to load something there

prim_op( load( Agent, LoadingPlatform )) :-
isAgent( Agent),
isRamp( LoadingPlatform ),
atRamp( Agent, LoadingPlatform ),
hasToLoadAtRamp( Agent, LoadingPlatform ).

%--------------------------------------------------------------------------
%
% It can only MOVE TO THE LoadingPlatform, if
% it has entered the loading dock,
% there is no other agent staying at the LoadingPlatform,
% it has the order to load some goods at this LoadingPlatform
% it did not move back from the Platform the world before

prim_op( moveToRamp( Agent, LoadingPlatform)):−
isAgent( Agent ),
isRamp( LoadingPlatform),
not done(moveToRamp( Agent, LoadingPlatform)),
entered( Agent, LoadingPlatform ),
not atRamp( _, LoadingPlatform ),
hasToLoadAtRamp( Agent, LoadingPlatform ).

%--------------------------------------------------------------------------
%
% It can only MOVE AWAY FROM THE LoadingPlatform, if
% it stays there now

prim_op(moveBack( Agent, LoadingPlatform)):-
isAgent( Agent ),
isRamp( LoadingPlatform),
not done(moveBack( Agent, LoadingPlatform)),
atRamp( Agent, LoadingPlatform ).

%--------------------------------------------------------------------------
%
% An agent has to CHANGE to TRamp, if
% it is already driving
% its order is to go by train from this TRamp
% its loadingOrder is empty

prim_op( changeToTrain( Agent, TRamp )):-
isAgent( Agent),
isTrainRamp( TRamp ),
isDriving( Agent ),
loadingOrder( Agent, []),
hasToGoByTrain( Agent, Tramp, ToTRamp).

% An agent can only USE THE TRAIN, if
% it has to use it
% it sits in a train

prim_op( useTrain( Agent, FromTRamp, ToTRamp )):-
isAgent( Agent),
isTrainRamp( FromTRamp ),
isTrainRamp( ToTRamp ),
sitInTrain( Agent, FromTRamp ),
hasToGoByTrain( Agent, FromTRamp, ToTRamp).

% It can only wait, if it stays in the loading dock; not at the ramp!!!

prim_op( wait( Agent )):-
isAgent( Agent ), not atRamp( Agent, Goods), not done(wait(Agent)).

%--------------------------------------------------------------------------
%----------------------------------------------------------------------
%----------------------------------------------------------------------
%----------------------------------------------------------------------
%----------------------------------------------------------------------
%----------------------------------------------------------------------
%---------------------------------------------------------------
%---------------------------------------------------------------
%---------------------------------------------------------------
%---------------------------------------------------------------
%---------------------------------------------------------------
%---------------------------------------------------------------

macro_op( getGoods( Agent, LoadingPlatform ) ) :-
moveToRamp( Agent, LoadingPlatform),
load( Agent, LoadingPlatform),
moveBack( Agent, LoadingPlatform ).

macro_op( goByTrain( Agent, ToTRamp ) ) :-
changeToTrain( Agent, FromTRamp),
useTrain( Agent, FromTRamp, ToTRamp ).

%--------------------------------------------------------------------------
%----------------------------------------------------------------------
%----------------------------------------------------------------------
%----------------------------------------------------------------------
%----------------------------------------------------------------------
%----------------------------------------------------------------------
%---------------------------------------------------------------
%---------------------------------------------------------------
%---------------------------------------------------------------
%---------------------------------------------------------------
%---------------------------------------------------------------
%---------------------------------------------------------------
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:- world( startWorld ).
isDriving( truck1 ).
loadingOrder( truck1,[( LoadingPlatform1, g1l ),( LoadingPlatform2, g21 )] ).

:- world( startWorldTruck2 ).
isDriving( truck2 ).
loadingOrder( truck2,[( LoadingPlatform1, g12 ),( LoadingPlatform2, g22 )] ).

:- world( EveryWorld ).
isAgent( truck1 ).
hasToGoByTrain( truck1, rampT1, rampT2 ).
isTargetRamp( truck1, rampT2 ).

isAgent( truck2 ).
hasToGoByTrain( truck2, rampT1, rampT2 ).
isTargetRamp( truck2, rampT2 ).

isRamp( LoadingPlatform1 ).
isRamp( LoadingPlatform2 ).
isTrainRamp( rampT1 ).
isTrainRamp( rampT2 ).

hasToLoadAtRamp( Agent, LoadingPlatform ) :-
isAgent( Agent ),
isRamp( LoadingPlatform ),
loadingOrder( Agent, List ),
{member( (LoadingPlatform,Good), List )}. %%% This goal invokes original PROLOG

driveTo( Agent, LoadingPlatform ).entered( Agent, LoadingPlatform ).
driveTo( Agent, LoadingPlatform ).done( driveTo( Agent, LoadingPlatform ) ).
driveTo( Agent, LoadingPlatform ).loadingOrder( A, 0 ) :-
loadingOrder( A, 0 ).

moveToRamp( Agent, LoadingPlatform ).done(moveToRamp( Agent, LoadingPlatform )).
moveToRamp( Agent, LoadingPlatform ).atRamp( Agent, LoadingPlatform ).
moveToRamp( Agent, LoadingPlatform ).loadingOrder( A, 0 ) :-
loadingOrder( A, 0 ).

load( Agent, LoadingPlatform ).atRamp( Agent, LoadingPlatform ).
load( Agent, LoadingPlatform ).loadingOrder( Agent, NewOrder ) :-
loadingOrder( Agent, OldOrder ),
{delete( OldOrder, (LoadingPlatform,Good), NewOrder )}. %%% ...
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moveBack( Agent, LoadingPlatform).isDriving( Agent ).
moveBack( Agent, LoadingPlatform).done( moveBack( Agent, LoadingPlatform))
moveBack( Agent, LoadingPlatform).loadingOrder( A, 0 ) :-
    loadingOrder( A, 0 ).

unload(Agent).orderDelete( Agent ).

changeToTrain( Agent, TRamp).sitInTrain( Agent, TRamp).
changeToTrain( Agent, TRamp).loadingOrder( A, 0 ):-
    loadingOrder( A, 0 ).

useTrain( Agent, FromTRamp, ToTRamp ).atRamp( Agent, ToTRamp).
useTrain( Agent, FromTRamp, ToTRamp ).loadingOrder( A, 0 ):-
    loadingOrder( A, 0 ).

goByTrain( Agent, ToTRamp ).atRamp( Agent, ToTRamp).
goByTrain( Agent, ToTRamp ).loadingOrder( A, 0 ):-
    loadingOrder( A, 0 ).

getGoods( Agent, LoadingPlatform).isDriving( Agent ).
getGoods( Agent, LoadingPlatform).loadingOrder( Agent, NewOrder ):-
    loadingOrder( Agent, OldOrder),
    {delete( OldOrder, (LoadingPlatform,Good), NewOrder)}. %%% ... :
    prolog.

thisWorld(W,W).
cconsult(loadingDock).
ccompile(loadingDock).

switch_to_world( startWorld ).
switch_to_world( startWorldTruck2 ).

apply( moveToRamp( Agent,X)).
apply( load( Agent, Ramp ) ).
apply( unload( Agent, Ramp ) ).
apply( moveBack( Agent,Y ) ).
apply( driveTo( Agent, ramp1 )).
apply( driveTo( Agent, ramp2 )).
apply( changeToTrain( Agent, TRamp)).
apply( useTrain( Agent, FromRamp, ToRamp)).
apply( getGoods( Agent, Ramp,_ )).
apply( goByTrain( Agent, ToTRamp,_ )).

now( entered( Agent, Ramp ) ).
now( atRamp( Agent, Ramp ) ).
now( isDriving(Agent)).
now( loadingOrder( Agent, Order )).
now( hasToGoByTrain( Agent, Start, Goal )).
now( isTargetRamp(Agent, Ramp)).
now( hasToLoadAtRamp( Agent, Ramp )).
now( orderDelete(Agent))

f_diamond_trans( orderDelete(Agent), W, startWorld).

%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%% Compound goals %%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
%------------------------------------------------------------------------------------

Query One:

Is there a World (Res1) in the future of (startWorld) in which
"orderDelete( truck1 )" holds true and
is there a world (Res2) in the future of (startWorldTruck2) in which
"orderDelete( truck2 )" holds true
and is there an interval (W1) in the past of the world (Res1), which has been
created using "goByTrain(...)"
and is there an interval (W2) in the past of world (Res2), which has been
created using "goByTrain(...)"
such that the intervals W1 and W2 are equal.

f_diamond_trans( orderDelete(truck1), Res1, startWorld),
f_diamond_trans( orderDelete(truck2), Res2, startWorldTruck2),
p_full_diamond_trans( thisWorld( W1 ), _, Res1),
   W1 = [goByTrain( truck1, rampT2, _ ) | _],
p_full_diamond_trans( thisWorld( W2 ), _, Res2),
   W2 = [goByTrain( truck2, rampT2, _ ) | _],
   W1 equal W2.

%------------------------------------------------------------------------------------

Query Two

% For no ramp (Ramp) there exist intervals (World_21) and (World_22) in the past
% of (Res1) and (Res2), which have been created by "getGoods" and between which
% the relations "" and "" hold. The predicates f_diamond_trans and p_full_diamond_tran:
% correspond to the EML operators defined previously.

f_diamond_trans( orderDelete(truck1), Res1, startWorld),
f_diamond_trans( orderDelete(truck2), Res2 , startWorldTruck2),
not( p_full_diamond_trans(
    (thisWorld( C1 ),
    { C1 =getGoods(truck1,Ramp1,_)|_ },
    p_full_diamond_trans( (thisWorld( C2 ),
    { C2= getGoods(truck2,Ramp1,_) |_ } ) ,_,Res2),
    C1 equal C2
 ) ) ,_,Res1)
).

Result of the second query:
================================

** (2764) 0 Call: getGoods(truck1,ramp1,
    [moveBack(truck1,ramp1),load(truck1,ramp1),moveToRamp(truck1,ramp1)])
    .driveTo(truck1,ramp1)
    .getGoods(truck1,ramp2,
    [moveBack(truck1,ramp2),load(truck1,ramp2),moveToRamp(truck1,ramp2)])
    .driveTo(truck1,ramp2)
    .startWorld
    equal
    getGoods(truck2,ramp1,
    [moveBack(truck2,ramp1),load(truck2,ramp1),moveToRamp(truck2,ramp1)])
    .driveTo(truck2,ramp1)
    .getGoods(truck2,ramp2,
    [moveBack(truck2,ramp2),load(truck2,ramp2),moveToRamp(truck2,ramp2)])
    .driveTo(truck2,ramp2)
    .startWorldTruck2  ? 1

** (2940) 2 Call: relation(6,6,8,8,equal) ? 1
** (2940) 2 Exit: relation(6,6,8,8,equal) ?

====== First successful search, after which the world (Res2) is rejected.

** (3063) 0 Call:
    getGoods(truck1,ramp1,
    [moveBack(truck1,ramp1),load(truck1,ramp1),moveToRamp(truck1,ramp1)])
    .driveTo(truck1,ramp1)
    .getGoods(truck1,ramp2,
    [moveBack(truck1,ramp2),load(truck1,ramp2),moveToRamp(truck1,ramp2)])
    .driveTo(truck1,ramp2)
    .startWorld
    equal
    getGoods(truck2,ramp1,
    [moveBack(truck2,ramp1),load(truck2,ramp1),moveToRamp(truck2,ramp1)])
    .driveTo(truck2,ramp1)
    .startWorldTruck2  ? 1
** (3193) 2 Call: relation(6,2,8,4,equal) ? 1
** (3193) 2 Fail: relation(6,2,8,4,equal) ? 1

** (3285) 0 Call:
getGoods(truck1,ramp2,
    [moveBack(truck1,ramp2),load(truck1,ramp2),moveToRamp(truck1,ramp2)])
    .driveTo(truck1,ramp2)
    .startWorld
equal
getGoods(truck2,ramp2,
    [moveBack(truck2,ramp2),load(truck2,ramp2),moveToRamp(truck2,ramp2)])
    .driveTo(truck2,ramp2)
    .getGoods(truck2,ramp1,
        [moveBack(truck2,ramp1),load(truck2,ramp1),moveToRamp(truck2,ramp1)])
        .driveTo(truck2,ramp1)
        .startWorldTruck2 ? 1
** (3415) 2 Call: relation(2,6,4,8,equal) ? 1
** (3415) 2 Fail: relation(2,6,4,8,equal) ? 1

======== No contradiction could be found, so the resulting worlds
======== are printed out ...

Res1 =
    unload(truck1)
    .goByTrain(truck1,rampT2,
        [useTrain(truck1,rampT1,rampT2),changeToTrain(truck1,rampT1)])
        .getGoods(truck1,ramp1,
            [moveBack(truck1,ramp1),load(truck1,ramp1),moveToRamp(truck1,ramp1)])
            .driveTo(truck1,ramp1)
            .getGoods(truck1,ramp2,
                [moveBack(truck1,ramp2),load(truck1,ramp2),moveToRamp(truck1,ramp2)])
                .driveTo(truck1,ramp2)
                .startWorld,

Res2 =
    unload(truck2)
    .goByTrain(truck2,rampT2,
        [useTrain(truck2,rampT1,rampT2),changeToTrain(truck2,rampT1)])
        .getGoods(truck2,ramp2,
            [moveBack(truck2,ramp2),load(truck2,ramp2),moveToRamp(truck2,ramp2)])
            .driveTo(truck2,ramp2)
            .getGoods(truck2,ramp1,
                [moveBack(truck2,ramp1),load(truck2,ramp1),moveToRamp(truck2,ramp1)])
                .driveTo(truck2,ramp1)
                .startWorldTruck2,
C1 = _161,
RampI = _205,
C2 = _258
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