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Abstract

Due to the growing complexity of information that has to be communicated by current AI systems, there comes an increasing need for building advanced intelligent user interfaces that take advantage of a coordinated combination of different modalities, e.g., natural language, graphics, and animation, to produce situated and user-adaptive presentations. A deeper understanding of the basic principles underlying multimodal communication requires theoretical work on computational models as well as practical work on concrete systems. In this article, we describe the system WIP, an implemented prototype of a knowledge-based presentation system that generates illustrated texts that are customized for the intended audience and situation. We present the architecture of WIP and introduce as its major components the presentation planner, the layout manager, and the generators for text and graphics. To achieve a coherent output with an optimal media mix, the single components have to be interleaved. The interplay of the presentation planner, the text and the graphics generator will be demonstrated by means of a system run. In particular, we show how a text-picture combination containing a crossmodal referring expression is generated by the system.
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1 Introduction

With increases in the amount and sophistication of information that must be communicated to the users of complex technical systems comes a corresponding need to find new ways to present that information flexibly and efficiently. Intelligent presentation systems are important building blocks for the next generation of user interfaces, because they translate from the narrow output channels provided by most of the current application systems into high-bandwidth communications tailored to the individual user. Since, in many situations, information is only presented efficiently through a particular combination of communication modes\(^1\), the automatic generation of multimodal presentations is one of the tasks of such presentation systems. Multimodal interfaces combining, e.g., natural language and graphics take advantage of both the individual strength of each communication mode and the fact that several modes can be employed in parallel, e.g., in the text-picture combinations of illustrated documents (see also [Sullivan & Tyler 91,Ortony et al. 92,Roth & Heffley 92]).

It is an important goal of this research not simply to merge the verbalization results of a natural language generator and the visualization results of a knowledge-based graphics generator, but to carefully coordinate graphics and text in such a way that they complement each other (see also [Wahlster et al. 91,Wahlster et al. 92a]).

The automatic design of multimodal presentations has only recently received significant attention in artificial intelligence research. Most systems generate written text and graphics including bar charts (see the system SAGE [Roth et al. 91]), network diagrams (cf. [Marks & Reiter 90]), weather maps (cf. [Kerpedjiev 92]) and depictions of 3D objects (see the systems COMET [Feiner & McKeown 92] and WIP [Wahlster et al. 92a, Wahlster et al. 92b]). [Maybury 92] is concerned with the planning of multimodal directions in a cartographic information system. Badler and colleagues (cf. [Badler et al. 91b]) focus on the generation of animation from instructions. Further work concentrates on the analysis and representation of relevant design knowledge (cf. [Arens et al. 92]) as an important prerequisite for the automatic design of multimodal presentations.

The work closest to our own is done in the COMET project (cf. [Feiner & McKeown 92]). Both projects share a strong research interest in the coordination of text and graphics. COMET generates directions for the maintenance and repair of a portable radio using text coordinated with 3D graphics. In spite of many similarities, there are major differences between COMET and WIP, e.g. in the systems’ architectures, representation languages and processing strategies. While during one of the final processing steps of COMET the media layout component is supposed to combine text and graphics fragments produced by media-specific generators, in WIP layout considerations can influence the early stages of the planning process and constrain the media-specific generators. In WIP, we view layout as an important carrier of meaning. COMET uses a schema-based content planner

---

\(^1\)Since one of the generation parameters of WIP is the specification of the output device, we use the term ‘medium’ in the sense of a physical carrier of information. In contrast, the term ‘mode’ is used throughout this paper to refer to the particular sign system. We are aware of the fact that other authors use these terms differently.
while WIP uses an operator-based approach to planning. Other distinguishing features of WIP’s architecture are that it supports incremental output and that mode selection is done not after, but during content planning.

2 A Functional View on WIP

The task of the knowledge-based presentation system WIP is the generation of a variety of multimodal documents from an input consisting of a formal description of the communicative intent of a planned presentation. The generation process is controlled by a set of generation parameters such as target group, presentation objective, resource limitations, and target language.

![Figure 1: A Functional View on WIP](image)

The example of a presentation goal in Fig. 1 represents the system’s assumption about the mutual belief (BMB) of the presenter P and the addressee A that it is P’s goal that A carries out a plan denoted by the constant fill-in-128. This is a concrete domain plan specified as part of WIP’s application knowledge. In this case, the plan is a fully instantiated sequence of actions represented in the assertional part of the hybrid knowledge representation system RAT (Representation of Actions in Terminological Logics, cf. [Heinsohn et al. 92]). The terminological part of RAT is used to represent the ontology and abstract plans for a particular application domain (see Fig. 1).
In addition to this propositional representation, which includes the relevant information about the structure, function, behavior, and use of the technical device, WIP has access to an analogical representation of the geometry of the machine in the form of a wireframe model (see Fig. 1).

WIP is a transportable interface based on processing schemes that are independent of any particular back-end system and thus requires only a limited effort to adapt to a new application. Obviously, for a new domain the application knowledge and the wireframe model must be transformed into WIP's representation schemes. Currently all input for the development and testing of the system is, however, created manually.

A good example of the use of a system like WIP is the generation of user-friendly multimodal instructions for technical devices. As a first domain, we have chosen instructions for the use of espresso-machines. Fig. 1 shows a typical text-picture sequence that may be used to instruct a user in filling the watercontainer of an espresso-machine.

3 The Architecture of WIP

The design of the WIP system follows a modular approach. WIP includes two parallel processing cascades for the incremental generation of text and graphics. In order to achieve a fine-grained and optimal division of work between the single system components, we allow for various forms of interaction between them. Beside interaction within the cascades, all components also have access to the design record which contains all results generated so far. Fig. 2 sketches the architecture of the current WIP prototype system.

3.1 The Presentation Planner

The presentation planner is responsible for determining the contents and selecting an appropriate mode combination. A basic assumption behind the WIP model is that not only the generation of text and dialog contributions, but also the design of graphics and multimodal documents can be considered as an act sequence that aims to achieve certain goals. Thus, a plan-based approach seems appropriate for the synthesis of multimodal presentations (cf. [André & Rist 90b, André & Rist 90a]). The result of the planning process is a hierarchically structured plan of the document to be generated in the form of a directed acyclic graph (DAG). This plan reflects the propositional contents of the potential document parts, the intentional goals behind the parts, as well as rhetorical relationships between them. While the top of the presentation plan is a more or less complex presentation goal (e.g., explaining how to make coffee), the lowest level is formed by specifications of elementary presentation tasks (e.g., formulating a request or depicting an object) that are passed directly to the mode-specific design components. A detailed description of the presentation planner is given in [André & Rist 92].
3.2 The Layout Manager

To communicate generated information to the user in an expressive and effective way, a knowledge-based layout component has to be integrated into the presentation design process. In order to achieve a coherent output, a layout manager must be able to reflect certain semantic and pragmatic relations specified by a presentation planner to arrange the visual appearance of a mixture of text and graphics fragments delivered by the mode-specific generators, i.e., to determine the size of the layout objects and the exact coordinates for positioning them on the document page. Therefore, we use a grid-based approach as an ordering system for efficiently designing functional (i.e., uniform, coherent, and consistent) layouts (cf. [Müller-Brockmann 81]). This concept has also been used in the GRIDS system for automatically laying out displays containing text and pictures (cf. [Feiner 88]) and by Beach for low-level table layout (cf. [Beach 85]). Fig. 3 sketches the architecture of WIP’s layout manager including a constraint-based positioning component (CLAY), an intelligent typographer, a document rendering component, and an interaction handler. For the rest of this paragraph we will only talk about the positioning component (see also [Graf & Maaß 91, Maaß 92]).

The automatic placement of layout objects in a design space can be viewed as a combinatorial problem. Therefore, we treat layout as a constraint satisfaction problem (CSP) in a finite discrete search space (cf. [Mackworth 77]). We encode graphical design knowledge via constraints expressing semantic/pragmatic and geometrical/topological relations. Semantic and pragmatic constraints essentially correspond to coherence relations, such as the rhetorical relations ‘sequence’ and ‘contrast’ specified in the RST theory by
[Mann & Thompson 88], and can be easily reflected through specific design constraints. They describe perceptual criteria concerning the organization of the visual elements, such as the sequential ordering (horizontal vs. vertical layout), alignment, grouping, symmetry, or similarity. Geometrical resp. topological constraints refer to absolute and relative constraints. Absolute constraints fix geometric parameters to constant values (e.g., coordinates). Relative constraints relate a geometric parameter of one object to another.

To give an example of a typical compound constraint in a predicate logic like notation, let’s have a look at the representation of the ‘contrast’-constraint (cf. Fig. 4) and the illustration through the corresponding constraint network in Fig. 5.

**CONTRAST** \((G_1, G_2) \leftrightarrow\)

\[ G_1 \equiv \text{pkt}(x_{G_1}, y_{G_1}, w_{G_1}, h_{G_1}) \land \]
\[ G_2 \equiv \text{pkt}(x_{G_2}, y_{G_2}, w_{G_2}, h_{G_2}) \land \]
\[ \text{EQUAL}(y_{G_1}, y_{G_2}) \land \text{BESIDE}(x_{G_1}, w_{G_1}, x_{G_2}) \]
\[ \lor \]
\[ \text{EQUAL}(x_{G_1}, x_{G_2}) \land \text{UNDER}(y_{G_1}, h_{G_1}, y_{G_2}) \]

Figure 4: Representation of the Compound-Constraint **CONTRAST**

When using constraints to represent layout knowledge, one often wants to prioritize the constraints in those which must be required and others which are preferably held (cf. [Borning et al. 87]). A powerful way of expressing this layout feature is to organize
the constraints in a hierarchy by assigning a preference scale to the constraint network. We distinguish between *obligatory, optional* and *default constraints*. The latter state default values, which remain fixed unless the corresponding constraint is removed by a stronger one. As graphical constraints frequently have only local effects, they are generated by the system on the fly.

For constraint solving, two dedicated incremental solvers are organized hierarchically in CLAY. An incremental constraint hierarchy solver based on the DeltaBlue algorithm by Freeman-Benson (cf. [Freeman-Benson et al. 90]) and a domain solver that handles finite domains like the approach in CHIP (cf. [Hentenryck 89]) are integrated in a layered model. These solvers are triggered from a common meta level by rules and defaults. For a more detailed description of the layout manager see [Graf 92].

### 3.3 The Text Generator

WIP’s text generator consists of the Text Design and the Text Realization component, which form a cascade. The Text Design component receives as input from the Presentation Planner exactly that piece of knowledge that was chosen to be presented as text. It determines in which order the given input elements shall be realized in the text. The structure of a text is worked out at several levels. This comprises, for example, the partition of a paragraph into sentences, the assignment of a perspective or the use of anaphora to obtain a coherent text. Therefore, this component is comparable with the so-called ‘Micro-planner’, a part of the What-to-Say component – while the Presentation Planner can be seen as ‘Macro-planner’ (cf. [Levelt 89]).

The resulting preverbal message is grammatically encoded, linearized and inflected in the Text Realization component (How-to-Say component). Thereby, the Generation Parameters direct the choice of syntactic structures. One difficulty is in defining the
boundary between the What-to-Say and the How-to-Say component. We decided to associate the process of lexical choice with the Text Design component. The valency information of the chosen lemmas form syntactic constraints for the Text Realization component, e.g., a transitive verb must be combined with two complements, subject and object, before the sentence is syntactically correct and complete. Since these lemmas are chosen relatively independent from each other, they can cause conflicts during verbalization in the Text Realization component. To be able to report these problems to the Text Design component we propose a model with feedback between the two modules.

Our main emphasis for the text generator is on an incremental style of processing. Both components of the cascade work incrementally and information is handed over in a piecemeal fashion. This leads to greater flexibility and efficiency, since the realization component can start working before the design component has completed its results. One of the prerequisites for incremental processing in the realization component is the use of a grammar formalism which allows the specification of entities of an adequately small size (see below).

Figure 6: The Architecture of the Syntactic Generator

Figure 6 shows the architecture of the Text Realization component. The input from the Text Design component is called 'goal of the utterance'. It comprises the content words and indicates their semantic relation. On this basis the 'Interface' component chooses the respective grammar rules. The Text Realization component is based on the formalism of Tree Adjoining Grammars (TAGs, cf. [Harbusch et al. 91]). Reasons for the use of TAGs are, e.g., its adequate power (see [Joshi 85]) and its combination operations that allow the flexible expansion of syntactic trees (see [Schauder 92]). For each lemma of the input a grammar rule (a tree of the TAG) is chosen that represents its subcategorization.
frame. In order to perform this task, we use lexicalized Tree Adjoining Grammars. This formalism restricts the size of trees, so that they describe exactly one lemma as the head of the represented structure which is used as anchor in the lexicon.

The interface is associated with two boxes: ‘LD Gram’ contains the descriptions of the pure hierarchical structures (without ordering constraints), the ‘Syntax Lexicon’ relates lemmas with tree families of ‘LD Gram’. We use LD/LP TAGs (local dominance / linear precedence TAGs) to divide the grammar rules into a set of mobiles and a set of order restricting constraints. This leads to a more compact representation, because all grammar rules representing the same hierarchical structure with different word order can be expressed within one local dominance structure (a mobile). The ‘Views’ on the grammar are used, if there are alternative structures. They guide the choice among these alternatives with respect to the given generation parameters (e.g., the style).

The processing inside the Text Realization component takes place within two modules: In the ‘Phrase Formulator’, syntactic structures are composed without consideration of word order rules. Thereby, the chosen elementary trees are combined by means of the TAG operations adjunction and substitution. The specified semantic relations are mapped to functional relations and guide these combinations. In the ‘Linearization’ module, the resulting trees are traversed and an adequate and syntactically correct word order is computed.

Incremental processing is supported by parallelism because the expansion of existing structures can be performed simultaneously at several branches of syntactic trees. Therefore, the basis for the Text Realization component is a distributed parallel model with active cooperating objects. For each given lemma one object is created which is responsible for the further processing of the respective syntactic structure. The dependency relations between the various lemmas define a hierarchy of objects. In the Phrase Formulator the objects try to build the complete syntactic tree by communicating with one another and exchanging information. If an object fulfills specific completeness constraints, it moves to the linearization level. There it tries to compute its local word order and – again by communication with other objects – to correctly integrate its partial terminal string into the whole sentence. After the computation of word position, the lemmas are inflected using the module MORPHIX (see [Finkler & Neumann 88]). Then, complete parts are uttered incrementally.

In addition to the incremental inner working, the production of incremental output is one important feature of our system. While there are several other approaches to incremental generation, most of them do not deal with incremental output. If output is delayed until it is complete, the utterances become less natural because of the long initial delay. If the output is generated incrementally, the uttered prefix forms an additional constraint for the further processing because each change becomes visible to the dialogue partner (see [Finkler & Schauder 92]).
3.4 The Graphics Generator

WIP generates illustrated instructions explaining how to operate technical devices, such as an espresso machine or a lawn mower. Thus, WIP often has to graphically communicate information about physical objects, i.e., information about object properties (such as shape, material surface characteristics, constituent structure and function), static relations to other objects (such as the location, the orientation and the distance of the objects) and dynamic relations that represent changes of object attributes and static relations (e.g., a change in the spatial position of an object).

As with text generation, we distinguish between components for graphics design and graphics realization (cf. also [Rist & André 92b,Rist & André 92a]). The realization component can be considered as an extension of a object-oriented graphics editor that handles both 2D concepts and 3D models of objects and object configurations. Thus, the component has to support three kinds of operations: First, there are operators to create and manipulate 3D object configurations. Examples are: adding an object to a configuration, spatially separating object parts to construct exploded views and cutting away object faces to make opaque parts visible. The second kind of operators constrains mapping functions and viewing specifications and performs the instantiation of images from 3D models. Finally, there are several operators defined on the picture level. E.g., an object depiction may be annotated with a label, or picture parts may be colored in order to emphasize them. Beside these achievement operators that effect either models, mappings or pictures, the functionality of the realization component also encompasses evaluation operators (e.g., to check whether an object as part of an object configuration is visible from a given viewing specification, or to check whether a picture part can be discriminated from other picture components). These evaluators are necessary in order to recognize whether the effect of an achievement operator has been destroyed by the application of subsequent achievement operators. The major modules of the realization component are: a 3D studio, a mapping controller, a 2D clipboard and a module for handling data structures for images and pictures (cf. Fig. 7).

The task of the graphics design component is to transform presentation tasks received from the presentation planner into a sequence of operators to be executed by the graphics realization component. Basic knowledge about how to accomplish this transformation is represented by so-called design strategies. Each design strategy consists of a header, an applicability condition and a body. The header may be a presentation task or a graphical constraint. The applicability condition specifies when a strategy may be used and constrains the variables to be instantiated. The body contains a set of graphical constraints that have to be achieved in order to accomplish the goal indicated in the header. Whereas some graphical constraints are directly related to achievement operators, others lead to the application of further design strategies. In addition, graphical constraints are associated with evaluation operators to check whether constraints are already satisfied and whether they are still satisfied after having executed further achievement operators.
4 Interplay of the Various Components

In the following, the interplay of the presentation planner, the text generator, and the graphics generator will be demonstrated by means of an example.

Fig. 8 and Fig. 9 show snapshots of a system run. The discourse structure built up by the planner is shown in the upper left window of the WIP frame. The results of the text and graphics generators appear in the two lower left windows. The right window displays the verbal trace messages of all system components.

In our example, the presentation planner has decided to explain to the user where the on/off switch of the espresso machine is located. To accomplish this task, one can a) activate a representation of the concept switch-2 that identifies switch-2 as an on/off switch, b) activate a representation of switch-2 that contains information to localize it and c) ensure that a coreferential link between the representations activated in a) and b) can be established. A presentation strategy for achieving this is to name switch-2 as ‘on/off switch,’ show the location of the switch with respect to a landmark object in a picture and relate the generated name with the corresponding picture object via graphical annotation. Since the switch is part of the espresso machine, the espresso machine is considered a suitable landmark object. After the expansion of this strategy, the graphics generator receives the task of creating a picture with the espresso machine and the switch whereas the text generation component has to find a natural language expression for the switch. In the example, the expression ‘On/off switch’ is generated and passed as label onto the graphics generator (see the TAG Results Window in Fig. 8). Complex nominal phrases for titles or labels are handled in exactly the same way as ‘normal’ sentences with a verbal predicate. The highest object in the hierarchy realizes the head of the sentence.
(a verb, a noun, ...) and decides on its completion.

Figure 8: Snapshot 1

When trying to place this text string within the picture, it turns out that there is not enough space. It is neither possible to place the string inside the corresponding picture object nor close to it. Therefore, the graphics generator sends a message to the presentation planner that it could not accomplish the annotation task. The presentation planner then has to backtrack and try another presentation strategy. This time, it tries to achieve c) by unambiguously describing the location of the picture element corresponding to switch-2.

The top left pane in Fig. 8, labeled 'Document Structure', shows the DAG that has been produced by the presentation planner. The presentation goal (Localize P A (Object switch-2) G) has been decomposed into three subgoals: (Elaborate P A ...), (Background
P A ...) and (S-Depict P A ...). After the refinement of (Elaborate P A ...), four acts have been posted as new subgoals: three referential acts for specifying the spatial relation, the reference object and the subject, and an elementary speech act (S-Assert P A ...) which is passed onto the text designer.

As mentioned before, the planner passes a certain piece of information onto the respective generator as soon as it has decided which component should encode it. In the example, (S-Assert P A ...) is sent to the text designer although the contents of the assertion are not yet fully specified. Currently, this component is only rudimentarily realized. The computation of the output is done by a simple transformation. The input for the text realization component consists of entities containing content words and functional relations between the entities as can be seen in the trace window of the example of WIP (see Fig. 8). These entities and relations may be specified in a piecemeal way. Their order is independent from the word order in the resulting utterance.

The resulting structures generated by the text designer at this state in our example are not sufficient for the TAG generator to start with the utterance. All it can do now is to prepare a small package of syntactic information, which will later be associated with the head of the sentence and lead to the realization of the respective style (assertion clause, ...).

Some time later, the planner has determined the contents for the description of the switch. Thus, the incomplete task specification that has been sent to the text designer is supplemented accordingly. The text design component is now able to provide new input for the TAG generator. The TAG generator then starts computing and generates two objects which together form the noun phrase ‘the on/off switch’. Since the verb of the sentence is not yet chosen and the relation between the noun ‘on/off switch’ and the verb is not yet specified, its position in the sentence cannot be computed immediately (unless we use default values as ‘first noun is subject’). So the utterance is delayed until the verb is realized. Fig. 8 shows a snapshot of the system run shortly after the first part of the sentence has been uttered.

At this time, the planner has also determined the contents of a referring expression for the picture. Since there are no other pictures with which it can be confused, it is sufficient to include the concept ‘picture’ in the description. After the corresponding structures have been transformed by the text designer, the TAG generator has enough information to build a syntactically correct and complete sentence. Since the utterance should start as soon as possible, all words are uttered that can be added to the right of the previously uttered prefix according to the linearization rules. Since no further input information is known, the TAG generator assumes that the sentence is complete and generates: The on/off switch is located in the picture.

After the sentence has been completed, new information about the exact position of the switch in the picture is provided by WIP’s localization component (cf. [Wazinski 92]). Since it is not possible to incorporate this information after transformations by the text designer into the already generated sentence in a syntactically correct way, the TAG generator has to revise the utterance. Up to now we have not realized sophisticated strategies for the integration of revised parts in the sentence on the output screen, so the
The easiest way to make revision visible is to repeat the whole sentence: *The switch is in the upper left corner of the picture* (see the TAG Results Window in Fig. 9).

Now all components have finished their task and no new goals have been posted. Thus, the layout manager is activated that is responsible for the arrangement of the text and the pictures (cf. Fig. 10).

5 Conclusions

As a first step towards a computational model for the generation of multimodal presentations we have conceived the knowledge-based presentation system WIP. In this paper, we described the architecture and the main components of the first implemented WIP proto-
The on/off switch is located in the upper left corner of the picture.

Figure 10: Final Results

type. The system can be considered as a testbed to examine various forms of interactions which are necessary to tailor textual and pictorial output to each other. The experience we gained from this prototype provides a good basis for a deeper understanding of the interdependencies between text and graphics. In the future, we will not only concentrate on conceptual extensions but also evaluate the performance of the WIP system by adapting it to other domains. WIP is currently able to generate simple German or English explanations for using an espresso machine, assembling a lawn-mower, or installing a modem, demonstrating our claim of language and application independence.

6 Implementation of the Prototype

The WIP system has been developed on a Symbolics XL 1200 Lisp machine and several MacIvory workstations. The modules are implemented in Symbolics Common Lisp using CLOS and Flavors for object-oriented programming.

The constraint-based positioning component CLAY of the layout manager has been implemented using ideas from the DeltaBlue algorithm and the forward checking mechanism from the CHIP system. First evaluations of a standalone prototype gained a high runtime efficiency.

The text realization component was conceived as a distributed parallel model in the framework of object-oriented concurrent programming. We use the Ivory boards in our local area network to run the processes in parallel.

The graphics realization component utilizes both facilities of the symbolics window system and the commercial software packages S-Geometry and S-Render. Representations of domain objects comprise wire-frame models which are based on the modelling primitives...
provided by S-Geometry.
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