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Abstract
The KL-ONE concept language provides role-value maps (RVMs) as a concept forming operator that compares sets of role fillers. This is a useful means to specify structural properties of concepts. Recently, it has been shown that concept languages providing RVMs together with some other common concept-forming operators induce an undecidable subsumption problem. Thus, RVMs have been restricted to chainings of functional roles as, for example, in CLASSIC. Although this restricted RVM is still a useful operator, one would like to have additional means to specify interaction of general roles. The present paper investigates two concept languages for that purpose. The first one provides concept forming operators that generalize the restricted RVM in a different direction. Unfortunately, it turns out that this language also has an undecidable subsumption problem. The second formalism allows to specify structural properties w.r.t. roles without using general equality and is equipped with (complete) decision procedures for its associated reasoning problems.
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1 INTRODUCTION

Concept languages based on KL-ONE [Brachman and Schmolze, 1985] are mostly used to represent the terminological knowledge of a particular problem domain on an abstract logical level. To describe this kind of knowledge, one starts with atomic concepts and roles, and defines new concepts using the operations provided by the language. Concepts can be considered as unary predicates which are interpreted as sets of individuals, and roles as binary predicates which are interpreted as binary relations between individuals. Examples for atomic concepts may be Human and Female, and for roles friend and enemy. Many terminological formalisms concentrate on the following three categories of operators to build a terminology:

- **Boolean connectives** (\( \cap \), \( \cup \), and \( \neg \)) that allow concepts to be combined without any direct reference to their internal structure. For example, if the logical connective conjunction is present as a language construct, one may describe the concept Woman as "humans who are female", and represent it by the expression Human \( \cap \) Female.

- **Role-forming operators** that allow new roles to be defined. For example the composition (\( o \)) allows the role "friend of enemy" to be represented by enemy \( o \) friend.

- Operators on role fillers that allow the 'internal' structure of the concepts to be operated on. Many languages provide quantification over role fillers which allows, for example, the concept "human with a friend" (resp., "human with only female friends") to be described by the expression Human \( \cap \) \( \exists \)friend.Human (resp., Human \( \cap \) \( \forall \)friend.Female). An interesting subclass of operators on role fillers are the operators for role interaction. The frequently used number restrictions can be seen as a degenerated form to specify role interaction (on one role). For example, the concept Lucky-Human could be defined as \( \exists^{>100}\)friend \( \cap \) \( \exists^{<2}\)enemy. As soon as an individual belonging to this concept has two role fillers for enemy, it can be deduced that they are equal.

The kind of models that can be specified by the operators considered so far is quite restricted. If a concept \( C \) is satisfiable, then it is satisfiable by an interpretation that arranges its individuals in a tree structure. For example, it is possible to require that the members of a concept have role fillers for a role \( R \), say an individual \( a \), and a role \( S \), say \( b \). But it is not possible to specify that \( a \) equals \( b \) or that \( a \) and \( b \) have any common (transitive) role-filler, or that their respective role-fillers are in any relation to each other.

So there is a need for additional means to specify role interaction. The classical prototypes of this kind of operators are the structural descriptions and role-value
maps (RVMs; see Section 3 for a definition) that are discussed and motivated, e.g., in [Brachman and Schmolze, 1985].

An RVM would allow one to specify that the set of all friends of an individual is equal to the set of all enemies (which may be true for some people if one looks at some never ending soap operas): $\text{enemy} =_{\text{RVM}} \text{friend}$ where $\text{enemy}$ and $\text{friend}$ are roles.

In [Schmidt-Schauß, 1989; Patel-Schneider, 1989] it has been shown that a concept language with RVMs and a few other common operators has an undecidable subsumption problem. As a reaction on this disappointing negative result, RVMs have been restricted in existing systems to attribute agreements, see, e.g., [Borgida et al., 1989]. Attributes are functional roles and are sometimes also called features. I.e., they have at most one role filler per object. Let \textit{best-friend} and \textit{main-enemy} be attributes. Then an individual belongs to the concept $\text{main-enemy} =_{\text{RVM}} \text{best-friend}$ if it does not have a main enemy, or if it does not have a best friend, or if its best friend is at the same time its main enemy.$^1$

In this paper several other operators for specifying interaction of role and attribute fillers are investigated. The \textit{existential role/attribute agreement} can be used to specify that there is at least one enemy that is also a friend: $\exists(\text{enemy} = \text{friend})$. If this operator is restricted to attribute chainings it is just the same-as operator in CLASSIC.

The expression $\exists(\text{enemy} \circ \text{best-friend} = \text{friend} \circ \text{best-friend})$ represents that there is at least one \textit{enemy} and one \textit{friend} who have the same \textit{best-friend}. The \textit{universal agreement} is used in the expression $\forall(\text{enemy} \circ \text{best-friend} = \text{friend} \circ \text{best-friend})$ to formalize that the \textit{best-friends} of all friends and enemies are the same. On attribute chainings this construct agrees with the RVMs.

The \textit{existential role/attribute disagreement} can express that there is at least one enemy and one friend that are not identical: $\exists(\text{enemy} \neq \text{friend})$. The expression $\forall(\text{enemy} \neq \text{friend})$ says that each member has only true friends and true enemies—there is no filler that is both a friend and an enemy.

Although it is at least not obvious how RVMs (on roles) can be simulated by this group of operators, it turns out that the existential and universal agreements lead to an undecidable subsumption problem (Section 3), too.

Section 4 introduces a new concept language which is able to relate fillers of role/attribute chainings. The main idea is to replace the general "=" (resp., "\neq") above, by abstract, not further defined predicates or by predicates of a concrete domain. In [Baader and Hanschke, 1991a] we already proposed an extension scheme with concrete domains, but there, the predicates are only applied to chainings of attributes. The present paper generalizes this extension scheme considerably.

$^1$Actually, in CLASSIC the same-as operator requires the existence of one main-enemy and one best-friend.
As an example, consider the classic (toy) domain of families. Let *age*, *spouse*, and *husband* be attributes, *child* a role, and *Male*, *Human* not further defined concepts. Then a family could be represented by

\[
\begin{align*}
\text{Woman} & = \text{Human} \sqcap \text{Female} \\
\text{Man} & = \text{Human} \sqcap \neg \text{Female} \\
\text{Family} & = \exists \text{husband.man} \sqcap \exists \text{spouse.woman} \sqcap \\
& \quad \forall \text{child.human}
\end{align*}
\]

The specification can be further refined by enforcing that there is a marriage certificate and that children are younger than their parents.

\[
\text{Normal-family} = \text{Family} \sqcap \\
& \quad \forall (\text{child} \circ \text{age} > \text{spouse} \circ \text{age}) \sqcap \\
& \quad \exists \text{husband, spouse.marriage-certificate}
\]

Here the concrete predicate "\(>\)" and an abstract binary predicate *marriage-certificate* are used to formulate the additional requirements.

Section 5 sketches sound and complete reasoning algorithms (see Section 6 for a proof) for this expressive concept language with attribute (dis)agreements and the new structural description operators that are based on predicates.

The concept language \(\mathcal{ALCF}\) is the basis for the two extensions and is defined in the next section.

## 2 THE BASIC LANGUAGE

This section introduces the language \(\mathcal{ALCF}\) as a prototypical conventional concept language. It will be the starting point for the extensions described in the following sections.

**Definition 2.1 (T-box syntax)** Concept terms are built from concept, role, and attribute names using concept-forming operators. If \(C\) and \(D\) are syntactic variables for concept terms and \(R\) is a role or attribute name, then

\[
\begin{align*}
C \sqcap D & \quad \text{(conjunction)}, \\
C \sqcup D & \quad \text{(disjunction)}, \\
\neg C & \quad \text{(negation)} \\
\exists R.C & \quad \text{(exists-in restriction), and} \\
\forall R.C & \quad \text{(value restriction)}
\end{align*}
\]

are concept terms.

Let \(A\) be a concept name and let \(D\) be a concept term. Then \(A = D\) is a terminological axiom. A terminology (T-box) is a finite set \(T\) of terminological
axioms with the additional restrictions that no concept name appears more than once as a left hand side of a definition, and $\mathcal{T}$ contains no cyclic definitions.\(^2\)

A concept name that does not occur on the left side of a concept definition is called primitive.

Please note that the exists-in and the value restrictions are not only defined for roles but also for attributes. The next definition gives a model-theoretic semantics for the language introduced in Definition 2.1.

**Definition 2.2 (T-box semantics)** An interpretation $\mathcal{I}$ for $\mathcal{ALCF}$ consists of a set $\text{dom}(\mathcal{I})$ and an interpretation function. The interpretation function associates with each concept name $A$ a subset $A^\mathcal{I}$ of $\text{dom}(\mathcal{I})$, with each role name $R$ a binary relation $R^\mathcal{I}$ on $\text{dom}(\mathcal{I})$, i.e., a subset of $\text{dom}(\mathcal{I}) \times \text{dom}(\mathcal{I})$, and with each attribute name $f$ a partial function $f^\mathcal{I}$ from $\text{dom}(\mathcal{I})$ into $\text{dom}(\mathcal{I})$. For such a partial function $f^\mathcal{I}$ the expression $f^\mathcal{I}(x) = y$ is sometimes written as $(x, y) \in f^\mathcal{I}$.

The interpretation function—which gives an interpretation for atomic terms—can be extended to arbitrary concept terms as follows: Let $C$ and $D$ be concept terms and let $R$ be a role or attribute name. Assume that $C^\mathcal{I}$ and $D^\mathcal{I}$ are already defined. Then

1. $a \in (C \cup D)^\mathcal{I}$ iff $a \in C^\mathcal{I}$ or $a \in D^\mathcal{I}$,
   $a \in (C \cap D)^\mathcal{I}$ iff $a \in C^\mathcal{I}$ and $a \in D^\mathcal{I}$,
   $a \in (\neg C)^\mathcal{I}$ iff $a \in \text{dom}(\mathcal{I}) \setminus C^\mathcal{I}$,

2. $a \in (\forall R.C)^\mathcal{I}$ iff
   for all $y$ with $(x, y) \in R^\mathcal{I}$ we have $y \in C^\mathcal{I}$, and
   $a \in (\exists R.C)^\mathcal{I}$ iff
   there exists $y$ with $(x, y) \in R^\mathcal{I}$ and $y \in C^\mathcal{I}$.

An interpretation $\mathcal{I}$ is a model of the T-box $\mathcal{T}$ iff it satisfies $A^\mathcal{I} = D^\mathcal{I}$ for all terminological axioms $A = D$ in $\mathcal{T}$.

An important service terminological representation systems provide is computing the subsumption hierarchy, i.e., computing the subconcept-superconcept relationships between the concepts of a T-box. This inferential service is usually called classification. The model-theoretic semantics introduced above allows the following formal definition of subsumption and satisfiability.

**Definition 2.3 (T-box services)** Let $\mathcal{T}$ be a T-box and let $C$, $D$ be concepts. Then $D$ subsumes $C$ with respect to $\mathcal{T}$ iff $C^\mathcal{I} \subseteq D^\mathcal{I}$ holds for all models $\mathcal{I}$ of $\mathcal{T}$. A concept $C$ is satisfiable if there is a model $\mathcal{I}$ of $\mathcal{T}$ that satisfies $C$, i.e., $C^\mathcal{I}$ is not empty.

All extensions of \( \text{ALCF} \) in the present paper involve attribute/role chainings, which are built from role and attribute names with the binary, associative infix operator \( \circ \) which is interpreted according to

\[
(a, b) \in (R_1 \circ R_2)^T \iff \\
\text{there is a } c \text{ with } (a, c) \in R_1^T \text{ and } (c, b) \in R_2^T
\]

The special attribute name \( \epsilon \) is always interpreted as identity.

In addition to the formalism defined so far, there is an assertional component (A-box) to draw terminological inferences about individuals.

**Definition 2.4 (A-box syntax)** Let \( \mathbf{OB} \) be an alphabet of individuals. If \( C \) is a concept and \( R \) is a role or attribute, and \( a, b \) are individuals, then

\[
\begin{align*}
  a = b & \quad \text{(equality),} \\
  a \neq b & \quad \text{(negated equality),} \\
  a : C & \quad \text{(membership assertion), and} \\
  (a, b) : R & \quad \text{(role-filler assertion)}
\end{align*}
\]

are assertional axioms. An A-box is a finite set of assertional axioms.

An interpretation of an A-box is an interpretation \( \mathcal{I} \) of \( \text{ALCF} \) that in addition assigns to each individual \( a \in \mathbf{OB} \) an element \( a^T \in \text{dom}(\mathcal{I}) \).

An interpretation \( \mathcal{I} \) satisfies an equality (a negated equality) \( a = b \) (\( a \neq b \)) if \( a^T = b^T \) (\( a^T \neq b^T \)), it satisfies a membership assertion \( a : C \) if \( a^T \in C^T \), and it satisfies a role- or attribute-filler assertion \( (a, b) : R \) if \( (a^T, b^T) \in R^T \). It satisfies an A-box \( \mathcal{A} \) if it satisfies all assertional axioms in \( \mathcal{A} \).

An interpretation \( \mathcal{I} \) is called a model of \( \mathcal{A} \) w.r.t. a terminology \( \mathcal{T} \) if it is a model of \( \mathcal{T} \) and satisfies \( \mathcal{A} \).

In particular, there is no unique name assumption (UNA) (\( a \neq b \) does not imply \( a^T \neq b^T \)). Since inequality assertions are allowed, the UNA can be easily simulated—if needed for selected individuals. Finally, the model-theoretic semantics is the basis for the formal specification of the reasoning services of the assertional component.

**Definition 2.5 (A-box services)** Let a T-box \( \mathcal{T} \) be given. An A-box is called consistent if it has a model w.r.t. \( \mathcal{T} \). An object \( a \) is a member of a concept \( C \) w.r.t. an A-box \( \mathcal{A} \) if all models \( \mathcal{I} \) of \( \mathcal{A} \) satisfy \( a : C \), too.

Note that \( a \) is a member of \( C \) w.r.t. \( \mathcal{A} \) iff \( \mathcal{A} \cup \{a : \neg C\} \) is not consistent.
3  EQUALITY BASED OPERATORS

In this section a concept language based on $\mathcal{ALCF}$ with additional concept forming operators, called existential and universal role/attribute (dis)agreements, is formally defined. These concept forming operators are based on equality and negated equality. This is quite different to the operators introduced in Section 4. As for RVMs, the subsumption problem in a concept language with these additional language constructs is undecidable.

Let $u =_{\text{RVM}} v$ be the original RVM construct, where $u$ and $v$ are two, possibly empty, chainings of roles and attributes. An individual $a$ belongs to the concept $u =_{\text{RVM}} v$ iff the two sets of (transitive) role-fillers of $u$ and $v$ are identical. Formally, an interpretation extends to the RVMs according to: 3

For a binary relation $r$ and an object $a$ the expression $ar$ is defined as the set $\{ b; r(a, b) \}$.  

\[ a \in (u =_{\text{RVM}} v)^I \text{ iff } a^I u^I = a^I v^I \]

Note that each of the following constructs is different from the RVM construct.

**Definition 3.1 (equality-based operators)** The new concept forming operators based on equality and negated equality are defined as follows. Let $u$ and $v$ be two role chainings. Then

\[
\begin{align*}
\forall(u = v) & \quad \text{(universal agreement)} \\
\forall(u \neq v) & \quad \text{(universal disagreement)} \\
\exists(u = v) & \quad \text{(existential agreement)} \\
\exists(u \neq v) & \quad \text{(existential disagreement)}
\end{align*}
\]

are concept terms with the following semantics:

\[
\begin{align*}
a \in \forall(u = v)^I & \quad \text{iff} \quad \forall b, c \in (u^I, v^I) \quad \text{we have } b^I = c^I \\
a \in \forall(u \neq v)^I & \quad \text{iff} \quad \forall b, c \in (u^I, v^I) \quad \text{we have } b^I \neq c^I \\
a \in \exists(u = v)^I & \quad \text{iff} \quad \exists b \in (u^I, v^I) \\
a \in \exists(u \neq v)^I & \quad \text{iff} \quad \exists b \in (u^I, v^I) \quad \text{and } b^I \neq c^I
\end{align*}
\]

If $u$ and $v$ are attribute agreements, $u =_{\text{RVM}} v$ and $\forall(u = v)$ are equivalent concepts. This is not the case if $u$ and/or $v$ would contain a role. Moreover, it is at least not obvious how RVMs with roles can be simulated by the equality-based
operators. Unfortunately, $\mathcal{ALCF}$ together with the constructs of the previous
definition has an undecidable subsumption problem, too.

This will be shown by a reduction of the word problem for semi-groups to the
subsumption problem in the concept language. First, the definition of the word
problem is recalled. Let $\Sigma$ be a finite alphabet, let $\Sigma^*$ be the set of finite, possibly
empty words over $\Sigma$, and let $\epsilon$ be the empty word. Then a set $S = \{ l_i = r_i ; l_i, r_i \in \Sigma^*, i = 1, \ldots, m \}$ is called a finite presentation of a semi-group. This set
induces a binary relation $\rightarrow_S$ on $\Sigma^*$:

$$ u \rightarrow_S v \text{ iff }$$

there are words $w_1, w_2 \in \Sigma^*$, and an $l = r \in S$ such that $u = w_1lw_2$ and
$v = w_1rw_2$.

By $\sim_S$ we denote the reflexive, transitive, and symmetric closure of $\rightarrow_S$. It is
well known that a finite presentation $S$ exists consisting of seven equations over
a two-element alphabet, $\Sigma = \{a, b\}$ say, such that it is undecidable for two words
$u$ and $v$ whether $u \sim_S v$ holds or not (see, for instance [Boone, 1959]).

Now let this system $S$ be given. For the two elements $a, b \in \Sigma$ two attributes
$a, b$ are introduced, respectively. Let $\text{start, left, right}$ be additional attributes, let
$\text{back, forth}$ be additional role names, and let $A$ be a fresh concept name. Then for
two given words $u, v \in \Sigma^*$ the following concept definition schema is introduced

$$ \text{Eq}_{u,v} = \exists (\text{left} = \text{start} \circ u) \land \exists (\text{right} = \text{start} \circ v) \land \exists (\text{forth} = \text{start}) $$

For any model $\mathcal{I}$ (of the terminology up to this point) satisfying $\text{Eq}_{F_1 \cdots F_m \circ \cdots \circ \circ \circ n}$ there are (not necessarily distinct) objects, $c, a_0, a_1, \ldots, a_m, b_0, b_1, \ldots, b_n$ such that

1. $(a_{i-1}, a_i) \in F_i, \text{ for } 0 < i \leq m, \text{ and } (b_{i-1}, b_i) \in G_i, \text{ for } 0 < i \leq n$

2. $a_0 = b_0, (c, a_0) \in \text{start}, (c, a_0) \in \text{forth}, (c, a_m) \in \text{left}, \text{ and } (c, b_n) \in \text{right}$.

This attribute/role structure is depicted in Figure 1.

The concept definition $\text{Top} = A \cup \neg A$ introduces a name for the universal
concept. A single equation $l = r \in S$ can be modeled by a concept $\text{Equation}_{l=r}$
defined by the following schema:

$$ \text{Equation}_{l=r} = (\exists l. \text{Top} \Rightarrow \exists (l = r)) \land $$

$$(\exists r. \text{Top} \Rightarrow \exists (l = r))$$

where the expressions of the form $A \Rightarrow B$ are abbreviations for $(\neg A) \cup B$. The
concept $\exists l. \text{Top}$ is satisfied by an element $x \in \text{dom}(\mathcal{I})$ iff $l^I(x) \in \text{dom}(\mathcal{I})$, i.e., the
partial function $l^I$ is defined on $x$. 
Assume that the model $\mathcal{I}$ satisfies $\text{Equation}_{l=r}$ and that $a_0 \in \text{Equation}_{l=r}^T$. Then it is easy to show that $a_0 \in \text{Equation}_{l=r}^T$, $lw \in \Sigma^*$, and $(lw)^T(a_0) \in \text{dom}(\mathcal{I})$ implies $(rw)^T(a_0) \in \text{dom}(\mathcal{I})$.

The presentation $S = \{e_1, \ldots, e_7\}$ can now be easily represented as

$$\text{LocalS} = \text{Equation}_{e_1} \sqcap \ldots \sqcap \text{Equation}_{e_7}.$$ 

But how can this restriction be imposed on each element $x$ for which there is a $w \in \Sigma^*$ such that $w^T(a_0) = x$? Since the concept language provides no transitive closure or cyclic definitions, the element $c$ in Figure 1 is used as a 'relay that refreshes' the restriction. Consider, the following concept definition schema:

$$\text{Loop}_\sigma = \forall \text{forth}. \forall \sigma. \exists (\text{back} \circ \text{forth} = \epsilon) \sqcap \forall (\text{forth} \circ \sigma \circ \text{back} = \epsilon)$$

Any model of the concept $\text{Eq}_{u,v} \sqcap \text{Loop}_a \sqcap \text{Loop}_b$ leads to a role/attribute structure

$$\text{GlobalS} = \forall \text{forth}. \text{LocalS}$$

as depicted in Figure 2. More precisely, $c$ has all the $x$ as role fillers for forth that can be reached from $a_0$ by a word $w \in \Sigma^*$. Now it is easy to impose the requirements of $S$ on each of these elements: $\text{GlobalS} = \forall \text{forth}. \text{LocalS}$
Proposition 3.2 Given two words $u, v \in \Sigma^*$

$$\text{Eq}_{u,v} \sqcap \text{Loop}_a \sqcap \text{Loop}_b \sqcap \text{GlobalS \ subsumes}$$

$$\exists (\text{left} = \text{right})$$

iff $u \sim_S v$.

Proof.
1) Assume that $u \sim_S v$:
Let $\mathcal{I}$ be a model of the above concept definitions, and let $c$ be in $(\text{Eq}_{u,v} \sqcap \text{Loop}_a \sqcap \text{Loop}_b \sqcap \text{GlobalS})^\mathcal{I}$. Relying on the above construction it is easy to prove the following:

If $w^\mathcal{I}$ is defined on $\text{start}^\mathcal{I}(c)$, and $w \rightarrow_S w'$ or $w' \rightarrow_S w$ then $w^\mathcal{I}(\text{start}^\mathcal{I}(c)) = w'^\mathcal{I}(\text{start}^\mathcal{I}(c))$.

By definition there is a finite derivation of $u \sim_S v$ in terms of the symmetric closure of $\rightarrow_S$ and thus, $u^\mathcal{I}(\text{start}^\mathcal{I}(c)) = v^\mathcal{I}(\text{start}^\mathcal{I}(c))$ and $\text{left}^\mathcal{I}(c) = \text{right}^\mathcal{I}(c)$. By definition: $c \in \exists (\text{left} = \text{right})$.

2) Assume that not $u \sim_S v$:
It is easy to verify that the interpretation constructed below is a model of the above concept definitions and a counter example to the subsumption relation in question.

Let $\text{dom}(\mathcal{I}) = \Sigma^* / \sim_S \cup \{c\}$ where $\Sigma^* / \sim_S$ is the set of equivalence classes induced by the congruence relation $\sim_S$. The partial functions $a^\mathcal{I}$ and $b^\mathcal{I}$ are defined as left multiplications for all $[x] \in \Sigma^* / \sim_S$:

$$a^\mathcal{I}([x]) = [ax] \text{ and } b^\mathcal{I}([x]) = [bx].$$

The other roles and attributes are defined as suggested by the construction:

1. $\text{left}^\mathcal{I}(c) = [u], \text{right}^\mathcal{I}(c) = [v], \text{and } \text{start}^\mathcal{I}(c) = [c],$

2. $(c, x) \in \text{forth}^\mathcal{I}$, for every $x \in \Sigma^* / \sim_S$, and

3. $(x, y) \in \text{back}^\mathcal{I}$ if $(y, x) \in \text{forth}^\mathcal{I}$.  

\[\Box\]

Corollary 3.3 The subsumption problem in a concept language based on ALC\textbf{F} and extended by the equality-based operators universal and existential agreement is undecidable. \[\Box\]

This result shows that, as long as equality is involved, it is wise to restrict oneself to attribute (dis)agreements.
4 OPERATORS WITH PREDICATES

It is easy to see (for example by a comparison with CLASSIC) that the subsumption problem remains decidable if the equality-based operators are restricted to chainings of attributes. The reduction in the undecidability proof in the previous section relied heavily on the possibility to specify cyclic role structures (for instance, \( \exists (\text{back} \circ \text{forth} = \epsilon) \)).

In this section two ideas are developed that remove the capability to specify this kind of cyclic structure from the concept language. The first idea is to replace the equality in the equality-based operators by uninterpreted, possibly negated \( n \)-ary predicate symbols. The second idea is to split the interpretation domain into two separate domains: the abstract and the concrete domain [Baader and Hanschke, 1991a]. Role and attribute fillers can now be restricted by predicates of the concrete domain, too. But concepts are always subsets of the concrete domain.

Together with attribute (dis)agreements the abstract and the concrete predicate based operators are a powerful, still decidable, means to specify structural properties.

4.1 CONCRETE DOMAINS

Before the concept forming operators are introduced the notion “concrete domain” has to be formalized.

**Definition 4.1** A concrete domain \( D \) consists of a set \( \text{dom}(D) \), the domain of \( D \), and a set \( \text{pred}(D) \), the predicate names of \( D \). Each predicate name \( p \) is associated with an arity \( n \), and an \( n \)-ary predicate \( p^D \subseteq \text{dom}(D)^n \).

An important example is the concrete domain \( R \) of real arithmetic. The domain of \( R \) is the set of all real numbers, and the predicates of \( R \) are given by formulae which are built by first order means (i.e., by using logical connectives and quantifiers) from equalities and inequalities between integer polynomials in several indeterminates.\(^4\) For example, \( x + z^2 = y \) is an equality between the polynomials \( p(x, z) = x + z^2 \) and \( q(y) = y \); and \( x > y \) is an inequality between very simple polynomials. From these equalities and inequalities one can e.g. build the formulae \( \exists z(x + z^2 = y) \) and \( \exists z(x + z^2 = y) \lor (x > y) \). The first formula yields a predicate name of arity 2 (since it has two free variables), and it is easy to see that the associated predicate is \( \{ (r, s); r \text{ and } s \text{ are real numbers} \} \). Consequently, the predicate associated to the second formula is \( \{ (r, s); r \text{ and } s \text{ are real numbers} \} = \text{dom}(R) \times \text{dom}(R) \).

\(^4\)For the sake of simplicity it is assumed here that the formula itself is the predicate name. In applications, the user will probably take his own intuitive names for these predicates.
To get inference algorithms for the extended concept language which will be introduced below, the concrete domain has to satisfy some additional properties.

For technical reasons the set of predicate names of the concrete domain is required to be closed under negation, e.g., if \( p \) is an \( n \)-ary predicate name in \( \text{pred}(D) \) then a predicate name \( q \) in \( \text{pred}(D) \) has to exist such that \( q^p = \text{dom}(D)^n \setminus p^p \). In addition, a unary predicate name is needed which denotes the predicate \( \text{dom}(D) \).

The property which will be formulated now clarifies what kind of reasoning mechanisms are required in the concrete domain. Let \( p_1, \ldots, p_k \) be \( k \) (not necessarily different) predicate names in \( \text{pred}(D) \) of arities \( n_1, \ldots, n_k \). Consider the conjunction

\[
\bigwedge_{i=1}^{k} p_i(x^{(i)}).
\]

Here \( x^{(i)} \) stands for an \( n_i \)-tuple \( (x_1^{(i)}, \ldots, x_{n_i}^{(i)}) \) of variables. It is important to note that neither all variables in one tuple nor those in different tuples are assumed to be distinct. Such a conjunction is said to be satisfiable iff there exists an assignment of elements of \( \text{dom}(D) \) to the variables such that the conjunction becomes true in \( D \).

For example, let \( p_1(x, y) \) be the predicate \( \exists z (x + z^2 = y) \) in \( \text{pred}(R) \), and let \( p_2(x, y) \) be the predicate \( x > y \) in \( \text{pred}(R) \). Obviously, neither the conjunction \( p_1(x, y) \land p_2(x, y) \) nor \( p_2(x, x) \) is satisfiable.

**Definition 4.2** A concrete domain \( D \) is called admissible iff (i) the set of its predicate names is closed under negation and contains a name for \( \text{dom}(D) \), and (ii) the satisfiability problem for finite conjunctions of the above mentioned form is decidable.

The concrete domain \( R \) is admissible. This is a consequence of Tarski’s decidability result for real arithmetic [Tarski, 1951; Collins, 1975]. For the linear case (where the polynomials in the equalities and inequalities have to be linear) there exist more efficient methods (see e.g. [Weispfenning, 1988; Loos and Weispfenning, 1990]).

### 4.2 THE ADDITIONAL OPERATORS

With the above formalization of concrete domains the extension \( \text{ALCFP}(D) \) of \( \text{ALCF} \) which is parametrized by an admissible concrete domain \( D \) can be defined. The new concept forming operators can be seen as generalizations of the value restriction and the exists-in restriction.

**Definition 4.3 (syntax of \( \text{ALCFP}(D) \))** The concept formalism of \( \text{ALCF} \) is extended by the following operators. Let \( u_1, \ldots, u_n \) be role/attribute chainings. Then

\[
\forall u_1, \ldots, u_n, \rho \quad \text{(generalized value restriction)}
\]

\[
\exists u_1, \ldots, u_n, \rho \quad \text{(generalized exists-in restriction)}
\]
are concept terms in each of the following cases: The term \( p \) which is called restrictor

1. is a predicate of the concrete domain with arity \( n \),
2. is of the form \( p \) or \( \neg p \), where \( p \) is an abstract predicate of arity \( n \),
3. is a concept term and \( n = 1 \), or
4. is "=" or "\( \neq \)", \( n = 2 \), and \( u_1, u_2 \) are chainings of attributes.

In addition to defining the interpretation of the new operators, the interpretation function has to take care of the concrete domain. This somehow makes the definition complicated at first glance.

**Definition 4.4 (semantics of \( \mathcal{ALCFP}(\mathcal{D}) \))** The differences of interpretations of \( \mathcal{ALCF} \) and the extended language are as follows:

The set \( \text{dom}(\mathcal{I}) \), which is called abstract domain for this language, is required to be disjoint to \( \text{dom}(\mathcal{D}) \).

Because attributes and roles link the abstract with the concrete domain their interpretation is liberated: An attribute \( f \) is interpreted as a partial function

\[ f^\mathcal{I} : \text{dom}(\mathcal{I}) \rightarrow \text{dom}(\mathcal{I}) \cup \text{dom}(\mathcal{D}) \]

and a role \( r \) as a binary predicate

\[ r^\mathcal{I} \subseteq \text{dom}(\mathcal{I}) \times (\text{dom}(\mathcal{I}) \cup \text{dom}(\mathcal{D})). \]

An abstract predicate \( p \) of arity \( n \) is interpreted as \( p^\mathcal{I} \subseteq \text{dom}(\mathcal{I})^n \) and \( (\neg p)^\mathcal{I} \) as \( \text{dom}(\mathcal{I})^n \setminus p^\mathcal{I} \), and a concrete predicate \( p \) is interpreted as \( p^\mathcal{I} = p^\mathcal{D} \).

It remains to define how the new operators are interpreted:

\[ a \in (\forall u_1, \ldots, u_n. p)^\mathcal{I} \text{ iff } \]
\[ \text{for all } y_1, \ldots, y_n \text{ with } (x, y_1) \in u_1^\mathcal{I}, \ldots, (x, y_n) \in u_n^\mathcal{I} \text{ we have } (y_1, \ldots, y_n) \in \rho^\mathcal{I} \]

\[ a \in (\exists u_1, \ldots, u_n. p)^\mathcal{I} \text{ iff } \]
\[ \text{there exists } y_1, \ldots, y_n \text{ with } (x, y_1) \in u_1^\mathcal{I}, \ldots, (x, y_n) \in u_n^\mathcal{I} \text{ and } (y_1, \ldots, y_n) \in \rho^\mathcal{I} \]

The assertional component of the extended formalism allows additional forms of assertional axioms. These are the predicate assertions \( \rho(a_1, \ldots, a_n) \) where \( \rho \) can be an abstract, a negated abstract, or a concrete predicate of arity \( n \). They are satisfied by an interpretation \( \mathcal{I} \) iff \( (a_1^\mathcal{I}, \ldots, n^\mathcal{I}) \in \rho^\mathcal{I} \).
As already mentioned the membership problem can be reduced to a consistency test. Since a concept term $C$ subsumes a concept term $D$ iff $a : \neg C \cap D$ is inconsistent, the subsumption problem can also be reduced to a consistency test. The next section presents a decision procedure that answers in finite time the consistency problem of this extended language. So, the following theorem holds:

**Theorem 4.5** Assume that an admissible concrete domain $\mathcal{D}$ is given. Then there exist decision procedures for the consistency, the subsumption, and the membership problem in $\mathcal{ALCFP}(\mathcal{D})$.

## 5 THE BASIC ALGORITHM

This section presents an algorithm that decides in finite time whether a given A-box $\mathcal{A}_0$ is consistent or not. The algorithm is a generalization of the technique that was introduced in [Schmidt-Schauß and Smolka, 1991] and further elaborated, e.g., in [Baader and Hanschke, 1991b; Baader, 1991; Hollunder et al., 1990]

Roughly, the algorithm proceeds as follows. It starts with a given A-box $\mathcal{A}$, and applies transformation rules to $\mathcal{A}$ that make the knowledge represented by the assertions more explicit. Ultimately, one of the following two situations occurs:

1. The A-box becomes "obviously contradictory", or
2. all knowledge has been made explicit.

In the latter case the A-box is called complete and describes directly a model of the original $\mathcal{A}$. In the other case $\mathcal{A}$ is inconsistent.

Sometimes it is necessary to make a case distinction during the transformation process, since disjunctions occur (implicitly and explicitly) in the formalism. So, a transformation step may transform a single A-box $\mathcal{A}$ in two new A-boxes $\mathcal{B}_1$ and $\mathcal{B}_2$. In this case $\mathcal{A}$ is inconsistent if both $\mathcal{B}_1$ and $\mathcal{B}_2$ are inconsistent. For that reason, the algorithm operates with sets of A-boxes rather than a single A-box. If the consistency of an A-box $\mathcal{A}$ has to be checked, the algorithm is initialized with the singleton set $\mathcal{M}_0 = \{\mathcal{A}_0\}$ where $\mathcal{A}_0$ is the unfolded (see below) version of $\mathcal{A}$.

### 5.1 UNFOLDING

Let a terminology $\mathcal{T}$ and an A-box $\mathcal{A}_0$ be given. To simplify the presentation, the A-boxes are first normalized by the unfolding rule. It replaces a concept name $C$ by its definition $t$ if the concept definition $C = t$ is in $\mathcal{T}$. Because terminologies do not contain cycles this rule can only be applied finitely many times. After all the defined concepts have been replaced, the terminology is not needed any more for the consistency test.
5.2 TRANSFORMATION RULES

This section presents the transformation rules that operate on the set $\mathcal{M}_0$. They generate a finite sequence (see the next section for a proof of the finiteness) of sets $\mathcal{M}_1, \mathcal{M}_2, \mathcal{M}_3, \ldots, \mathcal{M}_k$ of A-boxes.

5.2.1 Pushing Negation

The negation rules propagate negation ("\(\neg\)") towards the leaves of the concept terms. Recall that \(\neg\) is a complement operator w.r.t. \textit{dom}(\mathcal{I}) and that attributes and roles link the abstract domain with the concrete domain. So it is convenient to introduce a global complement operator \(\sim\). It is defined by \(\sim = (\text{dom}(\mathcal{I}) \cup \text{dom}(\mathcal{D}))^n \setminus \rho^\perp\) where \(\rho\) is a restrictor with arity \(n\) (Definition 4.3).

\[
\begin{array}{c}
\frac{\neg s \quad \neg(s \sqcap t)}{s} \\
\frac{\neg s \setminus \neg t}{(s \sqcup t)} \\
\frac{\neg s \setminus \neg t'}{\rho} \\
\frac{\neg \forall v_1, \ldots, v_n. \rho}{\exists v_1, \ldots, v_n. \rho} \\
\frac{\exists v_1, \ldots, v_n. \sim \rho}{\forall v_1, \ldots, v_n. \sim \rho}
\end{array}
\]

5.2.2 Transformation Rules

Whereas the previous rules are rewriting rules that operate on (sub)terms the following rules operate on the level of assertions. For these remaining rules the expressions of the form

\[
\begin{array}{c}
\text{premises} \\
\text{consequences}
\end{array}
\]

have to be read as follows: if there is an A-box \(\mathcal{A}\) in the current \(\mathcal{M}_i\) that fulfills the premises, then the successor \(\mathcal{M}_{i+1}\) is obtained by adding the consequences to \(\mathcal{A}\). A rule must not be applied in an A-box \(\mathcal{A}\) with a particular instantiation of the premises if the rule has already been applied with the same instantiation of the premises in that A-box. Neither must it be applied if the A-box contains an obvious contradiction (see Section (5.2.4).

If vertical bars "|" occur in the consequence of a rule, this means that the A-box \(\mathcal{A} \in \mathcal{M}_i\) to which the rule is applied has to be replaced with new A-boxes for each of the alternatives that are separated by the bar(s). So, in these cases \(\mathcal{M}_{i+1}\) contains more A-boxes than its predecessor \(\mathcal{M}_i\).

5.2.2.1 The Operator Rules  These rules split concept terms into its immediate subterms and generate new assertions.

\[
\begin{array}{c}
(R\sqcap) \\
\frac{a : s \sqcap t}{a : s, a : t}
\end{array}
\]
5.2 TRANSFORMATION RULES

(R∪) \[\frac{s \sqcup t : a}{a : s \mid a : t}\]

This rule transforms the affected A-box into two A-boxes.

(R∀) \[\frac{(a, b_1) : v_1, \ldots, (a, b_n) : v_n, a : \forall v_1 \cdots v_n. \rho}{(b_1, \ldots, b_n) : \rho}\]

A premise \((a, b) : v\) is fulfilled if

1. \(a = b\) and \(v\) is \(\epsilon\) or
2. there is a \((a, c) : R\) in the A-box, \(v\) splits into \(Rv'\) where \(R\) is an attribute or role, and, recursively, \((c, d) : v'\) is fulfilled.

(R∃) \[\frac{a : \exists v_1 \cdots v_n. \rho}{(a, b_1) : v_1, \ldots, (a, b_n) : v_n, (b_1, \ldots, b_n) : \rho}\]

Here the \(b_i\) are fresh individuals.

5.2.2.2 The Role and Attribute Rules

The (R∃) rule may generate new assertions of the form \((a, b) : v\) where \(v\) is a chaining of attributes or roles. It may also cause forks. These are pairs of attribute-filler assertions \((a, b) : f, (a, c) : f\) with \(b \neq c\). These configurations are treated by the following rules:

(Ro) \[\frac{(a, b) : R \circ v}{(a, c) : R, (c, b) : v}\]

Here \(c\) is a fresh individual.

(Re) \[\frac{(a, b) : \epsilon}{a = b}\]

(R→) \[\frac{(a, b_1) : f, (a, b_2) : f}{b_1 = b_2}\] if \(f\) is an attribute.

5.2.2.3 The \(\sim\) Rules

The following rules deal with the global complement operator if it occurs at the top level in an assertion.

(R~D) \[\frac{(a_1, \ldots, a_n) : \sim \rho}{a_1 : T \mid \cdots \mid a_n : T \mid (a_1, \ldots, a_n) : \bar{\rho}}\]

if \(\rho\) is a concrete predicate and \(\bar{\rho}\) is the complement of \(\rho\) w.r.t. \(\text{dom}(\mathcal{D})\) (since \(\mathcal{D}\) is admissible \(\bar{\rho}\) is also a predicate of the concrete domain), and \(T\) is a specific concept name that is always interpreted as \(\text{dom}(I)\).

(R~P) \[\frac{(a_1, \ldots, a_n) : \sim \rho}{a_1 : \mathcal{D} \mid \cdots \mid a_n : \mathcal{D} \mid (a_1, \ldots, a_n) : \neg \rho}\]

if \(\rho\) is a concept term and \(n = 1\) or its is an abstract predicate.
\[(R\sim\sim) \frac{(a_1, a_2) : \sim=}{(a_1, a_2) : \neq}\]

\[(R\sim\neq) \frac{(a_1, a_2) : \sim\neq}{(a_1, a_2) : =}\]

5.2.2.4 The Domain Rules The abstract and the concrete domain are disjoint. This may lead to obvious contradictions. The domain rules try to make explicit the domain to which an individual belongs.

\[(R\mathcal{PT}) \frac{(a_1, \ldots, a_n) : \rho}{a_1 : T, \ldots, a_n : T}\]
if \(\rho\) is a primitive concept or an abstract predicate.

\[(R\mathcal{RT}) \frac{(a_1, a_2) : R}{a_1 : T}\]
if \(R\) is a role or attribute.

\[(R\mathcal{DT}) \frac{(a_1, \ldots, a_n) : \rho}{a_1 : D, \ldots, a_n : D}\]
if \(\rho\) is a concrete predicate different from \(D\).

5.2.2.5 The Identification Rule The attribute agreements and the functional character of the attributes may lead to equality assertions. These are treated by the following rule:

\[(R=) \frac{(a, b) : =}{\text{replace } a \text{ by } b \text{ in the affected A-box}}\]

5.2.3 The Strategy

In order to get a terminating algorithm the order in which the rules may be executed has to be restricted. Identifications of individuals have to take place as soon as possible. So the “role and attribute rules” and the identification rule are executed with the highest priority.

If a transformation rule has been applied to some assertions and later some individuals in these assertions are replaced during applications of the \((R=)\) rule, the transformation rule must not be applied again to these assertions (although the premises are not exactly the same).

5.2.4 Obvious Contradictions

A single A-box \(\mathcal{A}\) is *obviously contradictory* in each of the following cases:

**Primitive Clash:** The A-box contains a pair of assertions of the form \(a : \rho, \bar{a} : \sim\rho\) where \(\rho\) is an abstract predicate (resp., a concept term) and \(a\) is a tuple of individuals (resp., an individual).

Equality Clash: The A-box contains $a \neq a$.

Concrete Domain Clash: The A-box contains predicate assertions $a_1 : p_1, \ldots, a_n : p_n$ where the $p_i$ are concrete predicates and the satisfiability test of the concrete domain says that the above conjunction is not satisfiable.

5.3 SUMMARY OF ALGORITHM

The following procedure, written in a pseudo programming language, summarizes the consistency test of A-boxes of $\mathcal{ALCFP}(D)$.  

Algorithm 5.1 (consistency test) The procedure takes an A-box $\mathcal{A}$ as an argument and checks whether it is consistent or not. 

```plaintext
define procedure check-consistency(\mathcal{A})
    \mathcal{A}_0 := unfold(\mathcal{A})
    r := 0
    \mathcal{M}_0 := \{\mathcal{A}_0\}
    while 'a transformation rule is applicable to \mathcal{M}_r'
        do
            r := r + 1
            \mathcal{M}_r := apply-a-transformation-rule(\mathcal{M}_{r-1})
        od
        if 'there is an \mathcal{A} \in \mathcal{M}_r that is not obviously contradictory'
            then return consistent
            else return inconsistent
    return
```

6 THE PROOF

In this section termination, soundness, and completeness of the consistency test (Algorithm 5.1) are proved. Together, these facts imply that the algorithm is a decision procedure for the consistency of an A-box $\mathcal{A}$.

Proposition 6.1 Assume that Algorithm 5.1 is applied to $\mathcal{A}$. Then

1. the algorithm always computes in finite time a set $\mathcal{M}_r$ of A-boxes each of which is complete or obviously contradictory, and

2. the initial A-box is inconsistent iff all A-boxes $\mathcal{A} \in \mathcal{M}_r$ contain a clash.
Proof. The proposition is a consequence of the four lemmata (6.2, 6.3, 6.4) stated and proved below.

As already mentioned, unfolding terminates, because terminologies are acyclic. Since unfolding does not change the satisfiability of an A-box, this preparatory step is neglected in the proof.

The while loop of Algorithm 5.1 reduces the semantic problem of consistency for the A-box \( \mathcal{A}_0 \) to a simple syntactic problem for a finite set \( \mathcal{M}_r \) of A-boxes. This syntactic problem is to check whether there is an A-box in \( \mathcal{M}_r \) that is not obviously contradictory. In order to show the correctness of the reduction, termination is proved first.

Assume that a computation using the algorithm is given and that in a single execution of the loop body the A-boxes \( \mathcal{B}_1, \ldots, \mathcal{B}_n, n > 0 \), have been derived by an application of one of the transformation rules to an A-box \( \mathcal{A} \). Then the \( \mathcal{B}_i \) are called descendants of \( \mathcal{A} \).

Lemma 6.2 (termination) The algorithm always computes a complete set of A-boxes \( \mathcal{M}_r \) in finite time.

Proof. Assume that a possibly infinite computation is given. In order to show termination it suffices to prove that there is no infinite sequence of A-boxes \( \mathcal{A}_0, \mathcal{A}_1, \ldots \) where \( \mathcal{A}_{i+1} \) is a descendant of \( \mathcal{A}_i \).

This sequence with the associated applications of transformation rules defines a sequence of trees \( \delta_0, \delta_1, \ldots \) as follows:

1. The initial tree \( \delta_0 \) consists just of the edges \( \beta \rightarrow \nu(a : C) \) where \( a : C \) is a membership assertion in \( \mathcal{A}_0 \) and \( \beta \) is an additional root.

2. For an individual \( a \) let \( a^{(k)} \) denote the individual name that stands in place of \( a \) after all replacements of the rule (R=) up to \( \mathcal{A}_k \) have been performed.

Each time a transformation rule is applied to an A-box, \( \mathcal{A}_k \) say, generating new membership assertions \( b_j : B_j, j = 1, \ldots, l \), the tree \( \delta_{i+1} \) is constructed from \( \delta_i \). This is done by adding edges \( \nu(a : A) \rightarrow \nu(b_j : B_j), j = 1, \ldots, l \), where the \( \nu(b_j : B_j) \) are new nodes and \( a^{(k)} : A \) occurs in the (instantiated) premise of the transformation rule (there is always exactly one such assertion).

If individuals are replaced, this is not done in the tree. So \( \delta_i \) conservatively extends \( \delta_{i+1} \).

Note that not every application of a transformation rule leads to a new \( \delta_i \) (consider for example the rule (R→)). But, it is easy to observe that the computation of an infinite sequence of descending A-boxes (as the one above) leads to an infinite sequence of trees with an increasing number of nodes.

If the \( \delta \)'s are considered as sets of edges,

\[
\Delta = \bigcup_{i=0,1,2,\ldots} \delta_i
\]
is a tree, too. If it can be shown that $\Delta$ is finite, this yields a contradiction and
the proof is done.

Assume that $\Delta$ is infinite.

1) The mapping $\lfloor . \rfloor$ from nodes to naturals is inductively defined as

1. $|\nu(b : B)| := |B|

2. $|\rho| := 1$, if $\rho$ is an abstract or a concrete predicate, a primitive concept, $=$, 
or $\neq$.

3. $|B \cap C| := |A| + |B|,$
   $|B \cup C| := |A| + |B|,$
   $|\exists v_1, \ldots, v_n, \rho| := |\rho| + 1,$
   $|\forall v_1, \ldots, v_n, \rho| := |\rho| + 1,$
   $|\neg \rho| := |\rho| + 2 + 1,$
   $|\neg \rho| := |\rho| + 2$

has the following nice property: $\nu(a : A) \rightarrow \nu(b : B)$ implies $|\nu(a : A)| >$ $|\nu(b : B)|$.

This implies that the depth of $\Delta$ (defined as the number of edges in the longest
directed path) is bounded by

$$\max \{|\nu(a : C)|; \nu(a : C) \text{ occurs in } \delta_0 \} + 1.$$ 

2) It remains to show that the tree is finitely branching. Let a node $\nu(a : C)$
be given. If $C$ is not a generalized value restriction, the node has exactly one
descendant. This holds because the transformation rule applied to the assertion
related to this node has exactly one assertion in its premise, and, by definition,
rules are only applied once per premise.

If $C$ is a generalized-value restriction $\forall u_1, \ldots, u_n, \rho$, where $\rho$ is not a concept
term then the node does not have any successor, because only new membership
assertions lead to new nodes.

So a node $\nu(a : C)$ where $C$ is a value restriction $\forall R.C$ is the last kind of node
that could have infinitely many immediate successors. The rule $(R\forall)$ is applied
once to this assertion per attribute-filler or role-filler assertion $(a, b) : R$.

Since the “role and attribute rules” are executed with a priority higher than
the priority of $(R\forall)$, the node has only one descendant, too, if $R$ is an attribute.

Let a node $\nu$ of the form $\nu(a_0 : \forall R.C)$ be given where $R$ is a role and $C$ is
a concept. Note that this is the last remaining case. All other kinds of nodes
have already been proved to have only finitely many successors. Assume that $\nu$
has infinitely man descendants.

Observation 1: To get these infinitely many descendants the computation has
to generate infinitely many role-filler assertions of the form $(a_0, b) : R$. These come
1. either from an assertion \( c : \exists u_1, \ldots, u_n, \rho \) or

2. an assertion \((a', b) : R\) has been generated from an assertion \( c : \exists u_1, \ldots, u_n, \rho\)

and, later, the individuals 'a and a\(_0\) have been identified.

In both cases \( c \) is linked to \( a_0 \) through a directed path labeled with attributes. Let \( N \) be the infinite set of nodes belonging to the generating assertions \( c : \exists u_1, \ldots, u_n, \rho \), and let \( F \) be the infinite set of generated \( R \) role fillers of \( a_0 \).

Note that there can be only finitely many exceptions \((a_0, b) : R\) that are not generated from a node in \( N \).

Observation 2: Let \( b \in F \). Now observe that all individuals \( d \) that can be reached from \( b \) through a directed path of attribute/role assertions cannot be reached from another \( b' \in F \), \( b' \neq b \).

Observation 3: If \( \nu(a : A) \) is any node in \( \Delta \) and \( \nu(b : B) \) is any other node below \( \nu(a : A) \) then \( a \) equals \( b \) or there is a directed path from \( a \) to \( b \).

Let \((a_0, b) : R, b \in F\) be one of the generated assertions. Then there does not exist an attribute/role path from \( b \) to \( a_0 \).

Together with the contraposition of Observation 3 this implies that the infinitely many nodes in \( N \) are not descendants of \( \nu \) in \( \Delta \).

These infinitely many nodes must be descendants of the finitely many nodes in \( \mathcal{A}_0 \). Consider the subtree \( \Delta' \) of \( \Delta \) that is obtained by taking all paths from the nodes in \( D \) to the root \( \beta \).

Since \( \Delta \) has finite depth, \( \Delta' \) has finite depth. Now assume that there is an infinite branch in \( \Delta' \) at a node \( \nu(b : B) \). Then, as above, \( B \) is a value restriction \( \forall R.'C' \) with a role \( R' \), and there are infinitely many role-fillers for \( b \). Only finitely many are not generated by the rules \((R\exists)\) and \((R\circ)\).

So, there are at least two nodes in the infinite \( N \) that are in different subtrees of \( \nu(b : B) \) belonging to generated role-fillers \( b_1 \) and \( b_n \) of \( b \) w.r.t. \( R' \).

Analog to Observation 2, the set of individuals reachable from \( b_1 \) and \( b_2 \), respectively, are disjoint. But \( a_0 \) is reachable from both \( b_1 \) and \( b_2 \) because of observations 3 and 1: contradiction. So, \( \Delta' \) is finite which contradicts the infinity of \( N \). So, \( \nu \) has only finitely many descendants and \( \Delta \) is finite, too. \( \square \)

To prove the second part of Proposition 6.1, the notion of contradictory A-boxes is introduced. It is the syntactic equivalent to inconsistent A-boxes. The definition is by induction on the relation "descendant" which has just been proved noetherian. An A-box \( \mathcal{A} \) occurring in the computation is contradictory with respect to a computation iff

- \( \mathcal{A} \) does not have descendants and is obviously contradictory, or
- all descendants of \( \mathcal{A} \) are contradictory.

Please note that according to this definition \( \mathcal{A}_0 \) is contradictory iff after the loop in Algorithm 5.1 all A-boxes in \( \mathcal{M}_r \) are obviously contradictory.
**Lemma 6.3 (soundness)** An A-box that is contradictory with respect to a given computation is inconsistent.

*Proof.* The proof is by induction on the definition of contradictory, with a case analysis according to the transformation rule applied. Assume that a contradictory A-box \( \mathcal{A} \) is given. It has to be shown that it does not have a model.

1) If \( \mathcal{A} \) does not have a descendant, it must be obviously contradictory and cannot have a model.

2) For the induction step, assume to the contrary that \( \mathcal{A} \) has a model \( \mathcal{I} \). It has to be shown that at least one of the descendants of \( \mathcal{A} \) has a model. This will be a contradiction to the induction hypothesis, because all descendants of contradictory A-boxes are contradictory.

This shall only be demonstrated for the case of the \((R\forall)\) rule. The other cases can be treated similarly.

Assume that the rule has been applied to the axioms \((a, b_1) : v_1, \ldots, (a, b_n) : v_n, a : \forall v_1 \cdots v_n, p\) generating the descendant \( \mathcal{B} \). Please note that \( \mathcal{B} \) is a superset of \( \mathcal{A} \) and that the only axiom in \( \mathcal{B} \) that is not in \( \mathcal{A} \) is \((b_1, \ldots, b_n) : p\). Hence, it suffices to show that \( \mathcal{I} \) satisfies \( b : C \). This is an immediate consequence of the definition of the generalized value restriction. \( \square \)

**Lemma 6.4 (completeness)** If the initial A-box \( \mathcal{A}_0 \) is not contradictory with respect to a given computation, it has a model.

*Proof.* If \( \mathcal{A}_0 \) is not contradictory then there is an A-box \( \mathcal{B} \supseteq \mathcal{A}_0 \) in \( \mathcal{M}_r \) that is not obviously contradictory. Next an interpretation \( \mathcal{I} \) of \( \mathcal{B} \) is defined:

1. Because the clash rule related to the concrete domain is not applicable, there is a variable assignment \( \alpha \) that satisfies the conjunction of all occurring axioms of the form \( P(x_1, \ldots, x_n) \). The interpretation \( \mathcal{I} \) interprets all \( x \) with \( x : D \) in \( \mathcal{B} \) as \( \alpha(x) \).

2. The domain \( \text{dom}(\mathcal{I}) \) consists of all the objects \( x \) with \( x : T \) in \( \mathcal{B} \).

3. Let \( \rho \) be a primitive concept or an abstract predicate. Then \( (a_1, \ldots, a_n) \in \rho^T \iff (a_1, \ldots, a_n) : \rho \) occurs in \( \mathcal{B} \). The domain rules ensure that all \( a_i \) belong to \( \text{dom}(\mathcal{I}) \).

4. Let \( R \) be a role or attribute. Then \( (a, b) \in R^I \iff (a, b) : R \) is in \( \mathcal{B} \). This is well defined even if \( R \) is an attribute, because of the transformation rule \((R\rightarrow)\), which is not applicable to \( \mathcal{B} \). The domain rules ensure that \( a \) belongs to \( \text{dom}(\mathcal{I}) \).

It is straightforward, but tedious, to show by induction on the size of the axioms that \( \mathcal{I} \) is not only an interpretation but also a model of \( \mathcal{B} \).

Here only the case of the generalized value restriction is demonstrated:
Assume $a : \forall v_1 \cdots v_n \cdot \rho$ is in $\mathcal{B}$. Let any objects $b_1, \ldots, b_n$ be given. If $(a, b_1) \in v^I_1, \ldots, (a, b_n) \in v^I_n$ the transformation rule (RV) ensures that $(b_1, \ldots, b_n) : \rho$ is in $\mathcal{B}$. By induction hypothesis, $\mathcal{I}$ satisfies this assertion.

Since the $b_i$ were arbitrary, by definition, $\mathcal{I}$ satisfies the generalized value restriction.

Finally, $\mathcal{A}_0 \subseteq \mathcal{B}$ is used to deduce that $\mathcal{I}$ is also a model for $\mathcal{A}_0$.

\section{CONCLUSIONS}

In [Schmolze, 1989] a family of concept languages is presented which is also based on n-ary predicates. One motivation for this formalism is that some concepts are more naturally expressed in terms of n-ary predicates. The terminological formalisms of the present paper are more "object centered" and use predicates only to specify role interaction. It is not clear for which members of the family of concept languages presented in [Schmolze, 1989] decision procedures for the common reasoning services exist.

In the present paper concept forming operators to specify interaction of roles and attributes have been studied. It has been shown that universal and existential role/attribute (dis)agreements lead in general to an undecidable subsumption problem. Nevertheless, an expressive concept language with sound and complete reasoning algorithms has been presented that allows to specify interactions on the basis of abstract and concrete predicates as well as attribute (dis)agreements.

The TAXON system implements a superset of the concept forming operators of $\mathcal{ALCFP}(D)$. The system is written in CommonLisp and has been implemented in the ARC-TEC project (Acquisition and Representation and Compilation of TECHnical Knowledge) [Bernardi et al., 1991]. It is mainly used in an application in mechanical engineering (ARC-TEC) dealing with the production planning of lathe workpieces and a project TOOCON (TOOls for model-based CONfiguration) that develops a configuration system for low-voltage switch boards.
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